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Abstract
We report a new method for the fabrication of sub-10 nm nanopores in a fast single process
step. The pore formation is accomplished by exploiting the competition between sputtering and
deposition in ion-beam-induced deposition (IBID) on a thin membrane. The pore diameter can
be controlled by adjusting the ion beam and gas exposure conditions. The pore diameter is well
below the limit that can be achieved by focused ion beam (FIB) milling alone. There is no need
of preparation and successive treatments. Apart from simplicity and speed, this method offers
an additional advantage of a broad choice of material and thickness of the deposit and the
membrane.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Nanopores have important applications in many fields
of nanoscience: for example, for sensing single DNA
molecules [1, 2], for localizing molecular-scale electrical
junctions and switches [3, 4], as nanochannels in nanofluidic
transistors [5], for fabricating point contacts [6, 7] and
nanoelectrodes in electrochemistry [8], as aperture probes
of near-field optical microscopy [9], as optical elements
for subwavelength optical transmission devices [10], as
nanostencil masks to create other nanostructures [11], and
for measuring three-dimensional intensity profiles of laser
focuses [12].

For simple pore fabrication, direct FIB milling of a thin
membrane is commonly used. With a 5 nm full width at half
maximum (FWHM) ion beam, Gierak et al fabricated sub-
5 nm pores in a 20 nm ultra-thin SiC membrane [13]. With
a signal feedback from an ion detector below the membrane,
Patterson et al milled 18 nm diameter pores in a thick
Si3N4 membrane [14]. However, it is generally believed
that fine-tuning of the pore size by FIB milling is difficult,
and the resolution that can be achieved is limited by the
beam diameter, beam shape and re-deposition, especially for
thick membranes [13, 15]. Pores in Si3N4 or SiO2, which
were initially fabricated by FIB milling or electron beam
lithography, shrunk or grew upon exposure to a low-energy ion
beam [16] or a high-energy electron beam [17]. The assumed
mechanism is mass flow driven by surface tension. Feedback
from an ion detector below the membrane [16] or visual

feedback in a transmission electron microscope (TEM) [17]
allows fine-tuning of the pore diameter with sub-nanometer
resolution. Lo and Biance shrunk FIB milled pores in SiN
by subsequent FIB scanning [18, 19]. Chang used a scanning
electron microscope (SEM) to shrink pores in Si and SiO2,
which were fabricated by micromachining [20]. Wu used
laser heating to shrink mechanically punctured holes in thermal
plastics [21]. Despite the extensive use, the mechanism of
surface-tension-driven mass flow in pore shrinkage during
broad-area beam scanning is still not fully understood [20, 22].
FIB milled pores can also be shrunk by thin film deposition
on prefabricated pores, either by IBID [23–25], electron
beam induced deposition (EBID) [26], low-pressure chemical
vapor deposition (LPCVD) [15], or atomic layer deposition
(ALD) [27, 28]. However, the control of the final pore size is
not straightforward. For instance, Schenkel et al observed that
the larger of two initial pores became the smaller one during
thin film deposition [23]. They related this effect to differences
in the local supply of the precursor molecules.

Despite the large variety in pore fabrication techniques, it
is still very desirable to develop simpler and faster methods.
In this paper, we report a new method for the fabrication of
sub-10 nm nanopores in a fast, single IBID step. The essence
of our method is in controlling the dynamical balance between
the sputtering and deposition involved in IBID. This can be
achieved by adjusting the standard IBID parameters. In this
work, we employed two very different precursor gases, one
for metal (Pt) deposition and the other one for insulator (SiO2)
deposition.

0957-4484/09/015302+06$30.00 © 2009 IOP Publishing Ltd Printed in the UK1

http://dx.doi.org/10.1088/0957-4484/20/1/015302
mailto:P.Chen@tudelft.nl
http://stacks.iop.org/Nano/20/015302


Nanotechnology 20 (2009) 015302 P Chen et al

Figure 1. Ion beam current dependence of pore formation. SEM top
views of Pt deposits on a 45 nm thick Si3N4 membrane, fabricated
(a) with 1 pA 30 keV Ga+, only dots have formed; (b) with 8 pA
30 keV Ga+, a pore has formed in the center of the dot. (The dwell
time is 1 ms and the total exposure time is 1 s per dot.)

2. Experimental details

The precursor gas (CH3)3Pt(CPCH3) was the source for Pt
deposition and TEOS that for SiO2 deposition. The IBID
experiments were performed in two FEI dual beam systems,
a STRATA DB235 for Pt deposition and a NOVA 600 for
SiO2 deposition. The substrate was a double sided polished
Si (100) wafer with 50 nm thick LPCVD Si3N4 at both sides.
The Si3N4 membranes were fabricated by opening windows by
dry etching in the nitride layer on the back side of the wafer
and subsequent anisotropic etching of the Si wafer in KOH
solution. The resulting Si3N4 membranes were 400×400 μm2.
The nitride layer after etching had a thickness of 45 nm. A
30 keV focused Ga+ beam at normal incidence was used.
The beam currents were 1, 8, and 13 pA. The FWHM of the
incident beam is 10 nm (1 pA) and 12 nm (8 and 13 pA). In the
STRATA DB235, the chamber pressure was 2.3 × 10−6 mbar
during IBID and the background pressure was <1×10−7 mbar.
In the NOVA 600, the pressures were 1.1 × 10−5 mbar and
4.3 × 10−6 mbar, respectively. The nominal pumping speed is
250 l s−1 for nitrogen (as provided by FEI). Assuming that this
value can be used for the precursor gas as well, the flow rate
is thus about 1 × 10−3 scc s−1. To ensure a constant precursor
supply, the precursor was always introduced into the chamber
at least 60 s before the ion beam. To reduce sample charging
effects, first a few conductive Pt lines were deposited by IBID
on the Si3N4 membrane. They connect the insulating Si3N4

membrane window to the bulk Si. Arrays of 16 pores were
fabricated between these Pt lines. The ion beam was cycled
continuously between these 16 spots. This procedure ensured
sufficient precursor refreshment time, i.e. 15 times the beam
dwell time on each single spot. The total exposure time equaled
the dwell time multiplied by the number of executed cycles. On
the same sample, a series of pore arrays was fabricated with
either different dwell times or different exposure times. After
fabrication of one or more series of arrays, the sample was
transferred to a TEM for imaging. Imaging of the Pt deposits
was performed in a field emission Philips CM200 TEM and
of the SiO2 deposits in a FEI Tecnai (S)TEM. Both TEMs
operated at an accelerating voltage of 200 kV. We studied the
pore formation as a function of ion beam current, dwell time
and exposure time.

Figure 2. Dwell time dependence of pore formation. (a) Pore
diameter versus dwell time for Pt or SiO2 depositions with 8 or
13 pA 30 keV Ga+ and exposure time of 4 or 2 s per pore,
respectively. TEM top views of Pt deposit with dwell times of
(b) 0.1 ms (no pores formed), (c) 2.0 ms (a central pore formed);
(d) SiO2 deposit with a dwell time of 5.0 ms.

3. Results and discussion

3.1. Experimental results

With a low current of 1 pA, only Pt dots were obtained
(figure 1(a)). With 8 pA, pores formed in the center of the dots
(figure 1(b)). With 24 pA, the pore diameter was considerably
larger (not shown). In the results of figures 2–4, an ion beam
current of 8 pA was chosen for Pt deposition and 13 pA for
SiO2 deposition.

To investigate the dwell time dependence of the pore
diameter, a constant exposure time of 4 s per pore for Pt
deposition and 2 s per pore for SiO2 deposition was chosen
(figure 2). In both cases, the pore diameter increases with
increasing dwell time. This trend decelerates for long dwell
times. With short dwell times (<0.3 ms), no pores formed.
With medium dwell times (0.3–1.0 ms), the pore diameter
increases rapidly. And with long dwell times (>1.6 ms for Pt
and >3.0 ms for SiO2 deposition), the pore diameter stabilizes.

To investigate the exposure time dependence of the pore
diameter, a medium dwell time of 0.5 ms was chosen for Pt
deposition and 1.0 ms for SiO2 deposition (figure 3). At the
early stage of exposure, the membrane was opened very rapidly
(<0.5 s for Pt and <1.0 s for SiO2 deposition). Then the pores
closed slowly with increasing exposure time until they became
fully closed (at 18 s for Pt deposition). The closing slows down
with decreasing pore diameter. The smallest pores were 11 nm
in diameter for Pt deposition and 5.5 nm for SiO2 deposition.
For comparison, the diameter of several FIB milled pores is
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Figure 3. Exposure time dependence of pore formation. (a) Pore diameter versus exposure time. Pt or SiO2 depositions with 8 or 13 pA
30 keV Ga+ and dwell times of 0.5 or 1.0 ms, respectively; TEM top views of (b) an FIB milled pore with an exposure time of 0.5 s per pore;
pores fabricated by Pt deposition with exposure times of (c) 0.5 s, (d) 11 s per pore; by SiO2 deposition with exposure times of (e) 1.0 s,
(f) 12 s, and (g) 15 s per pore.

Figure 4. Pore shape. The pore is modeled as a cylinder in a sheet of
material with constant thickness. That thickness is the pore length.
(a) Measured pore length versus pore diameter. Pt deposits with
0.5 ms dwell time and various exposure times. The 11 nm pore must
be at least 20 nm long since it was invisible in the 30◦ tilted TEM
image; TEM (b) top view of an 18 nm diameter pore; (c) tilted view
of the pore in (b).

also shown in figure 3(a). Initially, they grew very rapidly. The
growth continued until the pore diameter exceeded 100 nm.

An investigation of the geometry of the nanopores is
helpful both to understand the pore formation and to explore
their possible applications. For simplicity we model our pore
as a cylinder in a sheet of material with constant thickness. The
pore length is the thickness of the sheet. By comparing 30◦-
tilted TEM views with top views, the pore length of the pores
fabricated by Pt deposition was measured (figures 4(b) and (c)).
We observed that the pore length increases with decreasing
pore diameter. This trend accelerates when the pore diameter
falls below 20 nm (figure 4(a)).

3.2. Discussion

We have observed that nanopores as small as 5.5 nm in
diameter can be fabricated by a single-step IBID process. We

found that the pore diameter can be controlled by adjusting
the beam current, dwell time, or exposure time. It is well
known that sputtering and deposition occur simultaneously
in IBID. Sputtering is usually regarded as a negative factor
that reduces the deposition rate and, therefore, most attention
so far has been paid to suppress sputtering during IBID.
This work shows that sputtering can also be useful in
IBID. Exploration of new applications requires, however, a
better understanding of the relation between sputtering and
deposition. The mechanisms involved in IBID are deposition
by (I) primary ions, (II) sputtered atoms, and (III) secondary
electrons [29, 30]; see figure 5. Each mechanism has its own
specific reaction zone around the impact site (figure 5(a)) [30].
The reaction zone of incoming primary ions (I) is comparable
to the beam size. Secondary (sputtered) atoms leave the surface
close to the impact site (II), while secondary electrons can
travel a long distance in the solid before emission (III). In this
work we exploited the competitions between sputtering and
deposition in the various reaction zones to control the shape of
the deposits. The control was achieved by adjusting either one
of the following three standard IBID parameters: beam current,
dwell time, or exposure time. Indeed, complex structures as
donut-like deposits with a central tip (figure 5(b)) or with a
central hole (figure 5(c)) have been obtained in a single IBID
step at spot mode by adjusting the dwell time [30]. Below we
propose a model that explains how these parameters affect the
pore formation.

The sputtering yield Ys, expressed in number of sputtered
atoms per incident ion, is independent of the ion beam density.
On the other hand, the deposition yield Yd, expressed in
number of deposited atoms per incident ion, depends on the
ratio between the ion beam density j and the precursor flux
φ [30–33]. For a fixed precursor flux, the deposition yield is
independent of the ion beam density for low values of j , but
decreases above a critical ratio between j and φ. Hence, for a
low beam current at spot mode and a sufficient precursor flux,
deposition dominates over sputtering and only dot-like deposits
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Figure 5. Balance between deposition and sputtering in IBID. Sketches of (a) activity regions of different particles contributing to IBID. I:
incident primary ions, II: sputtered atoms, and III: secondary electrons. Reaction zones of I, II and III and donut-like structures with (b) a
central tip, fabricated with a short dwell time, and (c) a central hole, with a long dwell time.

Figure 6. Sketch of the dwell time dependence of pore formation.
Step A: beam-on. Step B: beam-off. θp: precursor surface density.
Yd: deposition yield (which is proportional to θp). Ys: sputtering yield
(which is constant). Yd–Ys: net deposition. Short dashed lines: short
dwell times. Thick solid lines: long dwell times. The net deposition
Yd–Ys, averaged over step A, is positive for short dwell times (short
dashed lines) and negative for long dwell times (thick solid lines). At
the right: medium dwell time. The beam current density affects the
balance between deposition and sputtering: for a higher density (thin
solid) the average net deposition is negative; for a lower density (long
dashed) it is positive.

form (figure 1(a)). In contrast, for a sufficiently high beam
current with the same gas flux and beam diameter, sputtering
dominates in the center of the deposit, where the ion beam
density is highest. Hence, a central pore forms (figure 1(b)).
Still, deposition by secondary electrons and atoms [29, 30]
dominates in the rim area, where sputtering by primary ions
is low or absent.

With shorter dwell times, smaller pores form (figure 2).
We discuss the dwell time and ion beam density dependencies
of the pore formation via the sketch of figure 6. In each
cycle, adsorbed precursor molecules are being consumed at
the beam spot during the beam-on step A. The adsorbed
precursor layer is being refreshed during the beam-off step
B. In our experiment the refreshment time is chosen to be
long enough so that the precursor surface coverage θp saturates
again before the next cycle starts. The deposition yield Yd

Figure 7. Sketch of the exposure time dependence of pore formation.
(a)–(c): pores open; (c)–(e): pores close. D and L : pore diameter
and length, respectively; white region: IBID deposits; shaded region:
membrane.

strongly depends on the precursor surface coverage θp. In
particular, it decreases during step A. Sputtering is caused
by ion–solid interactions. Therefore, the sputtering yield Ys

is independent of the precursor coverage; it remains constant
during step A. For short dwell times (short dashed line in
figure 6) the deposition yield exceeds the sputtering yield
during most of the time of step A. Nevertheless, averaged over
the entire step A, Yd–Ys is positive and, thus, a deposit forms.
On average, sputtering dominates over deposition for long
dwell times (thick solid line). The balance between deposition
and sputtering is delicate at medium dwell times. For the
usual Gaussian-like beam profile, sputtering can dominate in
the center of the beam spot (thin solid line), while deposition
dominates in the rim (long dashed line). A small change
in beam density or dwell time can flip the balance. Indeed,
figure 2(a) shows that the pore diameter varies rapidly with
dwell time just above a certain threshold.

For a dwell time just above the threshold, the membrane
opens rapidly at the early stage of beam exposure (figure 3).
The pores close again with increasing exposure time. We
discuss the opening and closing process as sketched in figure 7.
Initially (figure 7(a)) all ions interact with the membrane and
therefore sputtering is strong. There is some deposition in the
rim area. After the membrane has been opened, most ions
pass through the pores without any interaction (figure 7(b)).
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However, the deposit in the rim continues to grow. When the
thickness L of the deposit increases, more precursor molecules
adsorb on the pore’s sidewall and more secondary electrons
and atoms are emitted. Both effects enhance the deposition
yield at the pore’s sidewall. Therefore, the pore closes after
figure 7(c). Note that the pore in figure 7(d) closes, although it
has the same diameter D as the pore in figure 7(b). We presume
that deposition on the sidewall is mainly caused by secondary
atoms and electrons; hence processes II and III in figure 5.
The closing slows down with decreasing pore diameter until
the pores are fully closed (figure 3(a)). Due to the high beam
current density in the pore’s center, the net deposition rate at the
sidewall decreases with decreasing pore diameter. Moreover,
the increasing aspect ratio of the pore (figure 4) might slow
down the precursor supply to the pore’s sidewall, thus slowing
down the closing process even further. Actually, the slow rate
of pore closing allows fine-tuning of the pore diameter.

The smallest pore diameter achieved so far is 5.5 nm,
which is less than 50% of FWHM of the beam profile.
Although it was possible to close a pore completely, it is
not certain that at one moment the diameter was well below
5 nm. Further investigations with preferably even smaller
ion beams might reveal whether the biologically important
diameters below 2 nm are achievable.

The IBID method for nanopore fabrication has several
advantages over current techniques. It surpasses the main
limitation for direct FIB milling, which is a rapid widening of
the pore diameter caused by the ion intensity in the tail of the
beam profile. A small variation in the membrane thickness [19]
or a small instability in the beam current can result in a pore
that is either too shallow or too wide. Contrary to the methods
in which a wide pore is shrunk by successive processing
steps [15–28], our method is based upon one single processing
step. Techniques that are based on surface-tension-driven
mass flow, such as ion beam sculpting [16] and electron beam
induced drilling [17], have produced pores with diameters as
small as 2 nm. However, it is unclear whether these techniques
can be applied to thick membranes and other materials as
well. Our IBID method offers a broad choice of materials and
thicknesses for both the membrane and the deposit.

In most FIB instruments there is a limited choice of beam
currents. To fabricate small nanopores, the lowest current
is preferred. The high sensitivity of the pore diameter for
the dwell time (figure 2(a)) hinders the fabrication of very
small pores by optimizing the dwell time. Probably, the
best approach for the fabrication of pores with a required
diameter is by selecting a dwell time just above the steep rise in
figure 2 and optimizing the exposure time. A valuable option
is a feedback system with an ion detector or a Faraday cup
below the membrane—to stop the fabrication process when the
required diameter is reached. Interestingly, the diameter of the
smallest pores achieved in this work is less than half the ion
beam diameter. The use of an even smaller beam [13] might
make the fabrication of 1 nm pores feasible.

4. Conclusions

We have demonstrated a new method for the fabrication of
nanopores through controlling the balance between sputtering

and deposition during ion beam induced deposition (IBID).
Sub-10 nm pores have been fabricated in a fast, single step.
The pore diameter can be controlled by adjusting the standard
IBID parameters.

The smallest pore obtained is 5.5 nm in diameter. This
method has important advantages over the current nanopore
fabrication techniques. It is fast—a few seconds per pore—
and only one processing step is required. Arrays of hundreds
of pores can be made within reasonable time. Furthermore,
the IBID pore fabrication method offers substantial freedom in
the choices of membrane and deposit material and thickness.
Pores in the sub-10 nm range exhibit a wide variety of potential
applications, such as DNA sensors and point contacts. We
foresee that further optimization of the IBID method will bring
the important range below 2 nm within reach.
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