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ABSTRACT 
This report describes the concept of reliability of nondestructive in­

spection (NDI) and reviews the different aspects involved. 
First, the probability of detection (POD) of flaws in flawed specimens 

is discussed. To provide a measure of confidence in an estimated POD, lower 
botind values of this probability at a given confidence level are calculated 
with statistical methods. The inspection sample size in practice limits the 
applicability of statics. Therefore the available data points are grouped 
in intervals of flaw size; four interval methods are discussed in this re­
port. Also a different approach for the representation of NDI reliability, 
by making use of linear regression analysis, is described. 

Next, the more general quadrinomial distribution of the possible out­
comes of NDI, with successful and unsuccessful inspections of both flawed 
and unflawed specimens, is discussed. In analog with the POD for the flawed 
specimens, a probability of recognition (POR) is defined for the unflawed 
specimens. Both POD and POR must be included in a characterization of NDI 
reliability. Possible measures for this characterization are discussed. It 
is concluded that it is doubtful whether a single parameter will give an appro 
priate measure of NDI reliability; instead it is recommended to establish mi­
nimum values for both the POD and POR at a specified confidence level. 

Finally, some remarks are given about the application of reliability 
demonstration programs for the determination of flaw detection capabilities 
of various NDI-methods. 
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INTRODUCTION 

The concept of reliability of nondestructive inspection (NDI) is an 

often discussed subject and it has been defined in numerous ways. This 

report will give a review of the current knowledge of the different as­

pects involved and of the relevant literature. 

Generally, the reliability of a NDI technique is associated with 

the probability of detection (POD) of a flaw of a particular size as 

function of that size. The true POD for a particular flaw can, however, 

only be obtained by means of an infinite number of inspections; in prac­

tice a limited number of inspections will only yield an estimated POD. 

To provide a measure of confidence in the estimated POD, it is usual to 

calculate so-called confidence limits with statistical methods, result­

ing in lower-bound values of the POD. Reliability of NDI can therefore 

be better described in terms of POD and the degree of confidence in that 

POD. Section 2 of this report will discuss different aspects involved, 

such as the calculation of the confidence limits, the significance of 

the probability/confidence mix, and the number of inspections required 

for a certain reliability of inspection. Also a different approach for 

the representation of NDI reliability, by making use of linear regres­

sion analysis, will be described. 

In practice, however, also specimens without flaws are inspected, 

with the probability of obtaining a spurious indication of a non-exist­

ing flaw. The results of NDI can hence be described by means of a quadri­

nomial distribution, with successful and unsuccessful inspections of 

both flawed and unflawed specimens. In analogy with the POD for the flaw­

ed specimens a probability of recognition (POR) will be defined for the 

unflawed specimens. Both POD and POR are essential inspection character­

istics with their relative importance depending on considerations of 

safety and economics. Possible measures for the characterization of NDI 

reliability will be discussed in section 3 of this report, by making 

use of the fraction of detected flaws and the fraction of false calls 

in the quadrinomial distribution. 

To demonstrate the flaw detection capabilities of various NDI me­

thods, so-called "reliability demonstration programs" are conducted. In 

section 4 of this report some remarks will be given about such programs. 
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2 PROBABILITY OF DETECTION AND ITS CONFIDENCE 

2.1 Probability of detection curve 

The reliability of a nondestructive inspection (NDI) technique is 

generally associated with the probability of detection (POD) of a flaw of 

a particular size as function of that size. This can be illustrated with 

the aid of a POD curve, see figure 1. The curve is always dependent on 

the different inspection conditions, such as the applied NDI method and 

the specimen configuration. It will be clear that the POD is a function 

of flaw size. Below a certain threshold value of the flaw size the POD 

will be negligible. This threshold value is a measure of the sensitivity 

of the applied NDI method. For large flaw sizes the POD will approach 

100 percent. In the intermediate flaw range the POD curve will show an 

increasing, nonlinear, behaviour. 

In first instance, most attention was focused in the NDI world on 

the sensitivity of a NDI method, i.e. the smallest detectable flaw size. 

When the concept of reliability was introduced, however, it became clear 

that of far more importance is the largest flaw size that is missed some­

times by an inspection technique. 

Another concept frequently used in relation to NDI is the accuracy 

of an inspection technique. Accuracy can be defined as the degree of cor­

respondence between the flaw size emerging from an inspection and its 

actual size. Although an essential part of NDI, the concept of accuracy 

and the application of defect sizing techniques, will not be further dis­

cussed in this report. 

Further it is emphasized that in section 2 of this report only the 

detection of flaws in flawed specimens is considered. In section 3, the 

more general quadrinomial distribution, including the treatment of false 

calls, will be discussed. 

2.2 Confidence limits 

Each point of the POD curve in figure 1 is theoretically based on an 

infinite number of inspections. In practice, however, for a particular 

flaw size we will only have a limited number of inspections, yielding an 

estimated POD, the so-called point estimate p: 

p = n/N ; n = number of detections (1) 

N = number of inspections. 
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It is to be expected that the point estimate will differ from the true 

probability p: 

p = lim (n/N). (2) 
N-»oo 

The difference between p and p will become smaller for increasing number 

of inspections. The question now arises what degree of certainty or what 

confidence we can have in the estimated POD if we only have a limited 

number of inspections. Because of the statistical variation in p, confi­

dence limits can be calculated with statistical methods, resulting in a 

lower bound value of p, also called the lower confidence limit p . 

Starting point for the calculation of confidence limits is the as­

sumption that the number of detections for a flaw with particular size 

(a) has a binomial distribution. This is correct because there are only 

two possible outcomes for the inspection of that flaw: a yes-or-no de­

tection (hit or miss). Sometimes the Normal, Poisson or Chi-square dis­

tributions are used as approximations to the binomial distribution; 

their applicability will not be discussed in this report but can be 

found in any textbook on statistical methods. In reference 1 methods and 

formulae are given for the computation of lower bound values for the 

point estimate p at a given confidence level. 

Assume that p is the true (but yet unknown) probability of detec­

tion, as defined in (2). The true probability of a miss q then equals 

(1-p) because of the binomial character of the inspection result (p-l-q=l). 

The probability that there will be n detections in a total number of N 

inspections of a particular flaw size, assuming that the true POD is p, 

is given by the binomial or Bernoulli probability function: 

_,.̂  . ,N> n N-n .̂ , -N. N! ,.. 
P(X=n) = (̂ ).p .q ; with (̂ ) = ̂ ,(jj,„), (3) 

where the random variable X denotes the number of detections in N inspec­

tion; n = 0,1,....,N. The sum of all possible values of P in eq. 3 is 

equal to unity and can be written as: 

N 
I Ö-p̂ '.q̂ "'' = (p+q)^ =1. (4) 
x=0 ̂  
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The probability of detecting n o£ more flaws can be found by summing 

eq. 3 over all values of X for which X > n. Thus, 

P(X>n) = I (JJ).p''.q̂ '''. (5) 
x=n 

To provide a measure of confidence in the estimated POD, the point esti­

mate p = n/N, it is now usual to calculate a lower bound value of p, i.e. 

a lower confidence limit p , such that there is a high degree of confiden­

ce that the true probability of detection p is greater than or equal to 

p . For this purpose a confidence level G, or the fraction a = 1 - G, is 

introduced. The requirement of a high degree of confidence G such that 

p 2. P can also be described as the requirement that the chance of detec­

ting n or more flaws, considering a binomial distribution with probabili­

ty of detection p , is less than or equal to a = 1 - G (see Fig. 2): 

I (JJ).p^.(l-p^)^-^_< 1 - G. • (6) 
x=n 

Equation 6 can be interpreted as follows. With a single (k) binomial 

experiment (N, n, ) the corresponding point estimate p, and, with equation 

6, the lower confidence limit p„, can be calculated. If this binomial ex-

periment is repeated an infinite number of times, the true probability of 

detection p will then be the average of the individual point estimates p, . 

For all experiments the corresponding values of p , are calculated with 

equation 6, of these values 100 G % will have a value less than or equal 

to p. We can now say with 100 G % confidence that the p of any specific 

binomial experiment will be less than or equal to p. Said otherwise: 

with 100 G % confidence we can say that the true probability of detection 

p is greater than or equal to the lower confidence limit P., > as estima­

ted with equation 6 from a single binomial experiment. 

The choice of G is arbitrary and is determined by the desired level 

of confidence for the probability of detection p not to be situated out­

side the interval range of p to 1. It is not difficult to see that if 

larger values of G are chosen (closer to 1), that the corresponding 

values of p will become smaller. For example if no misses are allov 

out of 30 inspections, at the confidence levels of 90, 95, 99, 99.5 per­

cent the resulting ' 

83.8, respectively. 

values of p will become smaller. For example if no misses are allowed 

.n! 

cent the resulting lower confidence limits p are 92.6, 90.5, 85.8 and 
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The lower confidence limit p can alternatively be calculated, given 

n, N and G, by making use of the F distribution. Reference 2 (page 697 

ff) gives the following equation for p : 

I n -I- (N-n-l-l).Fg(f^,f2) 
(7) 

where F (f^,f„) is the appropriate percentile of the F distribution, 
G 1 z 

with the specified level of confidence G and the degrees of freedom f̂  

and f . 

f^ = 2(N-n+l) 

f2 = 2n. 

(8) 

In table 1 an example is given of the 95 percentile values for the F 

distribution (F_ „_, confidence level 95 %) with two degrees of freedom 

f̂  and f„. 

Probability/confidence mix ^ 

The flaw detection capability of a nondestructive inspection method 

is generally described in terms of a specified combination of the pro­

bability of detection and the degree of confidence in that probability, 

also called the probability/confidence mix. Often, a 90/95 mix is quoted 

for reliable inspection of flaws. For example, in the USAF Airplane 

Damage Tolerance Requirements (MIL-A-83444, Ref. 3) and in the USAF 

Damage Tolerant Design Handbook (Ref. 4, in fact written to provide 

specific background data and justification for the requirements of 

MIL-A-83444) a probability/confidence mix of 90/95 is required for the 

reliable inspection in slow crack growth structures of all flaws larger 

than a specified size. This means that for those flaws it has to be 

shown that there is a 95 % confidence that the true POD is 90 % or 

more. Said otherwise: there is only a 5 % probability that the true POD 

is less than 90 %. The 90/95 mix was specified in reference 4 for flaws 

in slow crack growth structures, i.e. "structures which are designed 

such that initial damage will grow at a stable, slow rate under service 

environment and not achieve a size large enough to cause rapid unstable 

propagation". For the category of fail-safe structures, i.e. "structures 

which are designed such that propagating damage is safely contained by 

failing a major load path or by other damage arrestment features", a 

probability/confidence mix of 90/50 was specified in reference 4. 



-8-

The choice of the specific probability/confidence value of 90/95 is 

rather arbitrary. The 90/95 mix is in agreement with the "B" Basis quoted 

in MIL-HDBK-5C, for the characterization of material properties with test 

data inherently containing scatter according to a normal distribution 

(see Ref. 5: "At least 90 % of the population of values is expected to 

equal or exceed the "B" Basis mechanical property allowable, with a con­

fidence op 95 % ) . Other bases quoted in reference 5 are the "A" Basis 

(analogous to the "B" Basis, but based on a 99/95 probability/confidence 

mix) and the "S" Basis where only a minimum value of the mechanical pro­

perty, without any statistical assurance, is mentioned. 

A fundamental base on which the specific value of 90/95 for the pro­

bability/confidence mix has been selected, is absent, however. On the 

contrary, it has been shown in several reliability investigations (e.g. 

Ref. 6) that the 90/95 mix is quite unrealistic for the in-service in­

spection of flaw sizes as specified in MIL-A-83444. With the NDI-techni-

ques in the present state-of-the-art, and especially when human factors 

are considered, it is yet not possible to meet the stringent require­

ments. 

With equation 6 it can be calculated how many detections n are re­

quired out of a total number N inspections of flawed specimens, to achieve 

a specific probability/confidence mix. For the 90/G mix with confidence 

level G is 50, 70, 90, 95 and 99, these values are given in table 2. 

It can be seen for example that for a 90/95 mix a minimum of 29 inspec­

tions have to be performed, without any misses. If one miss occurs, it 

should necessarily be one out of 46 inspections or more. 

It is finally emphasized that the preceding discussion and calcula­

tions strictly apply to the binomial distribution of the yes-or-no de­

tection of a present flaw. In section 3 the more general quadrinomial 

distribution will be discussed. 

2.4 Interval methods 

A considerable number of inspections is required to obtain a high 

degree of confidence in the estimated probability of detection for a 

particular flaw size. For example, it was shown in section 2.3 that when 

a 90/95 probability/confidence mix is required for reliable inspection, 

a minimum of 29 inspections without one miss has to be made. In practice, 

however, we will generally have a limited number of inspections for a 

particular flaw size, yielding low values of the lower confidence limit 
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p . For example 5 detections out of 5 inspections will only yield a 

p = 55 % at the required confidence level of 95 %. 

Therefore, the available data points are generally grouped in inter­

vals of flaw size to obtain a sufficient number of inspections in each 

interval, after which the lower confidence limit pg is calculated for 

all intervals. In reference 1 four methods are described for subdividing 

the available data points in intervals. These methods can be character­

ized as follows: 

a) Equal-flaw-size-interval method 

The total flaw-size range is divided in equal flaw-size intervals. 

b) Equal-sample-size method 

The total flaw-size range is divided in intervals containing the 

same number of data points. 

c) Overlapping-interval method 

The total flaw-size range is divided in overlapping intervals accor­

ding to either of the two methods described before. The amount of 

overlap can be varied, for example a 50 % overlap for the equal-

flaw-size-interval method or a 50 data points overlap for the equal-

sample-size method can be chosen. 

d) Optimized-probability method 

The total flaw-size range is now divided in intervals in a more com­

plicated way. The data points are arranged in order of decreasing 

flaw size and divided into m intervals with the largest flaws grouped 

in interval m. The first value of p for the reliability curve is ob­

tained by calculating the value of p for each of the following in­

tervals: m; [m-l-(m-l) ]; [m-t-(m-l) -1- (m-2) ]; ; [m-)-(m-l)+(m-2)-l-. . .-1-1 ]. 

The maximum value of p defined by this series of computations is 

plotted at the largest flaw size in interval m. Next, the data in 

interval m are deleted and the calculations of p^ are repeated for 

intervals (m-1); [(m-l)-l-(m-2) ]; ...; [(m-l)-l-(m-2)-l-. . .-1-1 ]. The max­

imum value of p in this series is plotted at the largest flaw size 

in interval (m-1). These computations are repeated for decreasing m, 

finally resulting in m values of p for the different intervals, and 

enabling the drawing of a reliability curve (Ref. 1). 
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in reference 7 these four different methods of presentation of re­

liability curves were discussed and compared. A similar study was per­

formed in reference 8, using the inspection data of an earlier NLR-

investigation (Ref. 9). It was concluded that the Optimized-Probability 

method is the most preferable interval method, i.e. it gives the best 

approximation of a monotonously increasing POD curve and it generally 

gives the highest numerical values for the lower confidence limit p . In 

second place of presentation of NDI reliability curves comes the Over­

lapping-Interval method. These conclusions can be illustrated with figu­

res 3 and 4 where the four interval methods are compared for two differ­

ent inspection configurations (taken from Ref. 8). 

The four interval methods described have some deficiences which are 

discussed in reference 10. The major deficiency is the fact that the 

confidence limits are greatly influenced by the specific interval method 

chosen. Further, in case of the overlapping of intervals, the inspection 

results for a particular flaw are used for more than one interval for 

the calculation of confidence limits. The correlation between intervals 

that share data, and also the influence of this correlation on the p 

values in the reliability curve is unknown, however. Therefore, in refer­

ence 10 a different approach for the representation of NDI reliability 

is proposed, which will be discussed in section 2.5. 

2.5 Regression analysis 

In reference 10 a different approach (other than the binomial ap­

proach) for the representation of NDI reliability is proposed. The data 

set of the "Have-Cracks-Will-Travel Program" (Ref. 6), carried out for 

the U.S. Air Force Logistics Command by the Lockheed-Georgia company, 

was used to compare different functional forms of the POD curve. 

In reference 6 the problem was noticed that even for equivalent in­

spection conditions (applied NDI method, specimen configuration, etc.), 

different cracks of approximately equal size did have significantly dif­

ferent POD'S. Therefore, in reference 10 a distribution of detection pro­

babilities was assumed at each crack size. The scatter in this distribu­

tion can be ascribed to differences in detectability due to operators, 

environments, and crack orientation, geometry or location. Reference 10 

further introduced a density function f (p) of the detection probabili-

ties p for the population of specimens which have a crack length a (see 

Fig. 5). It was shown that the POD for a particular crack length can be 
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seen as the mean of the detection probabilities of the individual cracks 

with the same crack length a: 

1 
POD = ƒ p.f (p)dp. (9) 

0 ^ 

This means that the POD(a) curve can be estimated with standard regres­

sion analysis techniques when individual estimates of the detection pro­

babilities are available. 

Next, a functional form of the POD(a) curve was searched for. Referen­

ce 10 used the "Have-Cracks" data of reference 6 to compare seven func­

tional forms of the POD(a) curve. Beside the one used in reference 6, six 

other functional forms were tested by means of linear regression analysis. 

The different models were compared on the basis of three criteria, namely: 

(1) goodness of fit, i.e. the sum of the individual deviations squared 

for the different data points is a minimum (deviation is the differ­

ence between the real probability and the value as determined from 

the assumed curve). The curve having this property is also called a 

least-squares curve; 

(2) normality of deviations from fit (with the Shapiro-Wilks W test, 

Ref. 17); 

(3) equality of variance of deviations from fit for all crack lengths 

(with the Bartlett's test, Ref. 17). 

It was concluded in reference 10 that the log odds-log scale model among 

the seven investigated models provided the best fit to the POD(a) func­

tion for the "Have-Cracks" data. 

The log odds-log scale model makes use of the following regression 

equation of y on x: 

y = A -I- Bx where x, y = variable 

(10) 

A, B = regression constants 

and applies the transformations: 
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y = ln{p/(l-p)} ; p = probability of detection 

(11) 

x = ln(a) a = crack length. 

These transformations result in the following equation for the probabili­

ty of detection: 

r, - Dnnz-o^ - exp(A-l-B.lna) , , 
p = POD(a) = - j — ; — ^ /A ,n -t T' (12) *̂  1-1- exp(A-l-B.lna) 

The constants A and B can be calculated with a standard linear regression 

analysis using the available data of (a,p). A description of this analy­

sis can be found in any textbook on statistical theory; e.g. in reference 

2, chapter 18 or reference 4, chapter 9.6.3. 

With the equations: 

y = A -)- B.x 

Zy = N.A -I- B.Ix (13) 
2 

Zxy = A.Ix -I- B.Ix 

we can solve for A and B: 

. _ (Zy) . ( Ix^ ) - ( I x ) . ( I x y ) 
2 2 

Nix - (Ix) 
(14) 

_ _ N.lxy - (Zx) . ( Iy ) 
2 2 * 

N.Ix - (Ix) 

Lower confidence limits on the POD(a) function can also be calculated. 

Since the log-odds transformation of eq. 11 is monotonie, the inverse 

transformation of the confidence limit on a mean y(a) will yield the con­

fidence limit on p(a). 

Further, the principle of maximum likelihood is used in reference 

10, to calculate the maximum likelihood estimates A and B of the parame­

ters A and B in equation (10). Most important is that grouping of data 

is not required but that instead the observed outcomes of the yes-or-no 

detection of a particular flaw are being used. This approach is especial­

ly valuable for experiments in which each flaw is inspected only once. 

The estimates A and B can be calculated with the following equations (pro­

cedure adopted from Ref. 11): 
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^ ^ exp(A-l-B.ln(a )) 
O = I Z. - I 

i=l ^ i=l 1 -I- exp(A-l-B.ln(a.)) 

(15) 

^ ^ ln(a.).exp(A-l-B.ln(a.)) 
0 = 1 Z.ln(a.) - I ,^^ ^^-

i=l ^ ^ i=l 1 -(- exp(A-l-B.ln(a.)) 

where Z. = 1 if the flaw is detected and Z. = O if it is not. The maximum 
1 1 

likelihood estimate of POD(a) is then obtained by substitution of the 

estimates A and B in eq. 12. In reference 10 further formulae are given 

for the calculation of lower confidence limits on POD(a). An example of 

the use of maximum likelihood estimates is given in figure 6, where the 

plotting of the lower 95 % confidence limit from the maximum likelihood 

analysis is compared with the optimized probability method (section 2.4), 

using the inspection results of 361 cracks. 

It can be concluded that the different model approach in reference 

10 for the representation of NDI reliability is most promising. The log 

odds-log scale model, by making use of linear regression analysis, has 

shown to be a more adequate representation of the POD function (closer to 

the true POD, and less scatter in the distribution of the estimates) than 

the binomial approach. NDI experiments in which each flaw is inspected 

only once can be treated with maximum likelihood analysis. For both the 

linear regression analysis and the maximum likelihood analysis, lower con­

fidence limits on the POD function can be calculated. 

3 QUADRINOMIAL DISTRIBUTION 

3.1 Treatment of false calls 

In the preceding chapter the attention was focused on the probabili­

ty of detection (POD) of flaws in flawed specimens. The inspection could 

therefore be described by means of a binomial distribution. In practice, 

however, also specimens without flaws are inspected. These specimens give 

rise to a second distribution, namely the yes-or-no detection of a flaw 

in unflawed specimens. Therefore, the result of a nondestructive inspec­

tion is more correctly described by means of a quadrinomial distribution 

(Fig. 7). The fraction of actually flawed specimens can be divided into a 
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fraction of detected flaws (correct rejection) and a fraction of missed 

flaws (false acceptance). The fraction of unflawed specimens can, in 

turn, be divided into a fraction of specimens recognized as unflawed 

(correct acceptance) and a fraction of rejected but actually unflawed 

specimens (false rejection). In analogy with the probability of detection 

(POD) for the flawed specimens we can now define a probability of 

recognition (POR) for the unflawed specimens. 

Both POD and POR are essential inspection characteristics. Their 

relative importance depends upon the criteria placed upon the inspection 

performance. From a safety point of view POD is the essential character­

istic, while POR is more important from an economics point of view. It 

seems reasonable to include both POD and POR, each with specified weight­

ing factors, in a characterization of the inspection performance. In the 

next section different methods will be discussed to obtain a general 

measure for the characterization of the reliability of a NDI technique. 

Measure of reliability 

The four possible outcomes of an inspection (quadrinomial distri­

bution) can be arranged in a fourfold matrix. In reference 12 the compo­

sition of such a fourfold (2x2) contingency table is described, given an 

inspection configuration of n specimens of which c. are flawed (see Fig. 

7). The n specimens are divided into a set F of c. actually flawed speci-

mens and the complimentary set F of c„ actually unflawed specimens. Upon 

inspection the specimens of set F will yield a fraction a^^ of correct 

rejection and a fraction a„. of false acceptance (c =a^ ̂ -l-a^). The speci-

mens of set F will yield a fraction a^„ of false rejection and a fraction 

a„„ of correct acceptance (c =a. „-l-a„„). Next to the sets F and F the in­

spection will result in a set M of r̂  specimens suspected of being flawed 

and the complimentary set M of r. specimens marked as unflawed. M con-
ex.* 

sists of the fractions a . and a^„ with r̂  ~ î i "*" ̂lo» ^ consists of the 

fractions a and a„„ with r = a„^ -I- a„„. Evidently the total number of 

specimens n is equal to (r -l-r ) or (ĉ -l-c ). The foregoing is illustrated 

in detail in figure 7. 

Independence of effects can be tested by means of standard chi-square 

calculation. The test statistic is: 
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where A is the determinant of the fourfold matrix. 
2 
X can be written in an alternative way as follows: 

2 ^ A A ^ /fli _ f2].\ /fll fl2\ 

^ ~ ""' ̂ 1̂ 2 ' ̂ 1̂̂ 2 ' ""Vl " '2 / • V'l ' '2 / 

This test statistic is a general measure for the ability of an inspector 

to distinguish flaws better than from random marking: high inspection 

performance will result in a high value of the test statistic. Although 

the chi-square test is acceptable for inspector ranking purposes it is 

pointed out in reference 12 that the mean square contingency <p = VX /n is 
2 

a more appropriate measure; mainly because of the influence on x of the 

size n of the data base. 

For a more general measure of the inspection performance - or relia­

bility of inspection - tp still has some drawbacks, for example the dif­

ficulty of how to interpret cp in probablistic terms. In reference 12 

several alternatives were discussed; it was concluded that the Somers's 

d coefficient (Ref. 13), defined as 

^11^22 ~ ̂ 12^21 
d = ^ ^̂ -̂̂ ^ (17) 

"l'̂ 2 

is probably a more suitable measure, 

Somers's d, rewritten as: 

^11 ^12 d = -LL - -L± (18) 
c c 
1 2 

can be interpreted as the difference in conditional probabilities of a 

detected flaw versus a false call. 

We are still seeking for a more general measure for the characteri­

zation of NDI reliability. We therefore rewrite Somers's d as follows: 

1̂1 ^2? 
d' = d -I- 1 = —!^ -I- - ^ = POD -I- POR (19) 

c c 
1 2 . 

which is nothing else but the sum of the conditional probabilities of 

correct rejection and correct acceptance. 
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In section 2.2 the statistical variation in the estimated POD (point 

estimate p) was discussed, which resulted in the calculation of lower 

bound values of the POD at a specified confidence level G. In analogy 

with this we can calculate a lower bound value of the POR at the same (or 

another) confidence level G. We now define an adjusted Somers's d" as 

follows: 

d" = POB^ + PORj^ (20) 

where the subscript ü denotes the lower bound value of the POD and POR, 

respectively. 

The contribution of POD and POR to d" need not necessarily be 

equal, depending on which value is set on these factors by considerations 

of safety and economics. A more general measure thus is 

d" = a.POD^ -I- (l-a).PORj^ (21) 

with a a specified weighting factor. 

The construction of d" as a general measure for the characterization 

of NDI reliability has one major drawback, namely the fact that different 

combinations of POD„ and POR„ can give the same value of d". It is there-

fore doubtful whether a single parameter will give an appropriate measure 

of NDI reliability. We suggest instead to keep separate the different con­

ditional probabilities, and to specify a minimum value for both the POD 

and POR at a specified confidence level G. We finally associate reliabili­

ty of NDI with the ability of an inspector to perform a nondestructive in­

spection, under specified inspection conditions and procedures, with a 

certain probability of detection (POD) for flaws of a particular size and 

with a certain probability of recognition (POR) for the unflawed parts, 

both at a specified confidence level G. 

3.3 Relative operating characteristic 

In reference 14 a model was presented to provide a measure of the 

inherent accuracy with which a technician, technique, or total system can 

discriminate flawed from unflawed materials. It was concluded that one 

separate index, derived from modern theory of signal detection, is able 

to determine the balance between the proportions of true and false detec­

tions observed at a given time. 
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Basis of the approach in reference 14 is the plotting of the proba­

bility of true finds (a /c ) against the probability of false calls 

(a^„/c_), yielding the so-called "relative operating characteristic" or 

ROC. In figures 8 and 9 examples of this procedure are given for two 

inspection cases; the inspections were performed by about 100 USAF tech­

nicians of different proficiency. Clearly, a definite relationship be­

tween the percentages of true finds and false calls can be observed at 

each degree of inspector proficiency: a higher percentage of true finds 

can be reached at the cost of an increase in the number of false calls. 

This shift is merely the result of the use of a different decision cri­

terion at a same proficiency level. 

To provide an accuracy index of the technician proficiency, several 

possibilities to index the location of a ROC were discussed in reference 

14. It was concluded that the most appropriate measure is the proportion 

of area in the unit square that is located beneath the ROC. As index of 

the decision criterion, determining a particular point on the ROC; the 

slope of the line tangent to the ROC curve at that point, was recommended. 

Also other models and indices of accuracy were discussed in referen­

ce 14, among which the mean-square contingency ip and Somers's d. Mainly 

because of the discrepancy between the ROC curves derived theoretically 

from these models and ROC curves from typical data (linear instead of 

curved lines), the other models were regarded as incorrect. 

In our opinion, however, it will be extremely difficult in NDI prac­

tice to produce sufficient points of a ROC for a reliable calculation of 

the accuracy index (defined here as the proportion of area beneath the 

linear ROC that is fitted to the data points). This namely implies that, 

either one must have the availability of inspections from inspectors who 

handled very different inspection criteria, or that an inspector deliber­

ately has to judge the inspection result against different decision cri­

teria. Especially with NDI where still many inspections are performed in 

qualitative way (judgement of penetrant or magnetic particle indications, 

radiograph, eddy-current CRT screen, etc.) this will not be an easy task; 

in other words, it will be difficult to "reliably" determine the accu­

racy index of NDI, as defined in reference 14. 
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4 RELIABILITY DEMONSTRATION PROGRAM 

. To determine the reliability of NDI techniques, often a so-called 

"reliability demonstration program" is conducted. This generally means 

the inspection of a large number of identical specimens after which data 

verification takes place by means of a fractographic analysis. The most 

extensive program performed until now is known as the "Have Cracks-Will 

Travel" program by the Lockheed-Georgia Company for the U.S. Air Force 

Logistics Command (Ref. 6). In this program approximately 300 Air Force 

technicians performed ultrasonic, eddy-current, penetrant, and radiogra­

phic inspections on actual aircraft structural samples containing fati­

gue damage. A total of about 22.000 inspections were made on 174 cracks. 

It was concluded from this program that the reliability of most non­

destructive inspection methods is less than had been assumed; the often 

quoted 90/95 probability/confidence mix could almost never be attained 

for flaw sizes as defined in MIL-A-83444. Also it was concluded that large 

differences in the inspection results occur, and that these differences 

are primarily caused by human factors. A drawback of this program, how­

ever, is that the treatment of false calls was not included. 

To provide a common baseline for demonstrating flaw detection capa­

bilities of NDI methods, the American Society for Nondestructive Testing 

(ASNT) prepared a guideline for the preparation of specific reliability 

demonstration programs (Ref. 15). This guideline includes e.g. the person­

nel and environment variables, specimen preparation, parameters of the 

different NDI methods, and statistical treatment of the inspection re­

sults. 

Although the document in reference 15 specifies that a sufficient 

number of unflawed specimens should be randomly mixed with the flawed 

specimens to provide a quadrinomial distribution of the inspection re­

sults, only attention is focused on the probability of detection of the 

flaws in the flawed specimens while ignoring the treatment of false calls. 

Reliability is also defined in the document as "the probability of detec­

ting a crack in a given size group under the inspection conditions and 

procedures specified in the inspection procedure document". In our opi­

nion, however, the treatment of false calls may not be ignored in a re­

liability demonstration program. As explained in sections 3.1 and 3.2 

where in analogy with the probability of detection (POD) a probability 

of recognition (POR) was defined, both POD and POR are essential inspect-
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ion characteristics and should be included in a general assessment of the 

reliability of an inspection technique. 

If the treatment of false calls is included in a demonstration pro­

gram there still is the drawback of the different inspection conditions 

for the inspectors. These conditions will not entirely resemble the phy­

sical and mental conditions under which the inspectors perform in their 

every day field environment. This could have a considerable influence on 

the results of the demonstration program. For example if only highly mo­

tivated inspectors are included in the program, this could result in a 

reliably detectable flaw size which is unlikely small. 

In summary, it can be said that the human factor is still the main 

drawback in the execution of a reliability demonstration program. There 

is no denying that the inspection results will show a large degree of 

scatter, which limits for example the demonstration of a certain flaw 

detection capability. The only way to tackle this problem of non-repro-

ducibility is to collect a large amount of inspection results by as many 

inspectors as possible, using different inspection e.g. specimen con­

figurations, and to analyse the inspection results with the methods 

discussed in section 2.5 e.g. with regression analysis. The results 

should finally be expressed in terms of the probability of detection for 

flaws of a particular size as well as the probability of recognition for 

the unflawed parts, both at a specified confidence level. 

5 CONCLUSIONS 

1. The Optimized-Probability method is the most preferable interval 

method for subdividing available data points in intervals, i.e. it 

gives the best approximation of a monotonously increasing POD curve 

and it generally gives the highest numerical values for the lower 

confidence limit Pj,. 

2. The choice of the specific probability/confidence mix of 90/95 for 

reliable inspection is rather arbitrary and not based on current 

detection capabilities of most nondestructive inspection methods. 
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3. The log odds-log scale model, by making use of linear regression 

analysis, has shown to be a more adequate representation of the 

probability of detection function than the binomial approach. 

4. The concept of reliability should be discussed in terms of the 

quadrinomial distribution of the possible outcomes of NDI: not only 

the probability of detection (POD) of flaws in flawed specimens, 

but also the probability of recognition (POR) for the unflawed spe­

cimens is an essential inspection characteristic. 

5. It is doubtful whether a single parameter will give an appropriate 

measure of NDI reliability; instead it is recommended to establish 

minimum values for both the POD and POR at a specified confidence 

level. 

6. A reliability demonstration program should not only consider the 

POD of flaws in flawed specimens, but also the treatment of false 

calls; also then it will be extremely difficult, because of differ­

ent human factors, to establish results which are generally accep­

table in practice. 
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TABLE 1 
9 5 t h P e r c e n t i l e V a l u e s ( 0 . 0 5 L e v e l s ) , F 

9 5 ' f o r t h e F D i s t r i b u t i o n 

V, degrees of freedom in numerator 

Vj degrees of freedom in denominator 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

40 

60 

120 
ec 

, 1 

161 

18.5 

10.1 

7.71 

6.61 

5.99 

5.59 

5.32 

5.12 

2 

200 

19.0 

9.55 

6.94 

5.79 

5.14 

4.74 

4.46 

4.26 

4.96 '4.10 

4.84 13.98 

4.75 

4.67 

4.60 

4.54 

4.49 

4.45 

4.41 

4.38 

4.35 

4.32 

4.30 

4.28 

4.26 

4.24 

4.23 

4.21 

4.20 

4.18 

4.17 

4.08 

4.00 

3.92 

3.84 

3.89 

3.81 

3.74 

3.68 

3.63 

3.59 

3.55 

3.52 

3.49 

3.47 

3.44 

3.42 

3.40 

3.39 

3.37 

3.35 

3.34 

3.33 

3.32 

3.23 

3.15 

3.07 

3.00 

3 

216 

19.2 

9.28 

6.59 

5.41 

4.76 

4.35 

4.07 

3.86 

3.71 

3.59 

3.49 

3.41 

3.34 

3.29 

3.24 

3.20 

3.16 

3.13 

3.10 

3.07 

3.05 

3.03 

3.0 

2.99 

2.98 

2.96 

2.95 

2.93 

2.92 

2.84 

2.76 

2.68 

2.60 

4 

225 

19.2 

9.12 

6.39 

5.19 

4.53 

4.12 

3.84 

3.63 

3.48 

3.36 

3.26 

3.18 

3.11 

3.06 

3.01 

2.96 

2.93 

2.90 

2.87 

2.84 

2.82 

2.80 

2.78 

2.76 

2.74 

2.73 

2.71 

2.70 

2.69 

2.61 

2.53 

2.45 

2.3'-

5 

230 

19.3 

9.01 

6.26 

5.05 

4.39 

3.97 

3.69 

3.48 

3.33 

3.20 

3.11 

3.03 

2.96 

2.90 

2.85 

2.81 

2.77 

2.74 

2.71 

2.68 

2.66 

2.64 

2.62 

2 60 

2.59 

2.57 

2.56 

2.55 

2.53 

1 6 
234 

19.3 

8.94 

6.16 

4.95 

4.28 

3.87 

3.58 

3.37 

3.22 

3.09 

3.00 

2.92 

2.85 

2.79 

2.74 

2.70 

2.66 

2.63 

2.60 

2.5" 

2.55 

2.53 

2.51 

2.49 

2.4" 

2.46 

2.45 

2.43 

2.42 

2.45 j 2.34 

2.37 1 2.2f. 

2.2P 

2.2 

2.18 

2.10 

7 

237 

19.4 

8.89 

6.09 

4.88 

4.21 

3.79 

3.50 

3.29 

3.14 

3.01 

2.91 

2.83 

2,76 

2.7 

2.66 

2.6 

2.58 

2.54 

2.51 

2.49 

2.46 

2.44 

2.42 

2.40 

2.39 

2.37 

2.36 

2.35 

2.33 

2.25 

2 . 1 " 

2.09 

2.01 

8 

239 

19.4 

8.85 

6.04 

4.82 

4.15 

3.73 

3.44 

3.23 

3.07 

2.95 

2.85 

2.77 

2.70 

2.64 

2.59 

2.55 

2.51 

2.48 

2.45 

2.42 

2.40 

2.3" 

2.36 

2.34 

2.32 

2.31 

2.29 

2,28 

2.27 

2.18 

2.10 

2 0 2 

1.94 

9 10 

241 242 

19.4 19.4 

8.81 18.79 

6.00 

4.77 

4.10 

3.68 

3.39 

3.18 

3.02 

2.90 

2.80 

2.71 

2.65 

2.59 

2.54 

2.49 

2.46 

2.42 

2.39 

2.37 

2.34 

2.32 

2.30 

2.28 

2.27 

2.25 

2.24 

2.22 

2.21 

2.12 

2.04 

1.96 

1.88 

5.96 

4.74 

4,06 

3.64 

3.35 

3.14 

2.98 

2,85 

2.75 

2.67 

2.60 

2.54 

2.49 

2.45 

2.41 

2.38 

2.35 

2.32 

2.30 

2.2" 

2.25 

2.24 

2.22 

2.20 

2.19 

2.18 

2.16 

2.08 

1.99 

1.91 

IZ 

244 

19.4 

8.74 

5.91 

4.68 

4.00 

3.57 

3.28 

3.07 

2.91 

2,79 

2.69 

2.60 

2.53 

2,48 

2,42 

2.38 

2.34 

2.31 

2.28 

2.25 

2.23 

2.20 

2,18 

2.16 

2.15 

2.13 

2.12 

2.10 

2.09 

2.00 

1.92 

1.83 

1.83 1.75 

15 

246 

19.4 

8.70 

5.86 

4.62 

3.94 

3.51 

3.22 

3.01 

2.85 

2.72 

2.62 

2.53 

2.46 

2.40 

2.35 

2.31 

2.27 

2.23 

2.20 

2.18 

2.15 

2.13 

2.11 

2.09 

2.07 

2.06 

2.04 

2.03 

2.01 

1.92 

1.84 

1.75 

1.67 

20 

248 

19.4 

8.66 

5.80 

4.56 

3.87 

3.44 

3.15 

2.94 

2.77 

2.65 

2.54 

2.46 

2.39 

2.33 

2.28 

2.23 

2.19 

2.16 

2.12 

2.10 

2.07 

2.05 

2.03 

2.01 

1.99 

1.97 

1.96 

1.94 

1.93 

1.84 

1.75 

1.66 

1.57 

24 

249 

19.5 

8.64 

5.77 

4.53 

3.84 

3.41 

3.12 

2.90 

2.74 

2.61 

2.51 

2.42 

2.35 

2.29 

2.24 

2.19 

2.15 

2.11 

2.08 

2.05 

2.03 

2.01 

1.98 

1.96 

1.95 

1.93 

1.91 

1.90 

1.89 

1.79 

1.70 

1.61 

1.52 

30 

250 

19.5 

8.62 

5.75 

4.50 

3.81 

3.38 

3.08 

2.86 

2.70 

2.57 

2.47 

2.38 

2.31 

2.25 

2.19 

2,15 

2.11 

2.07 

2.04 

2.01 

1.98 

1.96 

1.94 

1.92 

1.90 

1.88 

1.87 

1.85 

1.84 

1.74 

1.65 

1.55 

1.46 

40 

251 

19.5 

8.59 

5.72 

4.46 

3.77 

3.34 

3.04 

2.83 

2,66 

2,53 

2,43 

2,34 

2.27 

2.20 

2.15 

2.10 

2.06 

2.03 

1.99 

1.96 

1.94 

1.91 

1.89 

1.87 

1.85 

1.84 

1.82 

1.81 

1.79 

1.69 

1.59 

1.50 

1.39 

60 

252 

19.5 

8.57 

5.69 

4.43 

3.74 

3.30 

3.01 

2.79 

2.62 

2.49 

2.38 

2.30 

2.22 

2.16 

2.11 

2.06 

2.02 

1.98 

1.95 

1.92 

1.89 

1.86 

1.84 

1.82 

1.80 

1.79 

1.77 

1.75 

1.74 

1.64 

1.53 

1.43 

1.32 

120 

253 

19.5 

8.55 

5.66 

4.40 

3.70 

3.27 

2.97 

2.75 

2.58 

2.45 

2.34 

2.25 

2.18 

2,11 

2,06 

2.01 

1.97 

1.93 

1.90 

1.87 

1.84 

1.81 

1.79 

1.77 

1.75 

1,73 

1.71 

1.70 

1.68 

1.58 

1.47 

1.35 

1.22 

sc 1 

254 

19.5 

8.53 

5.63 

4.37 

3.67 

3.23 

2.93 

2.71 

2.54 

2.40 

2.30 

2.21 

2.13 

2.07 

2.01 

1.96 

1.92 

1.88 

1.84 

1.81 

1.78 

1.76 

1.73 

1.71 

1.69 

1.67 

1.65 

1.64 

1.62 

1.51 

1.39 

1.25 

1.00 

(Tab le 5 from r e f e r e n c e 16 , page 178) 
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TABLE 2 

Number of inspections and permitted failures to 

demonstrate a probability of detection of 90 % or more 

at indicated confidence level 

NUMBER 
OF 

FAILURES 

0 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

50 

7 

17 

27 

37 

47 

57 

67 

77 

87 

97 

107 

PROBABILITY OF DETECTION 90 % 
CONFIDENCE LEVEL [%] 

70 90 95 

12 22 29 

24 38 46 

36 52 61 

47 65 76 

58 78 89 

70 91 103 

81 104 116 

91 116 129 

102 128 142 

113 lAO 154 

124 152 167 

99 

51 

72 

90 

106 

122 

137 

152 

167 

181 

195 

209 

I 
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0 FLAW SIZE (mm) 

Fig. I Probability of detection (POD) curve 

100 

POD ( %) -

FLAW SIZE (mm) 

Fig. 2 Determination of a lower bound value of the POD 
at a specified confidence level G 
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Reliability curves, charts of lower confidence limits, p , of fatigue cracks of various 
sizes in specimens of reference 9. Horizontal bars denote the applicable flaw size interval, 
To produce conservative graphs the calculated data were considered to be applicable to the 
largest size in each interval; therefore the right hand sides of the horizontal lines were 
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Fig. 6 Comparison of Confidence Bounds Obtained with the 
Maximum Likelihood Method and the Optimized 
Probability Method (Fig. 9 from reference 10) 
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Fig. 8 Percentage of true finds versus number of false 
calls for selected groups of NDT technicians ranked 
according to proficiency. Data from an eddy current 
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