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Propositions

accompanying the dissertation

INCORPORATING CROWD PERSPECTIVES INTO
MULTIMEDIA RETRIEVAL SYSTEMS

by

Raynor VLIEGENDHART

1. The inability of fully automatic multimedia content analysis and indexing ap-
proaches to keep pace with user needs necessitates the incorporation of crowd
perspectives into multimedia retrieval systems. (this thesis)

2. Non-linear video access requires more than just topical and affective relevance
dimensions. (this thesis)

3. Whether people find a moment in a video to be noteworthy cannot be determined
using the video itself. (this thesis)

4. The correct way of collecting realistic video viewing behavior in a crowdsourcing
setting is to have the viewer population dictate the video dataset rather than the
other way around. (this thesis)

5. The conventional language of mathematics is unfit for clearly and succinctly con-
veying a message in Computer Science papers.

6. Ecological validity is unsustainable in a purely academic setting.

7. Imposing a page limit on an article’s length is detrimental to innovative research.

8. Productivity would skyrocket if all the advances in artificial intelligence would be
applied to daily basic tools (such as search and replace in editors), which have
been braindead for decades.

9. Campaigns aiming to get more women in STEM fields should not target girls, but
their parents instead.

10. Every office should have a shower and every shower should have a whiteboard.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotors prof. dr. A. Hanjalic and prof. dr. M. A. Larson.
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SUMMARY

The twenty-first century has brought plentiful computational power and bandwidth to
the masses and has opened up access to multimedia recording devices for everyone.
With these developments, a shift in the landscape of multimedia took place: from tra-
ditional one-to-many programming (the paradigm of traditional television) to many-to-
many creation of diverse content. Nowadays, everyone can become a content creator
and connect with new audiences, which has resulted in an explosion of diverse and avail-
able multimedia content. In tandem with this change, user needs have evolved as well.
Yet, existing multimedia retrieval systems have been struggling to keep up with what
users are looking for.

In this thesis, we argue that a multi-perspective approach is desired in order to cater
to a diverse range of user needs. In order to know which perspectives should be taken,
we turn to the crowd as a source of information on which perspectives would be actually
helpful for serving users of multimedia retrieval systems. The central question underly-
ing the research presented in this thesis is: How can we incorporate these perspectives
of the crowd into multimedia retrieval systems?

The first major part of the thesis consists of the development of methodologies for ef-
fectively addressing the crowd in crowdsourcing studies. It first introduces the concept
of framing. Framing allows people to picture a particular scenario that helps them to un-
derstand the task at hand and thus would result in high quality answers. Following the
framing methodology, the focus shifts to the refinement of elicitation techniques in order
to effectively model the common understanding on a particular topic. The methodolo-
gies presented in this first part are shown to be useful in informing the design of new
features for a multimedia retrieval system.

The second major part of the thesis builds upon the methodologies developed in the
first part and uses them to push the research on non-linear video access, i.e., supporting
users in consuming relevant parts of a video, further in two ways. First, in a carefully de-
signed crowdsourcing experiment, user comments referring to specifically mentioned
time-points in a video are analyzed to build a crowd-informed typology that captures
new dimensions of relevance at the time-code level. The usefulness of this typology
is tested through a crowdsourced user study on a simulated search scenario. Second,
a methodology is developed for obtaining realistic viewing behaviors through crowd-
sourcing experiments, which can be used in designing and testing new non-linear video
access methods. This methodology stresses the importance of not only properly fram-
ing the crowdsourcing task, but also that the crowd and multimedia domain are jointly
chosen in order to observe behavior that resembles behavior that participants would
normally exhibit outside of the experiment. The methodology is used to demonstrate
its ability to capture implicit viewing behavior that can be used to support users in non-
linearly accessing videos.

xi



xii SUMMARY

The final contributions of the thesis consist of practical pointers for future work and
a set of open research questions pertaining crowdsourcing tasks with an interpretive na-
ture. The practical pointers for future work are fueled by experience gained through the
various crowdsourcing campaigns that have been carried out throughout the thesis. Ad-
dressing these pointers will help in making crowdsourcing research more effective and
reduce the effort needed in carrying out experiments. The set of open research questions
are formulated by positioning this thesis in relation to prior related work. These ques-
tions serve as a starting point for future research on interpretive crowdsourcing tasks
and pursuing them could aid the development of retrieval systems with multiple per-
spectives on multimedia.



SAMENVATTING

De integratie van perspectieven van de grote menigte in multimediazoeksystemen

De eenentwintigste eeuw heeft de massa een overvloed aan rekenkracht en bandbreedte
gebracht en zorgde ervoor, dat apparatuur om multimediaopnamen te maken voor ie-
dereen beschikbaar werd. Met deze ontwikkelingen vond er een verschuiving plaats in
het multimedialandschap: van een situatie waarin voornamelijk door een enkeling de
programmering voor velen werd bepaald (het paradigma van klassieke televisie) naar
één waarin diverse multimediainhoud door velen voor velen gecreëerd wordt. Nu is het
voor eenieder mogelijk om contentmaker te worden en in contact te komen met nieuwe
publieken, met als gevolg een explosie van veel en divers beschikbaar multimediamate-
riaal. Gelijk met deze verandering evolueerden de behoeften van gebruikers eveneens.
Echter, multimediazoekmachines konden deze veranderingen niet bijbenen en worste-
len nog steeds om aan de vraag van gebruikers te voldoen.

In dit proefschrift wordt er beargumenteerd, dat een aanpak vanuit meerdere per-
spectieven wenselijk is om aan een divers bereik van gebruikersbehoeften te kunnen
voldoen. Om erachter te komen welke perspectieven er genomen moeten worden, keren
we ons tot de crowd, de grote menigte, en beschouwen wij deze als een informatiebron
die inzicht geeft welke perspectieven daadwerkelijk van dienst kunnen zijn bij het die-
nen van gebruikers van multimediazoekmachines. De centrale vraag die ten grondslag
ligt aan al het onderzoek in dit proefschrift, luidt dan ook als volgt: Hoe kunnen we deze
perspectieven van de grote menigte integreren in multimediazoeksystemen?

Het eerste hoofddeel van dit proefschrift beschrijft de ontwikkeling van methodie-
ken om een menigte in crowdsourcingstudies—waarbij crowdsourcing een samentrek-
king is van crowd en outsourcing—effectief te adresseren. In dit deel wordt eerst het
framingconcept geïntroduceerd. Het opstellen van een kader (het frame) helpt mensen
om zich een bepaald scenario in te beelden, dat ze op weg helpt om de taak die voor hen
ligt beter te begrijpen, met als beoogde resultaat dat de antwoorden die zij zullen ge-
ven van hoge kwaliteit zullen zijn. Na de introductie van het framingconcept verschuift
de aandacht naar het verfijnen van bevragingstechnieken, die op een slimme manier
geschikte antwoorden onttrekken, om een gemeenschappelijk begrip over een bepaald
onderwerp effectief te kunnen modeleren. Het nut van deze methodieken uit het eerste
hoofddeel van dit proefschrift wordt bewezen door hun praktische inzet bij het ontwerp-
proces van nieuwe functionaliteit voor een bestaand multimediazoeksysteem.

Het tweede hoofddeel van dit proefschrift bouwt voort op de methodieken uit het
eerste deel en gebruikt ze voor het bevorderen van onderzoek op het gebied van niet-
lineaire toegang tot video’s, d.w.z. gebruikers helpen om enkel de relevante delen van
een video te laten bekijken, op twee manieren. Ten eerste zijn gebruikersreacties die
een expliciet geschreven verwijzing naar een tijdstip in een video bevatten, geanalyseerd
met behulp van een zorgvuldig ontworpen crowdsourcingexperiment om tot een door
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de menigte geïnformeerde typologie te komen die nieuwe relevantiedimensies op tijd-
niveau vastlegt. Het nut van deze typologie is getest voor een gesimuleerd zoekscenario
door middel van een crowdsourcingstudie. Ten tweede is er een methodiek ontwikkeld
voor het verkrijgen van realistisch kijkgedrag via crowdsourcingexperimenten. Het ver-
kregen kijkgedrag kan op zijn beurt worden gebruikt in het ontwerpen en het testen van
nieuwe oplossingen voor niet-lineaire videotoegang. Deze methodiek benadrukt, dat al-
leen het opstellen van een juist kader in een crowdsourcingtaak niet voldoende is, maar
dat het daarnaast essentieel is, dat de menigte en het multimediadomein tezamen ge-
kozen worden om kijkgedrag te kunnen waarnemen dat vergelijkbaar is met gedrag dat
men ook zou vertonen buiten het experiment om. Er is voor de methodiek aangetoond,
dat het in staat is om impliciet gedrag tijdens het kijken van video’s vast te leggen en
dat zulk gedrag kan worden ingezet om gebruikers te ondersteunen in het niet-lineair
bekijken van video’s.

De laatste bijdragen van het proefschrift bestaan uit praktische aanwijzingen voor
toekomstig onderzoek en een lijst van open onderzoeksvragen die betrekking hebben
op crowdsourcingtaken van interpretabele aard. De praktische aanwijzingen voor verder
onderzoek komen voort uit de ervaring die is opgedaan tijdens het uitvoeren van uiteen-
lopende, in dit proefschrift beschreven crowdsourcingexperimenten. Het opvolgen van
deze aanwijzingen kan bijdragen aan het effectiever maken van crowdsourcingonder-
zoek en het verminderen van de vereiste inspanning voor het uitvoeren van experimen-
ten. De lijst van open onderzoeksvragen is opgesteld aan de hand van de positionering
van dit proefschrift ten opzichte van eerder gerelateerd werk. Deze vragen dienen als
een vertrekpunt voor nader onderzoek naar interpretabele crowdsourcingtaken, waarop
de te vinden antwoorden kunnen bijdragen aan de ontwikkeling van zoeksystemen met
meerdere perspectieven op multimedia.
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1
INTRODUCTION

The multimedia landscape has changed considerably since the turn of the century. With
the advent of more personal processing power, the increasing availability of bandwidth
and recording devices, a shift has taken place from traditional one-to-many program-
ming (the paradigm of traditional television) to many-to-many creation of diverse con-
tent. Whereas previous technological advances in communication, such as the print-
ing press, telephony and television, allowed human communication to transcend space
and time, the rise of the Internet allowed for personalized reception of media [27]. With
the emergence of Web 2.0 and content hosting services like Flickr and YouTube, it has
become possible for everyone to author content and connect with new audiences [20].
Content creation is no longer necessarily tied to considerations of mainstream recep-
tion. In other words, it is no longer obligatory to ensure that a mainstream audience is
indeed addressed before making a decision to produce content. In a sense, mass com-
munication has been democratized by the Internet, as it is no longer a privilege solely
available to larger companies.

This shift in the multimedia landscape is evidenced in changing media consumption
patterns. We nowadays spend less time watching televsion and spend more time on the
Internet [57]. We now watch whatever we want, whenever we want and wherever we
want [69], and are no longer confined to a fixed location and fixed times as was the case
with traditional television. The emergence of Web 2.0 has made a vast variety of content
covering a broad spectrum of subjects, some highly specialized, available. This variety
is a result of the ease with which content can be produced and disseminated. It is now
possible for everyone to become a content creator. Creators who focus on niche topics
are able to connect with and serve niche audiences.

The fact that everyone can become a creator raises new issues for multimedia re-
trieval systems. The quantities and diverse topics of content now available pose a chal-
lenge for multimedia information retrieval. This new challenge of retrieving the right
multimedia item for users in order to accommodate their needs has three parts to it: We
can view this challenge from a data angle, a user angle and a technology angle.

3
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4 1. INTRODUCTION

From the data angle, we are facing an increase in both variety and volume of multi-
media content. By looking at one particular example, we can already see that an abun-
dance of content is being unleashed onto the Web at an astonishing rate. Just on YouTube
alone, an extremely popular video sharing platform, hundreds of hours of video content
are uploaded every single minute [116], spanning from home videos, video blogs, cat
videos to professional-grade, well-edited mini-series, reviews and instructional videos.

From this spectacular increase in variety and volume follows a matching change from
the user angle. Because more and different multimedia content can be found on the In-
ternet, users are able to demand finer-grained perspectives that also reflect their points
of view. We make the assumption that this potential for demand translates into an actual
demand, both present and future. Several sources of evidence indicate that user needs
are developing to encompass a wider topical scope and a need for fine-grained access:

1. The physical reality that you can only scan through so much video to get to the
parts that you need.

2. What people explicitly write that they are looking for, e.g., on question answering
forums [35];

3. What people explicitly write that they are watching, e.g., mentioning time-codes
in comments on a video [103] (covered in more detail in Chapter 5);

4. As a special case of (3), people telling other people where to start watching;

We now move to discuss the technology angle. Considering the data and user an-
gles just discussed, we will see that from a technical point of view existing multimedia
retrieval systems have not kept up. More background information on retrieval systems
will be provided in the next section, but, in general terms, the increased volume of con-
tent and the more demanding user needs affect what and how a retrieval system should
store information about this content in its index in order to be able to effectively find the
content a particular user wants. Without proper index information, a system would be
unable to meet its users’ demands. Current systems are clearly struggling. For one, the
sheer volume of content necessitates that we index multimedia content at a time-code
level in a way that is more closely coupled to user needs. While dedicated labeling of
content could bring us closer to storing proper metadata, the amount of work required
due to sheer volume renders this approach infeasible. Hence, some form of automatic
indexing is necessary, but a fully automatic one-size-fits-all approach is not appropiate.
We need a closer coupling of indexing features with what users are actually looking for.
This raises the question what a system should index. Which segments of a multimedia
file are special and what makes that segment special compared to the whole volume of
all content? Hence, we need to generate indexing features that differentiate media at a
fine-grained level in order to meet the user’s need.

In order to move from a one-size-fits-all approach to multimedia information re-
trieval to a multi-perspective approach, one has to know which perspective to take. Re-
lying on our own ideas of what people are looking for does not give us the wide variety
of needs that are presumably in existence. Instead, we need fresh ideas on what people
generally look for in multimedia content. One obvious source of a new perspective is the
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Figure 1.1: Classical high-level overview of a multimedia information retrieval system.

users of multimedia retrieval systems themselves. However, it is not always feasible or
easy to consult with these users. So for this reason, in this thesis, we have singled out the
crowd as a source of information on which sorts of perspective would be helpful for users
and as a way to complement any form of automatic indexing. We consider the crowd as
a source of perspectives that will resemble the perspectives of future users of a system if
the crowd is carefully addressed.

The central question this thesis concerns itself with is how can we incorporate the per-
spectives of the crowd into multimedia retrieval systems? We will further expand on this
question and related concepts in the remainder of this introductory chapter. The contri-
butions of this thesis are methods for obtaining a more productive merger between the
use of crowdsourcing, collective intelligence and social computing.

In the remainder of this chapter, we will first provide background information on
multimedia retrieval systems (Section 1.1) and elaborate what we mean by “the crowd”
in the central question of this thesis (Section 1.2). We will then discuss the philosophy
behind the methodology we developed and used in this thesis (Section 1.3) and end the
chapter by stating the contributions and the outline of this thesis (Section 1.4).

1.1. MULTIMEDIA RETRIEVAL SYSTEMS
In this section, we provide the necessary background information on multimedia re-
trieval systems. We first cover the basics of any retrieval system (Section 1.1.1). We then
define the notion of non-linear video access, a theme that recurs throughout this thesis,
and how the concept differs from how most common multimedia systems treat videos
(Section 1.1.2). Finally, we discuss how multimedia retrieval systems can be evaluated,
which challenges may arise, and how crowdsourcing can be used to address these chal-
lenges (Section 1.1.3).

1.1.1. BASICS OF A RETRIEVAL SYSTEM

An information retrieval system allows a user to search for information in a particular
collection of documents. In case of a multimedia retrieval system, the collection consists
of multimedia documents, such as video files. The schematic of an information retrieval
system is shown in Figure 1.1. A user consults a retrieval system in case he or she has
an information need. The need for particular information is expressed by the user in the
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form of a query, which is submitted to the retrieval system. The query typically takes
the shape of a sequence of keywords. However, some systems allow the user to express
information needs differently, for instance by supplying the system with an example im-
age, for which the system then tries to find images that are similar. Although it is not
depicted in the diagram, the retrieval system could perform additional query processing,
in which the query is analyzed to better infer what the user is looking for (e.g., expanding
the query with additional keywords or correcting misspelled words). The query is used
by the system to retrieve relevant documents from the indexed collection and rank the
results accordingly.

RANKING

For each of the documents in the collection, a relevance score is computed. This score in-
dicates how well a document matches the query based on some set of relevance criteria.
A simplified example of computing a relevance score is to count the number of matching
query keywords in the document’s title. A document whose title contains more keywords
from the query would be in this case considered more relevant. In this case, it is assumed
that this particular score reflects topical relevance. Topical relevance is the criterion that
most retrieval systems use by default. That is, the system assumes the user’s query de-
scribes a particular topic and tries to match that to the documents stored in the system’s
collection.

After retrieving the initial top k results, a system could potentially improve the list of
search results by reranking it. That is, it could rank results within this list according to a
secondary criterion. For example, a system could diversify the top results [50, 83].

INDEXING

The collection of a retrieval system consists of documents that have been added by an
automatic crawling process or manually by a human curator. An automatic crawling
process, commonly called a crawler or spider, is provided with a data source, typically
the World Wide Web, and crawls through this wealth of data to find new documents that
could be added to the system’s collection. Such a collection is dynamic and updated all
the time. Test collections are usually created by a human curator. Most of the collections
used within this thesis could be considered to be human-curated.

Documents that are added to a system’s collection are indexed. That is, characteristic
features of a document, which are related to the relevance criteria that the search sys-
tem supports, are extracted and are used to build and update the retrieval sytem’s index.
The index allows for the system to quickly select relevant candidates from the collection
without having to examine every single item.

1.1.2. NON-LINEAR VIDEO ACCESS
One recurring theme in this thesis is non-linear video access. Here we discuss non-linear
video access with a focus on aspects that are relevant to this thesis. Most multimedia
information retrieval systems consider each multimedia document in their collection as
the smallest retrieval unit. That is, the results are presented as a list of relevant docu-
ments in response to the user’s query. However, in the case of video content, one can
imagine that for certain information needs, a user might be better served with a list of
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Figure 1.2: Common conventional video players allow the user to jump to any point in the video at any time
by using the seek bar. Even though this is a form of non-linear video access in the strictest sense, this thesis
considers it to be too trivial as the bare seek bar does not further aid the user in finding relevant content.

video fragments or jump-in points rather than a list of whole videos. This ability to di-
rectly access any part of a video is what we call non-linear access.

The term non-linear access is derived from the field of video editing. In the early days
of this field, video editing was limited by the linear nature of reels and tapes that were
used as the storage medium. It was inherently necessary to sequentially play back the
tape’s content. If you wanted to broadcast two non-adjacent parts of a recording on a
video tape, you would first have to resort to editing and record these two parts to a new
tape. With the advent of more computing power and the increasing amount of econom-
ically available random access storage, non-linear video editing became feasible. Video
content could now be stored digitally and any frame could be accessed in any order at
any time.

In most multimedia retrieval systems, when a user has selected a video from the re-
sults to be played back, he or she can use the video player controls to jump to any point
in the video (see Figure 1.2). Strictly speaking, this is a form of non-linear video access.
However, we argue that this form is rather trivial and we therefore refine our earlier defi-
nition of non-linear video access. In this thesis, whenever we are referring to non-linear
video access, we refer to systems that aid the user in finding parts of a video by providing
the user timeline-specific information about these parts of the video in some way. This
definition excludes systems that allow users to play a video through a conventional video
player (as depicted in Figure 1.2) as such systems do not provide additional information
about the time-points users can jump to.

Looking at the general pipeline of a retrieval system (Figure 1.1), we can identify at
least two ways in which a multimedia retrieval can support non-linear video access:

• Using a smaller unit of retrieval as the basis of the ranked results, e.g., returning a
list of jump-in points for videos rather than videos as a whole.

• Enhancing the visualization of a result once a user has selected it from the ranked
results list, e.g., providing a more informative time bar in the video player.

Examples of how a system can support the user in accessing video in a non-linear fashion
are depicted in Figure 1.3.
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Aww, that kitty is so cute at 2:21
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Figure 1.3: Examples of how a retrieval system can support non-linear video access. A system could visualize
measures of interestingness as a heat map on the seek bar. Potential noteworthy time-points could be derived
from user comments and shown on the timeline or below the player. The system could also choose to use
noteworthy points as the smallest retrieval unit rather than whole videos, of which a concept is presented later
in this thesis (Chapter 5).

Additionally, a system could provide non-linear video across videos in the collection
through anchors. Anchors are media fragments, e.g., fragments defined by their start
and end time, for which users could require additional information [22]. These anchors
could be used to retrieve other multimedia fragments and allow the user to explore a
video collection in a non-linear fashion [73].

In order to support non-linear access, a multimedia retrieval system needs to extend
the collection index with additional information on videos at a time-code level. Two
possible, but not mutually exclusive, approaches can be taken here. One approach is
media-centric, the other is user-centric. In the media-centric approach, video content
of a file can be analyzed when the file is added to the system’s collection. This anal-
ysis has to be only carried out once. For example, a retrieval system for soccer video
content could perform highlight detection based on features that correlate with arousal
(e.g., [37]) such as demonstrated in [89]. On the other hand, the user-centric approach
requires the system to continuously collect user activity regarding each video document
in the collection and use this information to update its index. For example, a system
could analyze which parts of a video are viewed more often or commented on by its
users to find what is considered noteworthy by them.

1.1.3. EVALUATION OF MULTIMEDIA RETRIEVAL SYSTEMS
How can we measure how good a retrieval system is at retrieving documents? Tradition-
ally, text-based information retrieval systems are evaluated using a test collection and a
set of test queries. By running each test query on the test collection, we can measure the
system’s precision, i.e., the fraction of the returned results that are actually relevant, and
the system’s recall, i.e., the ratio of relevant results returned and the total number of rel-
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evant items in the test collection [64]. A panel of judges, or assessors, carry out relevance
judgments in order to determine which documents in the whole collection are relevant
for each query. For large collections, instead of exhaustively assessing whether each doc-
ument is relevant, which is labor intensive and expensive, pooling is usually carried out
to limit the number of assessments needed: from each of the retrieval system under
evaluation, only the top k returned results for each query are assessed [64].

Multimedia retrieval systems as as whole can be evaluated in a similar way. Since
relevance assessments can be quite expensive to carry out, researchers often rely on
existing test collections or join benchmark initiatives to work collaboratively on a par-
ticular multimedia task to alleviate this particular cost [40]. The only limitation of this
approach is that it requires the researchers’ aim to fit the test collection’s nature or to
match the benchmark’s task.

For most of the work presented in this thesis, no suitable test collection or bench-
mark could be found, the reason being that most of the work explores new ways of inter-
acting with a retrieval system or uses sources of data generally not found in dataset. Due
to this unavailability of test data and benchmarks, custom datasets had to be created for
this thesis and alternative evaluation methods were needed such as evaluating aspects of
multimedia retrieval systems through user studies. The user studies were carried out on
crowdsourcing platforms as a way of having access to a large pool of individuals (see next
Section for a discussion on crowdsourcing). Through user studies, we could sketch par-
ticular retrieval scenarios, pose questions regarding multimedia and gather preferences
on alternative retrieval and ranking algorithms by presenting participants, e.g., different
results lists.

Crowdsourcing was also a tool in the creation of new datasets in this thesis. Data
collected and mined from multimedia platforms, such as YouTube, could be labeled
without it being too labor intensive for a small group of individuals by distributing the
workload through crowdsourcing. Crowdsourcing also helped in gathering people’s in-
teractions with multimedia. These collected multimedia interactions enrich the dataset
and are a reflection of understanding what the world is like. We expand further on this
notion of common understanding among users in Section 1.3. Collecting this data, such
as user interactions, also sheds light on to what extent these interactions would be useful
in a deployed multimedia retrieval system as it allows us to evaluate aspects such as how
quickly the collected data would converge and whether the collected data is universal.

1.2. THE CROWD AND COLLECTIVE INTELLIGENCE
Recall the central question of this thesis posed at the beginning of the question: How can
we incorporate the perspectives of the crowd into multimedia retrieval systems? Here,
it is important to make clear what we mean by the crowd. Within this thesis, the term
will be used in a quite general fashion to refer any large group of individuals, ranging
from users of a specific system to people on social media. We use several other terms in
this thesis for which it is also important to clearly define them up-front. The definitions
used throughout this thesis are generally adopted from the taxonomy that Quinn and
Bederson have proposed [79], which is depicted in Figure 1.4. We will first present the
taxonomy as defined by Quinn and Bederson below and refine its definitions afterwards
for the purpose of this thesis.
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Figure 1.4: The human computation taxonomy as defined by Quinn and Bederson distinguishes between dif-
ferent forms of collective intelligence [79].

Human computation is the central concept in [79] and is defined as a computational
process that directs human participation in order to solve a problem that fits the
general paradigm of computation and might one day be solvable by computers.

Social computing is about facilitating social interactions between humans. Examples
include technologies such as blogs, wikis and online communities. Social com-
puting mainly differentiates itself from human computation with respect to the
factor that is driving human behavior. In the case of social computing, this be-
havior is relatively natural as opposed to it being directed by the system in a hu-
man computational process. Even though the purpose is usually not to perform
a computation, social computing can result in the evolution of aggregate knowl-
edge [74, 79].

Crowdsourcing is a term coined by Jeff Howe and is derived from the term outsourc-
ing [41]. We find a comprehensive definition of crowdsourcing in [23]: “Crowd-
sourcing is a type of participative online activity in which an individual, an insti-
tution, a non-profit organization, or company proposes to a group of individuals
of varying knowledge, heterogeneity, and number, via a flexible open call, the vol-
untary undertaking of a task.” The user in the crowd is rewarded, either eco-
nomically or socially, for answering the call. The crowdsourcer benefits from the
crowd-provided labor, funds, knowledge or experience. In this thesis, we will often
use the term requester to refer to the crowdsourcer and worker to refer to the user.

Data mining is simply the extraction of patterns from data using a specific algorithm.
Even though patterns can be mined from data created by humans, Quinn and Bed-
erson argue that they do not consider it to be a form of human computation [79].
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(caption idea) 
Classic view on the crowd for crowdsourcing: 
A collection of individuals observing and labeling multimedia data. 

Figure 1.5: Classic view on the crowd for crowdsourcing: A collection of individuals observing and labeling
multimedia data.

Collective intelligence is very broadly defined as “groups of individuals doing things
collectively that seem intelligent.”[63] It encompasses everything discussed so far,
except in the event when human computation concerns a single individual, a case
for which no well-developed examples are known, and in the event when data
mining does not concern data created by groups, as depicted in Figure 1.4.

The work in this thesis concerns itself mainly with all things that fall under collective
intelligence as defined above. We are not specifically interested in the finer details of the
taxonomy as presented by Quinn and Bederson, but we would like to treat crowdsourc-
ing separately. From now on, whenever we refer to collective intelligence, we intend to
designate everything that can be considered as collective intelligence, as previously de-
fined, except for crowdsourcing. When referring to crowdsourcing, we will use that term
explicitly. The reason for our distinctive use of terms comes from the nature of motiva-
tion. Generally, people consume and interact with multimedia for intrinsic reasons. In
case of crowdsourcing applied to the multimedia domain, while workers may be intrin-
sically motivated to look for tasks to work on, the motivation to consume multimedia
does not come from within but is initially external. Recall, however, that we do not re-
serve the word crowd to be used exclusively in the context of crowdsourcing, as stated at
the beginning of the section, but instead use it to refer to any general large group of users
of any system or platform, which could potentially include workers of a crowdsourcing
platform.

1.3. MENTAL MODELS
One of the dominant assumptions held by many is that a limited personal observation is
informative. When studying multimedia content, we as researchers make personal ob-
servations and are inclined to decide which aspects of multimedia are important. We
are tempted to formulate assumptions, but we do not know whether these assumptions
hold at large. As single individual researchers, we might be missing the bigger picture.
Even when we decide to involve the crowd to rely on their reputed wisdom, the crowd
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(caption idea) 
The view taken in this thesis: 
The crowd is not treated as merely a collection of individuals,  
but instead as a collection of mental models used by these individuals 
that overlap with each other.  
These mental models are activated when interacting with multimedia content. 

multimedia 

common understanding 

Figure 1.6: This thesis’ view on the crowd: The crowd is not treated as merely a collection of individuals, but
instead as a collection of mental models used by these individuals that overlap with each other. These mental
models are activated when interacting with multimedia content.

is often treated as a bunch of individuals who are good at observing a large corpus of
multimedia items and labeling these items in one way or another (Figure 1.5). With such
a particular attitude, mismatching views from the crowd are often discarded. As a result,
we run the risk of conformism and inadvertently creating a subservient crowd, leading
to a situation in which it is hard to discover new perspectives on multimedia. This is why
in this thesis, when reaching out to the members of the crowd for their perspective, we
do not merely view them as a collection of individuals, but instead as a collection of vari-
ous mental models that these individuals use when they are interacting with multimedia
(Figure 1.6).

A mental model is an abstract representation that we have in our head. As Forrester
described in [25]:

“The mental image of the world around you which you carry in your head is
a model. One does not have a city or a government or a country in his head.
He has only selected concepts and relationships which he uses to represent the
real system.”

As Forrester further describes in his work, we use these mental models when making
decisions. These models help us to predict behavior of systems and manage our expec-
tations and act upon these expectations. These mental models also play a role in how
we perceive multimedia. In the case of multimedia, mental models help us to interpret
the semantically complex content. For example, it is how we view the world that im-
pacts what we could potentially find noteworthy when we are viewing a video stream.
When we see a recording of some extraordinary feat that exceeds our expectations, it is
precisely because our mental models did not predict our observations.
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(caption idea) 
The importance of framing: a frame of reference helps to put someone into a particular mindset 
and align or select a fitting mental model. In a sense, it helps to get everyone on the same page. 

Figure 1.7: The importance of framing: A frame of reference helps to draw someone into a particular, con-
textual mindset and align or select a fitting mental model. In a sense, it helps to get everyone on the same
page.

1.3.1. COMMON UNDERSTANDING
These mental models we employ as individuals when viewing the world are likely to be
different from each other, each individual having their own set of assumptions and opin-
ions. However, our mental models do overlap. We share certain expectations of the world
around us. It enables us to start a conversation about a particular topic and have a dis-
cussion, which would be impossible if our mental models would not overlap. In this
thesis, we call the overlap of mental models the common understanding on a particular
subject (Figure 1.6).

However, it is important to note that mental models are fuzzy, incomplete, and in
flux:

“The mental model is fuzzy. It is incomplete. It is imprecisely stated. Further-
more, within one individual, a mental model changes with time and even
during the flow of a single conversation. The human mind assembles a few
relationships to fit the context of a discussion. As the subject shifts so does the
model.” [25]

First, this should make us realize that we can only approximate the mental model of a
user as people are unable to precisely describe their own mental models [70]. We can
only pose carefully formulated questions through which the users’ mental models will
be reflected in their answers. Second, since the active mental model depends on the
context perceived by the human mind, the perceived context influences the degree of
common understanding as well. It is therefore important to get everyone on the same
page, something that is seemingly effortless in a face-to-face conversation, but much
harder in a crowdsourcing setting.

1.3.2. FRAMING
In order to get everyone on the same page, we have devoted a great deal of attention to
formulating the task description used in the crowdsourcing campaigns that we carried
out throughout this thesis’ work. By formulating a frame, we are providing a certain con-
text with the purpose of triggering a particular mental model and making sure people are
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responding and interacting within that mental model. By framing the task in a certain
way, we want to avoid people resorting to a default mental model, whatever that may
be. A specific danger of a default mental model is that it is a mental model that reflects
adjustment of the user to the projected expectations of the researcher asking the ques-
tions rather than a mental model that resembles a real-world scenario. More concretely,
we want to avoid thoughts like “I think the researcher meant this with this question”. In-
stead, it should feel like the researcher is not there at all when the user is carrying out a
task. The intended effect of framing is depicted in Figure 1.7. By providing an explicit
frame, we are providing the context clues that allow people to shift their mental models
towards the context.

1.3.3. CAPTURING COMMON UNDERSTANDING

Our goal is a picture of the world that is a common understanding. In order to obtain
this picture, we have to go beyond our own individual perspective. This assumption is
the starting point of our discussion on how to capture common understanding in this
section.

A common understanding on a particular topic includes variety of perspectives, but
these perspectives need to be sufficiently similar in order for people to have the idea
that they are talking about the same thing. In everyday life, when we try to develop our
own mental models for the purposes of talking to other people, and in general effec-
tively interacting with the world around us, we use several approaches, ranging from
introspection to active elicitation. We could simply use introspection, but most of the
time introspection is only useful for painting an initial picture. Soon, we consult what
we consider expert voices to widen our horizon, read or listen closely to explicit expres-
sions formulated by others, actively elicit opinions and views from others on a particular
subject, or carefully observe implict interactions of others and their behavior.

These same approaches are also applicable to conducting research for trying to get a
picture of the world. A researcher could stick to introspection. For example, a researcher
could decide what is important by simply watching multimedia content and making a
personal judgment. However, thinking about oneself is not necessarily the best way of
thinking about how others think. Instead, a researcher in the domain of multimedia
retrieval would be better off applying one of the other four approaches:

1. Expert opinion: Consult some experts in the relevant domain to decide what is
important;

2. Explicit expressions: Collect comments or messages on social media that users
have posted in response to a multimedia document and find out what they found
worth commenting on;

3. Active elicitation: Ask people questions about multimedia that reveal their mental
models which determine how they interact with information in the domain;

4. Implicit interactions: Collect the way people interact with multimedia content,
e.g., video viewing patterns, and move from there to what is important.
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These approaches make it possible for a researcher to observe and collect to a varying
degree different views from people involved in a scientific study, more so than mere in-
trospection could. As we move closer to the bottom of the list, the approaches get more
sophisticated, since motivating people to respond and interpreting the responses are the
key challenges.

The underlying philosophy in this thesis is to shift from introspection to the ap-
proaches listed above in order to capture the various views, based on people’s various,
yet commonly aligned, particular mental models. These mental models are people’s
viewing angles, i.e., their perspectives, on multimedia and using these approaches we
can collect and then incorporate these perspectives in designing and fueling multime-
dia retrieval systems.

1.4. CONTRIBUTIONS OF THIS THESIS
The contributions of this thesis consists of a collection of methods for obtaining a more
productive merger between the use of crowdsourcing, collective intelligence and social
computing. The methods were developed to answer the thesis’ central question ‘How
can we incorporate the perspectives of the crowd into multimedia retrieval systems?’. Un-
derlying these methods are the principles and ideas discussed in the previous sections.

1.4.1. THESIS OUTLINE

This thesis consists of four parts and is organized in a way such that as it progresses
through the chapters, collective intelligence and crowdsourcing is used in an increas-
ingly more sophisticated way. After the initial chapter showcasing a classic example of
mining collective intelligence and a conventional evaluation using crowdsourcing, the
subsequent chapters move on using crowdsourcing in novel ways. In these chapters,
crowdsourcing methodologies and new ideas for multimedia retrieval systems are devel-
oped in tandem. This joint-development emerged naturally through the need of evalu-
ating and informing the design of these features.

PART I: PRELUDE

The prelude of this thesis, as the name implies, is the part of the thesis that prepares the
reader for the parts that follow.

Chapter 1 (this very chapter) provides the necessary background information and
the general philosophy of the methodologies developed within this thesis. Its function
is to offer sufficient guidance to the reader by setting up the frame of context, describing
the motivation and organizational framework of the thesis.

Chapter 2 sets the stage by presenting an example. In this chapter, we present an
example of leveraging social computing by mining social networks in order to solve a
non-linear video access problem. We start the chapter with an assumption that ques-
tions posted on microblog platforms such as Twitter are indicators for finding suitable
anchors in broadcast videos. Our assumption is then tested using a classic case of crowd-
sourced relevance judgment.
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PART II: FRAMING AND ELICITATION METHODOLOGY

The second part of the thesis covers the core methodologies we have developed and used
throughout the crowdsourcing studies as a basis.

We lay down the foundation of our framing methodology for crowdsourcing tasks in
Chapter 3A and present its first application in Chapter 3B. The framing methodology,
which helps people to picture a scenario, even one that is outside of their typical daily
life, is applied to designing a crowdsourcing user study for evaluating a new feature in
a multimedia file-sharing application. The methodology’s goal is to obtain high quality
answers from the study participants and ecologically valid results and we make the case
that crowdsourcing tasks may not have the concept of “wrong answers” (Chapter 3A).
Following the discussion of the methodology, we present the design of the feature that
should aid new users in discovering content available in the multimedia file-sharing ap-
plication (Chapter 3B). With the help of domain experts, the user study designed in the
preceding chapter is used to evaluate the new feature.

We continue the development of crowdsourcing methodologies in Chapter 4A and
Chapter 4B. In these twin chapters, we focus on the refinement of the elicitation tech-
niques in order to effectively model the common understanding on a particular topic. In
particular, we are interested in discovering new similarity dimensions to inform the de-
sign of a feature in a multimedia retrieval system. The new feature targets the problem of
near-duplicates in multimedia information retrieval systems. However, without know-
ing what users consider to be a near-duplicate, the utility of the feature would be limited.
By asking the crowd the right questions on a large diverse sample of multimedia files, we
are able to discover various views on multimedia that we would not have possibly found
with introspection alone (Chapter 4A). Taking some of those views to implement the new
feature, we then showcase that crowdsourcing can be employed to test a user interface
of an actual software product and show that it is a sufficiently robust method to carry out
A/B feature testing (Chapter 4B).

PART III: ADVANCING NON-LINEAR ACCESS TO VIDEO CONTENT

The penultimate part of this thesis builds upon the methodologies developed in the pre-
vious part and uses it push the research on non-linear video access further.

In Chapter 5, we take all lessons that we have learnt from crowdsourcing and apply
them to discover new dimensions of relevance at the the video time-code level. We build
a crowd-informed typology that categorizes a particular type of user comments, namely
user comments that explicitly refer to a specific point in a video, by mentioning time-
codes with the purpose of using these comments to support non-linear video access.
The chapter showcases the combination of using explicit expressions and active elicita-
tion in order to arrive at the crowd-informed typology. The new dimensions of relevance
stemming from the typology are tested in a carefully framed crowdsourcing user study
in which the participant has to picture a certain search scenario.

In Chapter 6, we combine the use of active elicitation and implicit interactions. We
develop a methodology for collecting realistic implicit information via a crowdsourcing
platform that is outside a normal platform in which real implicit behavior usually takes
place. In this case, it is not only important that the task is properly framed, but also
that the user population and multimedia domain are jointly chosen in order to observe
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implicit behavior that resembles behavior that participants would exhibit if they were
to view the multimedia content on their own. We demonstrate through a crowdsourcing
user study that implicit viewing behavior can be used to support non-linear video access.

PART IV: OUTLOOK

In the final part, we conclude the thesis with an outlook on how interpretive crowdsourc-
ing could be used in future research in Chapter 7. Here, we focus on surveying crowd-
sourcing work that does not confine the allowable responses to a crowdsourcing task to
a single set of “correct” answers, but instead frames tasks in a way that are still open to
interpretation. We contextualize our work and identify the challenges that lie in using
interpretive crowdsourcing.

1.4.2. FULL LIST OF PUBLICATIONS
In the years leading up to this thesis, the following papers have been published:

12. Raynor Vliegendhart, Martha Larson, and Alan Hanjalic. Collecting realistic view-
ing behavior from the crowd for non-linear video access. Under review [100]. —
[Chapter 6]

11. Raynor Vliegendhart, Cynthia C.S. Liem, and Martha Larson. Exploring microblog
activity for the prediction of hyperlink anchors in television broadcasts. In CEUR
Workshop Proceedings, no. 1436, 2015. MediaEval 2015 Workshop, Wurzen, Ger-
many, 15-15 September, 2015. CEUR-WS, 2015 [105]. —[Chapter 2]

10. Raynor Vliegendhart, Martha Larson, Babak Loni, and Alan Hanjalic. Exploiting
the deep-link commentsphere to support non-linear video access. IEEE Transac-
tions on Multimedia, 17(8):1372–1384, 2015 [103]. —[Chapter 5]

9. Michael Riegler, Mathias Lux, Vincent Charvillat, Axel Carlier, Raynor Vliegend-
hart, and Martha Larson. Videojot: A multifunctional video annotation tool. In
Proceedings of International Conference on Multimedia Retrieval, page 534. ACM,
2014 [81].

8. Raynor Vliegendhart, Babak Loni, Martha Larson, and Alan Hanjalic. How do
we deep-link?: Leveraging user-contributed time-links for non-linear video access.
In Proceedings of the 21st ACM International Conference on Multimedia, MM ’13,
pages 517–520, New York, NY, USA, 2013. ACM [106].

7. Eelco Dolstra, Raynor Vliegendhart, and Johan Pouwelse. Crowdsourcing GUI
tests. In IEEE Sixth International Conference on Software Testing, Verification and
Validation (ICST), pages 332–341, March 2013 [18].

6. Babak Loni, Maria Menendez, Mihai Georgescu, Luca Galli, Claudio Massari, Is-
mail Sengor Altingovde, Davide Martinenghi, Mark Melenhorst, Raynor Vliegend-
hart, and Martha Larson. Fashion-focused creative commons social dataset. In
Proceedings of the 4th ACM Multimedia Systems Conference, pages 72–77. ACM,
2013 [59].
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5. Raynor Vliegendhart, Martha Larson, and Alan Hanjalic. LikeLines: collecting
timecode-level feedback for web videos through user interactions. In Proceed-
ings of the 20th ACM international conference on Multimedia, MM ’12, pages 1271–
1272, New York, NY, USA, 2012. ACM [99].

4. Raynor Vliegendhart, Eelco Dolstra, and Johan Pouwelse. Crowdsourced user in-
terface testing for multimedia applications. In Proceedings of the ACM multimedia
2012 workshop on Crowdsourcing for multimedia, pages 21–22. ACM, 2012 [98].
—[Chapter 4B]

3. Raynor Vliegendhart, Martha Larson, and Johan Pouwelse. Discovering user per-
ceptions of semantic similarity in near-duplicate multimedia files. In Proceed-
ings of the 1st International Workshop on Crowdsourcing Web Search, pages 54–58.
CEUR-WS.org, April 2012 [104]. —[Chapter 4A]

2. Raynor Vliegendhart, Martha Larson, Christoph Kofler, and Johan Pouwelse. A
peer’s-eye view: network term clouds in a peer-to-peer system. In Proceedings
of the 20th ACM international conference on Information and knowledge manage-
ment, pages 1909–1912. ACM, 2011 [102]. —[Chapter 3B]

1. Raynor Vliegendhart, Martha Larson, Christoph Kofler, Carsten Eickhoff, and Jo-
han Pouwelse. Investigating Factors Influencing Crowdsourcing Tasks with High
Imaginative Load. In WSDM’11 Workshop on Crowdsourcing for Search and Data
Mining, February 2011 [101]. —[Chapter 3A]



2
EXPLORING MICROBLOG ACTIVITY

FOR THE PREDICTION OF

HYPERLINK ANCHORS IN

TELEVISION BROADCASTS

This chapter showcases the use of social computing and a classic case of crowdsourcing
used for collecting relevance judgments. In this chapter, we present a social media based
approach to finding anchors in video archives. We use social activity on Twitter to find
topics on which people have questions about in order to select suitable anchors. The ex-
periments were carried out on the MediaEval Search and Anchoring in Video Archives Task
(SAVA) data set of 2015, consisting of 68 hours of BBC video content broadcasted in 2008.
The performance of our relatively simple, but straightforward method seems sufficiently
promising to pursue further research.

This chapter is an extension of Raynor Vliegendhart, Cynthia C.S. Liem, and Martha Larson. Exploring
microblog activity for the prediction of hyperlink anchors in television broadcasts. In CEUR Workshop
Proceedings, no. 1436, 2015. MediaEval 2015 Workshop, Wurzen, Germany, 15-15 September, 2015. CEUR-
WS, 2015 [105].
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2.1. INTRODUCTION
One of the research questions of the 2015 SAVA task, and the one that is being addressed
in this paper, is how to automatically identify anchors for a given set of videos, where
anchors are media fragments for which users could require additional information [22].

Microblog platforms, such as Twitter,1 reflect social activity that takes place around
a TV show at the time that it is broadcast. Our approach is based on the idea that users
will want to learn further information on segments that discuss topics that trigger ques-
tions. We use activity on Twitter to find which topics trigger user questions. The more
Twitter questions associated with topics discussed in a certain shot, the greater we con-
sider the likelihood that the corresponding part of the video represents a viable anchor.
Our approach is further based on keyphrase mining. We understand keyphrases in the
sense of [49], namely, as noun phrases that capture the main content of a document. We
make the simplifying assumption that the relationship between questions and shots is
reflected in the number of keywords that they share in common. We also assume that the
presence of a question mark in a tweet on Twitter indicates the presence of a question.

2.2. METHOD
Our approach to anchor generation in broadcast videos exploits social chatter about top-
ics on the microblogging platform Twitter. The method requires that subtitles and shot
boundary information for a video are available. Anchors for a given video are then gen-
erated as follows.

For each subtitle s = (l , ts , te ) ∈ S consisting of a line of text l , a start time ts , and an
end time te , we extract set of keyphrases Ks using nltk [7] and a chunker from [49]. The
set of all keyphrases is then denoted as K =⋃

s∈S Ks .
For each shot defined by its boundaries b = (bs ,be ) ∈ B , consisting of a start time bs

and end time be , we introduce the notion of a subset Sb ⊆ S representing all subtitles
that start in that shot: Sb = {s | s = (l , ts , te ) ∈ S ∧ ts ∈ [bs ,be )}. With these definitions set in
place, we can now define all keyphrases that occur in a shot b:

Kb = {k | s ∈ Sb ∧k ∈ Ks } .

To determine the importance of a keyphrase term k ∈ K , we retrieve tweets con-
taining a question about the keyphrase by sending the following query to Twitter: “k ?
since:ds until:de ”. In this paper, we use a fixed date range corresponding to the given
set of videos for all keyphrases, regardless of the airing date of the video. This means
we retrieve questions of social relevance during that general time period, not “the issues
of today” in the past. Let q : K → N denote the function to count the number of tweets
retrieved for a keyphrase k ∈ K . The weight of each keyphrase k is then determined by a
weighing function w : K → R. This function w is of the form w(k) = f (q(k)) where f is
implementation-dependent and its purpose is to scale the tweet count returned by q .

We then rank shots by the summed weight of all keyphrases appearing in each shot.
Let W : B → R denote this summation: W (b) = ∑

k∈Kb
w(k). Then r : B →N denotes the

function that assigns a rank to a shot defined by its boundaries b ∈ B :

r (b) = 1+ ∣∣{b′ | b′ ∈ B ∧W (b′) >W (b)
}∣∣ .

1https://twitter.com

https://twitter.com
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After ranking the shots, we simply generate anchors of an arbitrarily chosen fixed
length, which is at minimum T = 30 seconds, using shot boundaries for alignment. The
underlying assumption is that cutting at shot boundaries should result in clean media
fragments. Let a : B → R2 denote the function that computes the start and time of the
anchor derived from a shot b ∈ B . The start time is equal to the start time of the shot
itself, i.e., bs , and the end time is equal to end time of the first shot that ends at least
T = 30 seconds later, or the end time of the whole video:

a(b) = (bs ,min

( {
b′

e | b′ ∈ B ∧bs +T ∈ [b′
s ,b′

e )
}

∪max
{
b′

e | b′ ∈ B
} )

).

2.3. EXPERIMENTS

2.3.1. DATASET
The dataset used in the SAVA 2015 task is a subset of collection of 4021 hours of video
broadcasted by the BBC [22]. This subset consists of a dev set (37 videos, 37 hours) and
a test set (33 videos, 31 hours). The experiments presented here make use of manually
transcribed subtitles provided by the BBC and use shot boundaries that ship with the
SAVA dataset.

2.3.2. SETUP
In this paper, we have tested two weighing functions, w1 and w2, each being submit-
ted as a separate run, i.e., experimental condition, for evaluation by the organizers of
the SAVA task. The first function takes the popularity of each keyphrase in a shot into
account, while the second function only considers the number of different keyphrases.
They are defined as follows:

w1(k) =
{

(ln◦q)(k) if q(k) > 0

0 otherwise

w2(k) =
{

1 if q(k) > 0

0 otherwise

Furthermore, the keyphrase extraction used in our method only considered words
of length 2 to 40 characters and ignored stopwords (using nltk’s default stopwords list)
and words that were written in all capital letters. The latter filter was used to ignore
words appearing in descriptive subtitles for the hearing impaired, such as “APPLAUSE”.
This resulted in 37,154 nounphrase candidates for both dev and test set. To reduce the
number of queries to be crawled, we pruned the list of keyphrases using the following
heuristics:

• The phrase should contain at least one capital letter;
• The phrase may not start or end with a stopword;
• The phrase does not start with a quote;
• The phrase does not contain periods or commas.

The last two heuristics were put in place to deal with tokenization mistakes. Applying
these pruning heuristics, we reduced the number of phrases from 37,154 to 5,663.
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Table 2.1: Run results averaged over 33 videos in the test set

Precision Recall MRR Unjudged
@10 @10 @1000

Run w1 0.55758 0.47496 0.87879 1.21212 6.75758
Run w2 0.50000 0.43224 0.93939 1.39394 8.39394

Querying Twitter for these 5,663 phrases for the period between 2008-04-01 to 2008-
07-31 (corresponding to the original broadcast dates of the dataset) resulted in 66,934
tweets. We did not impose any language or geographic restrictions and issued queries
as specified in Section 2.2. In this querying process we used a cut-off point to speed up
the crawling process. After collecting more than 150 tweets for a query, the process was
stopped. This means that in this experiment 0 ≤ q(k) ≤ 150. The software we used to
unrestrictedly crawl Twitter is available on GitHub.2

2.3.3. RESULTS
Anchors from all submissions made by participants to the 2015 task were pooled and
assessed by crowdsourcing workers on Amazon Mechanical Turk [22]. We note that our
method itself does not take overlap of anchor segments into account, but that this was
addressed by the automatic evaluation of our submission. The results of the two runs
are summarized in Table 2.1, showing precision at 10 (P@10), recall and mean reciprocal
rank (MRR) averaged over the 33 videos in the test set.

From the results, we can see that run 1, which uses the w1 weighting function that
assigns a higher weight to more popular keyphrases, appears to have a better precision
and recall than run 2, which uses the w2 weighing function that treats all keyphrases
equally. Run 2 on the other hand achieves a higher MRR. However, in both runs, the
MRR never drops below 0.5, indicating that the first relevant anchor is always amongst
the first two results.

When we compare our results to submissions from other participants [28, 87], we
see that our run w1 achieved the highest precision and recall and that run w2 performed
best on MRR. The approaches taken by the other participants rely on natural language
processing, multimedia content analysis and information retrieval techniques in order
to select suitable anchors given a particular broadcast video and its associated metadata.
No further external sources were used by the other participants, indicating the use of
social data in our approach is promising.

2.3.4. ANALYSIS
It is of most interest to see when our proposed method performs best and when it does
not. For this analysis we will look at the correlation between different performance met-
rics and video features.

Our first observation is that P@10 and recall appear to be positively correlated, with
Pearson’s r being 0.42 (with p < 0.02) and 0.76 (with p ¿ 0.01) for run 1 and run 2, respec-
tively. This suggests that some videos are easier and others are harder for our method to
get right. We found that video length correlate positively with P@10 (0.56 and 0.54 for

2https://github.com/ShinNoNoir/twitterwebsearch

https://github.com/ShinNoNoir/twitterwebsearch
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the respective runs) and that this correlation is significant (p < 0.01, for both runs). No
conclusions could be drawn for the correlation between video length and recall, how-
ever. The answer to why our method seems to favor longer videos could be found in the
following two correlations. First, our method tends to perform better (P@10) when the
unpruned list of different extracted keyphrases is longer (correlation of 0.58 (p < 0.001)
and 0.51 (p < 0.01) for run 1 and 2, respectively). Second, we can extract almost un-
doubtedly more keyphrases from longer videos, as the correlation between these two
features is significant (0.83 with p ¿ 0.001 for both runs). Our final observation is that,
interestingly, P@10 also seems to correlate with something related to how we score indi-
vidual segments, namely the sum of the summed keyphrases weights (W (b)) of the first
10 results: 0.44 (p < 0.02) and 0.48 (p < 0.01) for run 1 and 2, respectively.

2.4. CONCLUSION
We have explored a method for predicting anchors in television broadcasts by measuring
interrogative activity on microblogs. Using the simplifying assumption that a shot is im-
portant if its subtitles contain keyphrases that appear in questions asked on a microblog
platform, our method is able to achieve promising performance. Suggestions for future
work include the following. We believe that finetuning the keyphrase extraction pro-
cess and looking at incorporating tf-idf could help with dealing with generic keyphrases
that sometimes are extracted (e.g., “Good evening”). Furthermore, investigating the im-
pact of narrowing and broadening a query’s date range seems interesting to see what
type questions are important and how to strike the balance between questions which
are ephemeral and questions which are evergreen. Last but not least, we could look into
personalization of the method, such as localizing the query to a geographic region.
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3A
INVESTIGATING FACTORS

INFLUENCING CROWDSOURCING

TASKS WITH HIGH IMAGINATIVE

LOAD

This chapter lays down the foundation of our framing methodology for crowdsourcing
tasks. The methodology was born out of necessity, as we discovered that the task we ini-
tially put out on crowdsourcing platforms was different from tasks more commonly found
on these platforms and that the task did not resonate well with crowdsourcing workers.
The chapter introduces the concept of crowdsourcing tasks with a high “imaginative load”,
a term we use to designate tasks that requires workers to answer questions from a hypo-
thetical point of view that is beyond their daily experiences. We report useful observations
made during the design and test of such a crowdsourcing task and find that workers are
able to deliver high quality responses to tasks of this nature. However, it is important that
the title given to a task allows workers to formulate accurate expectations of the task. Also
important is the inclusion of free-text justification questions that target specific items in a
pattern that is not obviously predictable. These findings were supported by a small-scale
experiment run on several crowdsourcing platforms.

This chapter is published as Raynor Vliegendhart, Martha Larson, Christoph Kofler, Carsten Eickhoff, and
Johan Pouwelse. Investigating Factors Influencing Crowdsourcing Tasks with High Imaginative Load. In
WSDM’11 Workshop on Crowdsourcing for Search and Data Mining, February 2011 [101].

27



3A

28 3A. CROWDSOURCING TASKS WITH HIGH IMAGINATIVE LOAD

3A.1. INTRODUCTION

Crowdsourcing platforms increase the ease and speed with which new search function-
ality can be evaluated from a user perspective. In this paper, we take a closer look at
issues that arise when a search-related feature is to be evaluated, but has not yet been
implemented in working form into the system. The system in question is a file-sharing
system. The evaluation takes place as part of the design cycle and has the purpose of
allowing us to decide which of several possible realizations of the feature will be most
effective for users of the system.

During the course of designing and testing the evaluation task for the crowdsourcing
platform, we realized that our task was rather different in an important respect from
other, more conventional, tasks carried out by workers on crowdsourcing platforms.
Specifically, we needed the workers to be able to project themselves into the role of a
user of the file-sharing system and to provide feedback from the perspective of that role.
The projection is necessary for two reasons, first, because the system feature that we are
evaluating does not yet exist, and second, because our target group of users are general,
mainstream Internet users for whom the mechanics of file sharing is rather a stretch be-
yond their daily online activities. In an initial exploratory phase, we noticed that there
was something “special” about our task. Few workers were choosing to carry out the
HITs that we published to the crowdsourcing platform, and the batch completion time
was longer than was acceptable given the time constraints of our design and implemen-
tation process. Our aim was to increase the number of participants in our HIT and also
the rate at which new workers took up our HIT without changing the HIT in such a way
that would discourage projection or attract cheaters.

In this paper, we report on this investigations that we undertook in order to design
a HIT that would achieve this aim. First, we carry out an exploratory analysis of sev-
eral experimental HIT designs on Amazon’s Mechanical Turk (MTurk) and formulate our
findings as a series of observations. Then, we build on these observations, performing
a small-scale experiment on several crowdsourcing platforms. The experiment tests two
aspects of HIT design (title and free-text justifications) that we found helpful for encour-
aging workers to undertake projection. We refer to tasks such as our evaluation task that
require workers to project beyond tangible reality and beyond their daily experience as
“crowdsourcing tasks with high imaginative load”. We choose the designation imagina-
tive load since we see certain similarities with tasks with a high cognitive load (e.g., they
take relatively long, cannot be easily routinized and are difficult to carry out in highly
distracting surroundings), but have concluded it is not possible to conflate such tasks
with high cognitive load tasks, which would typically require using memory or at least
some factual recall effort.

The contribution of this paper is a compilation of considerations that should be
taken into account when using crowdsourcing for tasks with a high imaginative load,
including suggestions for choices concerning HIT design and crowdsourcing platform
that make it easier to design effective HITs for such tasks. Notice that we do not report
the results of the evaluation itself in this paper. Rather, we concentrate on conveying to
readers the information that we acquired during the design of the evaluation tasks that
we anticipate will be helpful in design of further tasks.
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The paper is organized as follows. In the next section, we discuss related work (Sec-
tion 3A.2), then we describe the evaluation task (Section 3A.3). In Section 3A.4, we sum-
marize our observations during the design and test of the task. In Section 3A.5, we report
on experiments carried out to investigate the impact of the titles and the verification on
the behavior of the workers carrying out our HITs. Finally, in Section 3A.6 we offer a
summary of our conclusions.

3A.2. RELATED WORK
In this section, we provide a brief overview of crowdsouring literature using techniques
similar to ours. Often a crowdsourcing task will use a qualifying HIT to identify a set of
workers who are suited to carry out the main task. In [19, 67, 94], recruitment and screen-
ing HITs were used to differentiate between serious workers and cheaters. In [45], meth-
ods to prevent workers from taking cognitive shortcuts are investigated. Many more
workers completed the qualification HIT than returned to complete an actual HIT, an
effect we also observe. Senstivity of workers to titles is mentioned in [94], who notice,
as we do, that the selection of HIT titles influence their attraction to workers. In [32],
experiments were carried out with different titles, pay rates, whether a bonus should be
granted, and if so, whether this fact should be communicated to workers or not. Follow-
ing the evaluation results, workers gravitate towards HITs with “attractive titles”, i.e., ti-
tles which are easier to understand. In contrast to HITs that explicitly offer an additional
bonus, easier-to-understand titles do not imply a high accuracy per worker. Free-text
and open-ended response possibilities are often used to check whether workers had an
understanding of the task, as in [94]. We make use of a similar approach, in particular
asking for justifications of answers. In this respect, our work is related to that of [67],
who conducted a subjective study about political opinions by asking workers to justify
their given answers in free-text explanations. Giving an opinion often requires a cer-
tain degree of projection, which we equate with imaginative load. Note, however, that
our task goes beyond asking mere opinions to asking workers to formulate an opinion
about a feature that does not yet exist in a use context that is unfamiliar from their daily
experience.

3A.3. EVALUATION TASK
Our evaluation task involved assessing the usefulness of a time-evolving term cloud in-
tended to make it possible for users to gain an understanding of the kinds of content
that are available within a specific file-sharing system in order to facilitate browsing
and search. The term cloud will offer users the possibility to find items within the sys-
tem, but most importantly it is meant to allow new users unfamiliar with the system to
quickly build a mental picture of what kind of content is available via the system. Users
should not have to spend extensive time interacting with the system or trying out queries
that are frustrating since they do not return results. In order to evaluate whether users
have gained an understanding of the content available in the file-sharing system, we test
their ability to distinguish five kinds of content available in the system (TV, music, books,
movies and software) from five kinds not available in the system (current news, commer-
cials, sports, how to videos and home videos). We compare this ability without the term
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Figure 3A.1: Example question from the evaluation HIT

cloud and with several different different cloud designs. Our HIT asks users to make a
series of judgments on whether specific files exist in the file-sharing system. An example
judgment is shown in Figure 3A.1.

Their answers to these questions will reflect whether or not users have generalized
the information available in the term cloud into a mental picture that correctly repre-
sents the type of content in the system.

In order to prime workers to project themselves into the role of users of the file-
sharing system and to discourage them from trying to use Internet search to determine
which file-sharing system we are discussing and what sorts of files are present in it, we
introduce the HIT with a “frame” that sets up an imaginary situation. The frame includes
the following text and the diagram in Figure 3A.2: Jim and his large circle of friends have a
huge collection of files that they are sharing with a very popular file-sharing program. The
file-sharing program is a make-believe program. Please imagine that it looks something
like this sketch:

Figure 3A.2: Mockup of a file-sharing program used to introduce (i.e., to “frame”) our evaluation HIT

By naming a specific user of the file-sharing system, “Jim”, we hope that users will
better identify with a user of the file-sharing system, i.e., project themselves into that
role.

We then ask for 10 worker judgments like the one in Figure 3A.1. The HIT concludes
with three validation questions, i.e., questions that do not ask for information necessary
for the task, but rather allow us to judge the way in which the worker is approaching
the task and eliminate low quality answers: (1) PrefQ, a personal preference question
(multiple choice) If you could download one of these files, which one would it be? (2)
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PrefEx, a request to explain the personal preference (free-text question) Why would you
choose this particular file for download and viewing? and (3) AnsEx, a request to justify
one of the choices made while answering the 10 evaluation questions (free-text ques-
tion) Think again about the file that you chose. Why did you guess that Jim or one of his
friends would have this file in their collection? Note that there is an important differ-
ence between PrefEx, which asks workers to give a motivation for their own opinion, and
AnsEx, which asks workers to give a motivation from the perspective of the role in which
we would like them to project themselves, i.e., a user of the file-sharing system.

We use multiple versions of this HIT, called the “evaluation HIT”, in order to collect
the information necessary for our study. Most of the cases discussed here are versions of
the HIT that do not contain term clouds. We are interested in gauging the user’s baseline
evaluation answers before exposure to the term cloud. In some cases, we also use a
recruitment HIT that establishes a closed pool of qualified workers. In the next section,
we discuss observations concerning our HIT made during the design and test process.

3A.4. EXPLORATORY ANALYSIS
This section provides a qualitative discussion of the issues that we encountered during
the design and testing process of our evaluation. We relate these issues to the particular
nature of our task—its high imaginative load.

Recruitment and worker volume Because the evaluation needed to fit our design
and implementation schedule, it was important that our evaluation HITs quickly at-
tracted an adequate volume of workers so that the total number of assignments asso-
ciated with that HIT (i.e., the batch) completed within reasonable time. We soon noticed
that workers from the recruitment HIT did not continue immediately on to carry out
an evaluation HIT. We started our first evaluation HIT right after manually handing out
qualifications to the 81 workers that completed our recruitment HIT successfully. Since
the recruitment HIT took less than 24 hours to complete, we initially assumed that the
evaluation HIT would complete within roughly the same amount of time. However, only
10 out of 405 HIT-assignments offered were completed the next day. A second recruit-
ment yielded 79 new qualified workers, but only one of them took up the main evalu-
ation HIT within 24 hours. We conjectured that this slow uptake was due to the mis-
match in expectations raised by the recruitment HIT. The recruitment HIT was titled
“Like movies and music? Earn qualification with a background survey and two short
questions”. It contained a list of relatively easy to answer background questions, but
only one question containing titles as in Figure 3A.1. In short, it did not reflect the focus
of the main HIT. Workers were possibly misled to believe the main HIT would be more
related to music and movies and did not expect to receive questions like Figure 3A.1 in
the main HIT. There are two possible interfering factors affecting the volume of work-
ers: reward level, which we did our best to optimize before publishing this HIT, and total
number of assignments available to workers. During a previous crowdsourcing project,
e-mails from workers suggested that HIT popularity is related to offering a large volume
of assignments and keeping them in steady supply. Because our recruitment HIT asks
for free-text answers that must be individually judged, it is not possible to automate the
assignment of qualifications in our evaluation, and for this reason the slow worker up-
take was a real concern. We decided to publish an “open” evaluation HIT, i.e., one that
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did not require workers to earn a qualification, and were surprised that the quality of
the responses to the free-text validation questions remained very stable. Apparently, our
HIT has an aspect of its design that discourages workers who are not serious and makes
recruitment less necessary.

Matching strategies. Because our evaluation task is attempting to gather informa-
tion about people’s mental pictures and not about the external world, there are no “cor-
rect answers” to the task questions. We could enlarge our HIT with questions for which
the answer is known – a popular method for quality control – but the workers’ ability
to answer the control questions is not guaranteed to reflect the quality of their evalua-
tion answers. For our task, it is more important to control for the strategy the worker is
using to answer the question. In particular, we need the workers to be projecting them-
selves into the role of the user of the file-sharing application and not applying a strategy
that reflects an external source of information (such as making use of general Internet
search). A particular danger in the case of the evaluation HIT is that workers will try to
apply a matching strategy using the information given in the “frame” of the HIT. In other
words, it is possible that workers answer the evaluation questions by literally comparing
the filenames in the example in Figure 3A.2 or the terms in the term cloud (described
in Section 3A.3, but not pictured) to the filenames in Figure 3A.1. Reading the explana-
tions of why the workers thought that certain files were in the file-sharing system (i.e.,
the answer to AnsEx), it was clear that a few of the workers would base their decision on
literal matches (e.g., one answers “cloud contains DVDRIP”). However, the majority were
attempting to generalize the situation and make a decision on the basis of what kind of
media enjoy overall popularity (in the case which does not include the term cloud) or
what general categories of content are represented in the term cloud (e.g., one answers,
“With the cloud screens showing words like programming and microsoft, I think this file
should be available in the collection”).

3A.5. FURTHER INVESTIGATION
We carried out a small-scale experiment run on several crowdsourcing platforms in or-
der to further investigate the impact of title choice and of the validation questions on
the quality of the workers’ responses. Each version of the HIT was made available to
workers with a total of 50 assignments (5 sets of 10 different filenames to be judged) pay-
ing US$0.10 each. Results are reported in Table 3A.1 in terms of batch statistics: num-
ber of assignments that we rejected due to obvious non-serious workers (e.g., blank text
boxes), total number of workers participating, effective hourly rate, run time needed to
complete the batch and median time between arrivals of new workers to work on the
HIT-assignments.

We experimented with three titles. Title A (“Jim, his friends and a make-believe file-
sharing program”), which emphasized the imaginative nature of our HIT by including
reference to “make believe”. Title B (“Jim, his friends and digital stuff to download”), de-
emphasized the fact that the HIT involved file sharing, terminology we thought might
seem overly technical to workers. Title C (“Jim, his friends and interesting stuff to down-
load”), which attempted to make the HIT generally attractive to a wide audience. We
also experimented with omitting our validation question in order to understand which
ones were important for maintaining high quality answers. We ran a version of our HIT
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Table 3A.1: Batch statistics for the five experimental conditions (varying title and validation questions) on
Mechanical Turk

Title Title Title Only No
A B C AnsEx PrefEx

#Rejected assignments 0 0 2 0 0
#Workers 25 22 19 17 20

Effective hourly rate $2.54 $2.08 $1.76 $3.13 $1.51
Run time 50h28m 13h45m 19h13m 15h55m 20h45m

Median arrival interval 67m36s 24m05s 18m41s 17m22s 35m06s

which only asked for an explanation of the answer to the evaluation questions (“Only
AnsEx”) as well as a HIT that asked for a personal preference, but did not ask for that
personal preference to be justified (“No PrefEx”). For completeness, we include a list of
the limitations of this experiment, necessarily imposed by its small scale and short du-
ration: We were able to control for temporal variation by starting each version of the HIT
at approximately the same time on consecutive weekdays. We did not control for dif-
ferences among weekdays or for the effects of holidays (for example, Title A ran the day
before the Thanksgiving holiday in the US and we are careful not to read too much into
its significantly longer runtime). We did not control for workers becoming acclimated
to us as a requester and thereby more inclined to do our HITs. We simply checked that
the number of workers that participated in multiple conditions remained limited (2–5).
In this way, we know that our results are not dominated by workers who are developing
strategies on how to approach the task from one HIT version to the next.

The following generalizations emerge from our investigation. First, all HITs yielded
serious results—in only two cases did we reject an assignment completed by a worker
due to blatant cheating. Second, the generally attractive title (Title C) seemed to attract
workers at a better rate, but needed a longer total run time than Title B. Only requiring
an explanation of the answer and not of personal opinion attracted workers quickly and
also improved the total running time. However, here we noticed that we attracted two
types of workers: first, workers who were taking the HIT seriously, spending relatively
long to complete it and giving thoughtful answers to AnsEx and, second, workers who
approached AnsEx with a “quick and dirty” strategy. Either these workers realized that
the same answer was more or less applicable to all 5 sets of ten filenames and copied
and pasted the same answer for each HIT-assignment that they completed or they fell
into trivial non-specific observations, such as “That’s what people share”. In order to
understand this effect, it is important to note that the wording of AnsEx was necessarily
affected by the removal of the personal preference question from the “Only AnsEx” con-
dition. It was no longer possible to ask for an explanation concerning the file that the
user had picked. Instead of the original wording, the question was changed to “Think
about the files that you thought were available for download. Why did you guess Jim
and his friends would have these files in their collection?” This relatively small change
meant that the question no longer targeted one specific file—the generality of the ques-
tion apparently was enough to encourage non-serious workers to apply cut and paste
strategies. Interestingly, the workers that answered the AnsEx question seriously in the
“Only AnsEx” version of the HIT gave more elaborate answers than the workers doing the
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version of the HIT that required them to answer multiple validation questions. Also in-
teresting was that the “No PrefEx” condition, which omitted the question requiring work-
ers to justify their personal interests, yielded thoughtful answers on the AnsEx question,
suggesting that the PrefEx question is not necessary. We would like to note that because
the number of workers was relatively small, a single worker with a particular style (e.g.,
tending to apply a matching strategy) could have an inordinately large influence on the
outcome of the experiment. If it is not possible to completely control for worker style, it
appears important to use a quite large pool of workers in order to ensure the generality
of results.

We ran the same set of experiments on other available crowdsourcing platforms to
make a cross-platform comparison. Gambit and Give Work did not yield any judgments
at all. This finding was largely independent of the financial reward offered. We conjec-
ture that the lack of uptake may be due to technical limitations (mobile device, etc.) or
a consequence of a different culture of HITs on these platforms. Samasource seems to
be a very difficult platform to use. There were several negative observations to be made
with our current experiment setup: Largely independent of title or question style we no-
tice a very high share of uncreative copy and paste answers. Additionally there seem to
be issues with their worker identification system as we have multiple submissions from
different worker ids, that were issued from the same IP address and contained identical
copy & paste answers. The very impressive exception to this trend was one worker from
Nairobi who provided extremely detailed, informed and well-written answers.

3A.6. CONCLUSIONS
We conclude that “high imaginative load” tasks can be successfully run on MTurk. The
key appears to be a combination of signaling to workers the unique nature of the task,
possibly quite different than tasks they generally choose, and at the same time making
each HIT-assignment require a highly individualized free-text justification response.
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A PEER’S-EYE VIEW: NETWORK

TERM CLOUDS IN A PEER-TO-PEER

SYSTEM

This is a companion chapter to the previous chapter in which the framing methodology is
put to use. Here, the methodology is used as part of an evaluation of a new browsing fea-
ture for a real-world retrieval system. We investigate term clouds that represent the content
available in a peer-to-peer (P2P) network. Such network term clouds are non-trivial to
generate in distributed settings. Our term cloud generator was implemented and released
in Tribler—a widely-used, server-free P2P system—to support users in understanding the
sorts of content available. Our evaluation and analysis focuses on three aspects of the
clouds: coverage, usefulness and accumulation speed. A live experiment demonstrates
that individual peers accumulate substantial network-level information, indicating good
coverage of the overall content of the system. The results of a user study carried out on
a crowdsourcing platform confirm the usefulness of clouds, showing that they succeed in
conveying to users information on the type of content available in the network. An analysis
of five example peers reveals that accumulation speeds of terms at new peers can support
the development of a semantically diverse term set quickly after a cold start. This work
represents the first investigation of term clouds in a live, 100% server-free P2P setting.

This chapter is published as Raynor Vliegendhart, Martha Larson, Christoph Kofler, and Johan Pouwelse.
A peer’s-eye view: network term clouds in a peer-to-peer system. In Proceedings of the 20th ACM interna-
tional conference on Information and knowledge management, pages 1909–1912. ACM, 2011 [102].
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3B.1. INTRODUCTION
New users encountering a search system can search more effectively if they have ap-
propriate expectations of the sort of content that can be found in the system. Tribler is
a real-world peer-to-peer (P2P) file-sharing system (downloadable from http://www.
tribler.org) that offers a search functionality [77]. We developed and implemented
a term cloud generator in order to promote successful searches by providing users with
an impression of the types of content available in the system. Informal observation of
user interaction patterns suggests that users having more experience with the Tribler
system formulate a greater number of successful queries. The term clouds are intended
to provide a quicker substitute for system interaction experience. If the clouds support
users in understanding which information needs Tribler can fulfill, it can be expected
that their queries better match the content of the system, leading, in the long term, to
higher satisfaction and better user retention rates.

The term clouds are generated using the frequency counts of terms extracted from
the names of files within the network that are accumulated at an individual peer by way
of the underlying process used to exchange information among peers. This paper inves-
tigates the question of whether effective term clouds reflecting overall network content
can be created in a distributed environment. We focus on three aspects: coverage, use-
fulness and accumulation speed. Note that this focus excludes investigation of cloud an-
imation. Here, we simply state that animation switches cloud views at regular intervals
to give the user the impression of the scope and dynamic development of the content
of the system. Analysis of use pattern statistics and long-term impact on the uptake of
Tribler are also left for future work.

In a completely distributed environment such as Tribler, building a network term
cloud is non-trivial. Within the network, content is stored not on a central server with a
‘bird’s-eye’ view, but rather at the individual peers. An individual peer can receive infor-
mation about content at other peers only by communicating with its direct neighbors.
In other words, in an environment that is 100% server free, the only view of the content
collection that is available is a ‘peer’s-eye’ view. In order for term clouds to be useful, the
communication between peers must provide fast and high-coverage information about
the content in the network. The key contribution of this paper is to demonstrate that
a server-free architecture does not prevent peers from generating clouds that provide a
global overview and are helpful for users.

After presenting background and related work, we report results of a live discovery
experiment investigating cloud coverage, i.e., how well ‘peer’s-eye’ clouds reflect network-
level content. Then, we investigate the usefulness of the clouds, i.e., their ability to con-
vey an impression of the content of the network to users, with a user study. Finally, we
examine the accumulation speed of the clouds with a qualitative analysis of the cold start
phase of example peers that reflects the experience of new users entering the network.
We finish with our conclusion and outlook.

3B.2. BACKGROUND AND RELATED WORK
The basic motivation for using term clouds to communicate the content of the system
to users derives from work on tag clouds, which shows that clouds support browsing

http://www.tribler.org
http://www.tribler.org
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and discovery [88]. Our term clouds contain mixed uni- and bi-gram terms. This de-
sign choice is based on studies showing user preference for bigram or mixed clouds [46],
which suggest that longer terms are easier for users to interpret. Since our aim is to in-
vestigate the viability of peer’s-eye clouds in a P2P setting, we do not focus on the specific
benefits derived from individual design characteristics of clouds, e.g., the use of terms vs.
tags or the benefits of mixing terms in clouds.

Understanding our network term cloud requires careful distinction between 100%
server free P2P systems and solutions with central dependencies. The presence of a cen-
tral component in the design of a P2P system allows a significant simplification of the
search set up, e.g., search in Napster using a central file index. In such a system, genera-
tion of term clouds is trivial. However, in a fully decentralized, i.e., 100% server free, P2P
system such as Tribler, there is no central point that can, e.g., aggregate term frequencies
and peers are required to propagate or search for information throughout the network.
Depending on its network topology, a P2P system can use different communication pro-
tocols based on, e.g., flooding [60]. Gossip-based algorithms [15] provide the relative
advantage of scalability and Tribler uses its own specific gossip protocol called Buddy-
cast [78]. Through the exchange of periodic Buddycast messages, a peer discovers other
peers and new content. Each message contains a list of live peers (divided into peers
similar to the sending peer and peers that have been selected randomly), a download
profile of the sending peer and a list of selected content hashes known by the sending
peer. When a peer finds a peer with a similar download profile or an unknown content
hash, it can connect to that peer or request the metadata of the file corresponding to
that hash. Note that although the similarity relationship between connected peers is a
distinguishing characteristic of Tribler, here, we exclude it from consideration in order
to ensure our results achieve better generalization beyond Tribler to server-free P2P in
general. If a peer downloads a file, it retrieves the file’s content using the BitTorrent pro-
tocol [14].

Work closely related to our own is limited, and arguably effectively restricted to a
single research effort, [31]. This work proposes an architecture for aggregation and rep-
resentation of information resources that enables tagging in a P2P network with a Dis-
tributed Hash Table (DHT) topology. A DHT is a structured P2P network in which nodes
and values are assigned a key through a hashing function and can be found using key-
based routing. The basic challenge, that of information aggregation in a distributed en-
vironment, faced in [31] is shared with our work. However, our work differs in that Tribler
is an unstructured P2P network, with greater flexibility and lower security risk. Further,
here, we focus on term discovery, while [31] investigates maintaining frequency approx-
imations of previously-known tags.

3B.3. NETWORK TERM CLOUDS
Network term clouds are created by extracting terms from the filenames and accumu-
lating raw counts. Peers acquire filenames from neighbors through torrent files and in
turn pass these torrent files along again. The collecting of torrent files is driven by the
Buddycast protocol, which allows peers to discover new content as described in the pre-
vious section. A torrent file contains metadata required for the BitTorrent protocol to
download an actual file [14]. The metadata includes the filename, size and integrity
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Figure 3B.1: Network term cloud: peer’s-eye view (two snapshots of the animated cloud in Tribler)

hashes. From a filename both unigram and bigram terms are extracted. The unigram
terms are obtained by tokenizing the filename using non-alphanumeric characters as
delimiters. English stopwords and unigrams shorter than three characters are ignored.
Bigram terms are constructed by joining the first two unigrams extracted from a file-
name, based on the assumption that the most important unigrams are at the beginning
of a filename. The extracted unigram and bigram terms are displayed together in a single
mixed cloud.

The network term cloud in Tribler is illustrated in Figure 3B.1, which pictures two
frames of the cloud, which is animated. Each frame of the animated term cloud shows
for five seconds a random sample of 13 terms from high, medium and low frequency
levels represented on three different tiers. The design decision to include three levels
of frequency enhances the user’s impression of the network content as evolving, since
new terms are low frequency and would be completely excluded from the cloud, had
frequency been the sole criterion for inclusion in the cloud. We restrict ourselves here
mentioning the tiers, but do not investigate them further in the current work. The net-
work term cloud can be observed live by downloading and installing Tribler; as an alter-
native we provide a demonstration video: http://youtu.be/hZeQlf5V8tA.

3B.4. LIVE TERM DISCOVERY EXPERIMENT
The first aspect of the network term cloud we investigate is coverage. We carry out a live
experiment within the Tribler network whose aim is to discover whether peer’s-eye views
of the network are mutually exclusive or whether the coverage of terms accumulated at a
peer is substantial enough to support the generation of a cloud representing the overall
content of the network. We acquired filenames at each of a pool of 30 peers under our
control during their normal operation within the P2P system over an extended period of
time (ca. 671 hours) and extracted terms from them. The 30 peers were started in succes-
sion on a single machine, joined the network, and only executed Buddycast to discover
new peers and new content. Our peers did not initiate any downloads and did not build
up a download profile. In this way, we ensured that they only connected to random and
not semantically similar peers, as mentioned above. During the whole experiment they
did not leave the system.

In Figure 3B.2, discovery of terms from filenames is illustrated over time for the first
four hours of the experiment. Each line represents the intersection of the number of
terms discovered by a given number of peers, with the bottom line showing terms dis-

http://youtu.be/hZeQlf5V8tA
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Figure 3B.2: Peer-level discovery of terms over time

covered by all peers. This figure yields several important insights. First, peers are far from
discovering mutually exclusive term sets in the network, but rather a large overlap can be
seen between the term sets that accumulate at the individual peers. Recall, that it is not
possible to collect a complete global view of network content and that we approximate
this view using the pool of peers under our control. In particular, we assume that terms
discovered by at least one of the peers are representative of the overall content of the
system. Figure 3B.2 shows that peers in our pool discover a substantial proportion of the
global term set. Second, the system does not reach a steady state, but rather the number
of terms discovered by a single peer keeps growing and the other peers never converge
with respect to the composition of their term sets. The growth reflects the constant en-
try of new content into the system. Although only the first four hours are pictured in
Figure 3B.2, the parallel growth trend is displayed during the entire collection interval of
ca. 671 hours. Note that the flatness of the lowest lines in Figure 3B.2 before ca. 0.4 hours
can be attributed to the sequential startup of the peers. In order to get better insight on
the early startup phase of peers, we will return later to investigate term accumulation
immediately after the cold start of a peer.

We carried out an additional analysis to investigate the nature of those terms that
are discovered by some peers, and thus assumed to belong to the global view, but not
by others. In particular, we are interested in determining whether individual peers are
likely to miss high frequency terms, under the assumption that such terms are the most
important for characterizing the network-level collection. Figure 3B.3 plots the proba-
bility that a term will fail to be discovered by one of the peers in our pool against the
global frequency of that term estimated using the peer pool at two time-points in the
life of a peer: a relatively immature (4 hours) and a mature (24 hours) stage. The exact
times were chosen according to Tribler-specific considerations: four hours is the small-
est resolution with which we can observe peers entering and leaving the network and
24 hours is the point at which Tribler considers the startup phase to have ended and
switches messaging to a lower rate. We use Figure 3B.3 to draw important general con-
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Figure 3B.3: Term discovery failure vs. term frequency

clusions. First, it can be seen that the terms the most likely to be missed are in general
low frequency terms. For high frequency terms, the miss probability approaches zero.
Second, although the mature peer has fewer terms with high miss probabilities, the dif-
ference with the immature peer is not staggering, suggesting that the discovery process
is already effective early in the life of a peer. In sum, the ‘peer’s-eye’ view does not vary
radically from peer to peer and does well in approximating the ‘bird’s-eye’ view, generally
missing a relatively restricted set of lower frequency terms.

3B.5. USER STUDY
The second aspect of the network term cloud we investigate is usefulness. We performed
a user study to investigate the question of whether term clouds can act as a surrogate for
user experience with Tribler. We measure understanding of the collection in terms of the
ability of a user to classify a file as either available or not available in Tribler. Informal ob-
servation of user interaction patterns provides evidence that a preponderance of Tribler
queries correspond to known item search needs. We assume that the ability of a user
to predict the availability of a file in Tribler reflects the ability to formulate successful
searches.

We carried out experiments using Amazon Mechanical Turk (http://www.mturk.
com), a crowdsourcing platform providing access to a pool of workers. Details of the
study design and set up, including the crowdsourcing quality control mechanism to en-
sure serious user study participants, are described in [101]. The study investigates two
conditions: no-cloud, in which the subject is presented with a mockup and a basic de-
scription of the system, and with-cloud, in which the subject is additionally presented
with a series of five term clouds, such as they would be viewed (in animated sequence)
in the system. The clouds were selected randomly using the set of terms that had been
discovered after four hours by a typical peer chosen from our peer pool.

The file list we ask the subjects of the user study to classify consists of 100 filenames,
half drawn from the Tribler system and half fake. The fake filenames were generated to
represent types of content that were chosen by a panel of ‘expert’ users with extensive
Tribler experience. They correspond to five categories clearly not represented in the Tri-
bler system: ‘home videos’, ‘news’ and ‘how-to videos’, ‘commercials’ and ‘sports’. The
real filenames represented types of potentially findable content: ‘TV’, ‘movies’, ‘music’,
‘software’ and ‘books’. The basis of the fake filenames were titles of existing videos from

http://www.mturk.com
http://www.mturk.com
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Table 3B.1: User filename prediction (%correct)

no-cloud with-cloud
real 57.0% 63.1%

TV 66.3% 63.8%
movies 59.5% 69.5%†

music 59.5% 65.5%
software 50.5% 63.5%†

books 45.0% 55.0%†

fake 51.9% 52.1%
home videos 53.5% 49.5%
news 61.5% 61.5%
how-to 55.5% 61.0%
commercials 51.7% 42.5%
sports 33.8% 45.5%†

all 54.5% 57.6%†

†Statistically significant improvement, Pearson’s χ2 test (α= 0.05)

popular websites and titles of news items. The titles were modified to resemble the file-
names of the real files, such that the difference between the two was disguised. This was
done by adding plausible group names, format extensions and format specifications to
the title.

In total, 184 workers took part in the user study, making a total of 4000 classifica-
tion decisions divided over the 100 filenames. Subjects were first offered the no-cloud
and then the with-cloud condition; they could participate in one or both conditions—
offering this option effectively gave us access to more subjects. The filenames in each
condition were mutually exclusive, but chosen to be comparable. Accuracy in the no-cloud
condition was 54.5% and rose to 57.6% in the with-cloud condition (Table 3B.1), a sig-
nificant improvement according to Pearson’s χ2 test (α= 0.05). The above-random per-
formance in the no-cloud condition reflects assumptions that the users make about the
content of the system from their prior file-sharing experience and the short description
of the task. Out of 92 workers, 28 explicitly referred to the cloud when they were asked to
justify one of their classification decisions, confirming that the clouds were consulted.
Statistically significant improvements of the with-cloud over the no-cloud condition
were observed in four categories: ‘movies’, ‘software’, ‘books’ and ‘sports’. These results
suggest that users do indeed gain an impression of the system content via the term cloud.
The effect measured here is subtle, however, combined with aspects not yet studied here
(e.g., use of cloud to support browsing, volume of user clicks) has a potential to increase
user satisfaction with the system. Gains in specific categories less conventionally asso-
ciated with file sharing (e.g., books) make term clouds particularly valuable for our P2P
system.

3B.6. COLD START ANALYSIS
The final aspect of the network term cloud we investigate is accumulation speed. We ex-
amine the cold start phase of five example peers from our pool with the aim of gaining an
impression of the potential of very young clouds to be helpful to users, an issue assumed
to be important for retention of new Tribler users. Our analysis procedure is based on
the insight that it is not necessary for two clouds to be exactly identical in order to be
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Figure 3B.4: Semantic diversity of term clouds

equally useful to the user. For this reason, we concentrate not on the identities of cloud
terms, but rather on their semantic diversity. We take diversity to reflect the ability of the
clouds to convey an impression of the variety and scope of the content available in the
network. We assume that certain terms in the cloud trigger users to infer the presence
of certain types of content in the system. In particular, we focus on the categories of
content known to exist in the system and used in the user study. For each of the terms
in example clouds from our five peers, we make a best guess on which category it might
reflect. In the case of TV vs. movies, it is often difficult to make a single best guess and in
this case we label the term with a combined TV/movie category. Figure 3B.4 shows the
distribution of the terms over the categories in the clouds at four points along the life of
the peer (2min, 10min, 4h and 24h). Between 2min and 10min clouds become mature
enough to contain a full set of 13 terms. Although not all categories are present in the
youngest (2min) clouds, the diversity is still good. Further, clouds at peers older than
10min are not radically more diverse, suggesting that very young clouds can be just as
effective as mature clouds.

3B.7. CONCLUSION AND OUTLOOK
We have demonstrated that information aggregated at a single peer within a distributed
system is adequate to support generation of term clouds that provide a user with use-
ful information about the content of the system. Since the Tribler client attracts heavy
use—it has been downloaded more than 800,000 times within the last five years—even
a small or modest improvement in users’ understanding of the system has the potential
to lead to a large impact in terms of improved query success and better user experience.
Further, communication of an impression of the global content of a P2P network to users
is critical as P2P moves into new domains, since it helps users to quickly shake outdated
assumptions about the nature of the items being shared by file sharing. Future work
will involve analysis of the click behavior of users interacting with the term cloud and
will shed light on the details of cloud use, particularly on the ability of clouds to support
browsing and discovery and to improve the retention of new users of the system.
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4A
DISCOVERING USER PERCEPTIONS

OF SEMANTIC SIMILARITY IN

NEAR-DUPLICATE MULTIMEDIA

FILES

The focus of this chapter is on elicitation techniques for obtaining useful responses from
the crowd. The motivation behind this chapter’s work is to fuel the design of a new feature
for presenting search results in a retrieval system. Evaluation of this feature is presented
in the next chapter. Here, we address the problem of discovering new notions of user-
perceived similarity between near-duplicate multimedia files. We focus on file-sharing,
since in this setting, users have a well-developed understanding of the available content,
but what constitutes a near-duplicate is nonetheless nontrivial. We elicited judgments of
semantic similarity by implementing triadic elicitation as a crowdsourcing task and ran
it on Amazon Mechanical Turk. We categorized the judgments and arrived at 44 different
dimensions of semantic similarity perceived by users. These discovered dimensions can
be used for clustering items in search result lists. The challenge in performing elicitations
in this way is to ensure that workers are encouraged to answer seriously and remain en-
gaged.

This chapter is published as Raynor Vliegendhart, Martha Larson, and Johan Pouwelse. Discovering user
perceptions of semantic similarity in near-duplicate multimedia files. In Proceedings of the 1st Interna-
tional Workshop on Crowdsourcing Web Search, pages 54–58. CEUR-WS.org, April 2012 [104].
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4A.1. INTRODUCTION
Crowdsourcing platforms make it possible to elicit semantic judgments from users.
Crowdsourcing can be particularly helpful in cases in which human interpretations are
not immediately self evident. In this paper, we report on a crowdsourcing experiment
designed to elicit human judgments on semantic similarity between near duplicate mul-
timedia files. We use crowdsourcing for this application because it allows us to easily col-
lect a large number of human similarity judgments. The major challenge we address is
designing the crowdsourcing task, which we ran on Amazon Mechanical Turk, to ensure
that the workers from whom we elicit judgments are both serious and engaged.

Multimedia content is semantically complex. This complexity means that it is dif-
ficult to make reliable assumptions about the dimensions of semantic similarity along
which multimedia items can resemble each other, i.e., be considered near duplicates.
Knowledge of such dimensions is important for designing retrieval systems. We plan ul-
timately to use this knowledge to inform the development of algorithms that organize
search result lists. In order to simplify the problem of semantic similarity, we focus on
a particular area of search, namely, search within file-sharing systems. We choose file-
sharing, because it is a rich, real-world use scenario in which user information needs are
relatively well constrained and users have a widely-shared and well-developed under-
standing of the characteristics of the items that they are looking for.

Our investigation is focused on dimensions of semantic similarity that go beyond
what is depicted in the visual channel of the video. In this way, our work differs from
other work on multimedia near duplicates that puts its main emphasis on visual con-
tent [6]. Specifically, we define a notion of near duplicate multimedia items that is re-
lated to the reasons for which users are searching for them. By using a definition of
near duplicates that is related to the function or purpose that multimedia items fulfill for
users, we conjecture that we will be able arrive at a set of semantic similarities that will
reflect user search goals and in this way be highly suited for use in multimedia retrieval
results lists.

The paper is organized as follows. After presenting background and related work in
Section 4A.2, we describe the crowdsourcing experiment by which we elicit human judg-
ments in Section 4A.3. The construction of the dataset used in the experiment is given
in Section 4A.4. Direct results of the experiment and the derived similarity dimensions
are discussed in Section 4A.5. We finish with conclusions in Section 4A.6.

4A.2. BACKGROUND AND RELATED WORK

4A.2.1. NEAR-DUPLICATES IN SEARCH RESULTS

Well-organized search results provide an easy means for users to overview search re-
sults lists. A simple, straightforward method of organization groups together similar re-
sults and represents each group with a concise surrogate, e.g., a single representative
item. Users can then scan a shorter list of groups, rather than a longer list of individ-
ual result items. Hiding near duplicate items in the interface is a specific realization of
near-duplicate elimination, which has been suggested in order to make video retrieval
more efficient for users [111]. Algorithms that can identify near duplicates can be used
to group items in the interface. One of the challenges in designing such algorithms is be-
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Figure 4A.1: One of the triads of files and the corresponding question as presented to the workers.

ing able to base them on similarity between items as it is perceived by users. Clustering
items with regard to general overall similarity is a possibility. However, this approach is
problematic since items are similar in many different ways at the same time [39]. Instead,
our approach, and the ultimate aim of our work, is to develop near-duplicate clustering
algorithms that are informed by user-perceptions of dimensions of semantic similarity
between items. We assume that these algorithms stand to benefit if they draw on a set of
possible dimensions of semantic similarity that is as large as possible.

Our work uses a definition of near duplicates based on the function they fulfill for the
user:

Functional near-duplicate multimedia items are items that fulfill the same
purpose for the user. Once the user has one of these items, there is no addi-
tional need for another.

In [111], one video is deemed to be a near duplicate of another if a user would clearly
identify them as essentially the same. However, this definition is not as broad as ours,
since only the visual channel is considered.

Our work is related to [12], which consults users to find whether particular semantic
differences make important contributions to their perceptions of near duplicates. Our
work differs because we are interested in discovering new dimensions of semantic simi-
larity rather than testing an assumed list of similarity dimensions.

4A.2.2. ELICITING JUDGMENTS OF SEMANTIC SIMILARITY
We are interested in gathering human judgments on semantic interpretation, which in-
volves the acquisition of new knowledge on human perception of similarity. Any thought-
ful answer given by a human is of potential interest to us. No serious answer can be
considered wrong.

The technique we use, triadic elicitation, is adopted from psychology [26], where it
is used for knowledge acquisition. Given three elements, a subject is asked to specify in
what important way two of them are alike but different from the third [48]. Two reasons
make triadic eliciation well suited for our purposes. First, being presented with three
elements, workers have to abstract away from small differences between any two specific
items, which encourages them to identify those similarities that are essential. Second,
the triadic method is found to be cognitively more complex than the dyadic method [9],
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supporting our goal of creating an engaging crowdsourcing task by adding a cognitive
challenge.

A crowdsourcing task that involves the elicitation of semantic judgments differs from
other tasks in which the correctness of answers can be verified. In this way, our task re-
sembles the one designed in [92], which collects viewer-reported judgments. Instead of
verifying answers directly, we design our task to control quality by encouraging workers
to be serious and engaged. We adopt the approach of [92] of using a pilot HIT to recruit
serious workers. In order to increase worker engagement, we also adopt the approach
of [21], which observes that open-ended questions are more enjoyable and challenging.

4A.3. CROWDSOURCING TASK

The goal of our crowdsourcing task is to elicit the various notions of similarity perceived
by users of a file-sharing system. This task provides input for a card sort, which we carry
out as a next step (Section 4A.5.2) in order to derive a small set of semantic similarity di-
mensions from the large set of user-perceived similarities we collect via crowdsourcing.

The crowdsourcing task aims to achieve workers’ seriousness and engagement with
judicious design decisions. Our task design places particular focus on ensuring task
credibility. For example, the title and description of the pilot makes clear the purpose
of the task, i.e., research, and that the workers should not expect a high volume of work
offered. Further, we strive to ensure that workers are confident that they understand
what is required of them. We explain functional similarity in practical terms, using easy-
to-understand phrases such as “comparable”, “like”, and “for all practical purposes the
same”. We also give consideration to task awareness by including questions in the re-
cruitment task designed to determine basic familiarity with file-sharing and interest level
in the task.

4A.3.1. TASK DESCRIPTION

The task consists of a question, illustrated by Figure 4A.1, that is repeated three times,
once for three different triads of files. For each presented triad, we ask the workers to
imagine that they have downloaded all three files and to compare the files to each other
on a functional level. The file information shown to the workers is taken from a real file-
sharing system (see the description of the dataset in Section 4A.4) and are displayed as
in a real-world system, with filename, file size and uploader. The worker is not given the
option to view the actual files, reflecting the common real file-sharing scenario in which
the user does not have the resources (e.g., the time) to download and compare all items
when scrolling through the search results.

The first section of the question is used to determine whether it is possible to define a
two-way contrast between the three files. We use this section to eliminate cases in which
files are perceived to be all the same or all different. This is following the advice on when
not to use triadic elicitation that is given in [82]. Specifically, we avoid forcing a contrast
in cases where it does not make sense.

The following triad is an example of a case in which a two-way contrast should not
be forced:
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Despicable Me The Game
VA-Despicable Me (Music From The Motion Picture)
Despicable Me 2010 1080p

These files all bear the same title. If workers were forced to identify a two-way contrast,
we would risk eliciting differences that are not on the functional level, e.g., “the second
filename starts with a V while the other two start with a D”. Avoiding nonsense questions
also enhances the credibility of our task.

In order to ensure that the workers follow our definition of functional similarity in
their judgment, we elaborately define the use-case of the three files in the all-same and
all-different options. We specify that the three files are the same when someone would
never need all of them. Similarly, the three files can be considered to be all different
from each other if the worker can think of an opposite situation where someone would
want to download all three files. Note that emphasizing the functional perspective of
similarity guides workers away from only matching strings and towards considering the
similarity of the underlying multimedia items. Also, we intend the elaborate description
to discourage workers to take the easy way out, i.e., selecting one of the first two options
and thereby not having to contrast files.

Workers move on to the second section only if they report it is possible to make a two-
way contrast. Here they are asked to indicate which element of the triad differs from the
remaining two and to specify the difference by answering a free-text question.

4A.3.2. TASK SETUP
We ran two batches of Human Intelligence Tasks (HITs) on Amazon Mechanical Turk on
January 5th, 2011: a recruitment HIT and the main HIT. The recruitment HIT consisted
of the same questions as the regular main HIT (Section 4A.3.1) using three triads and
included an additional survey. In the survey, workers had to tell whether they liked the
HIT and if they wanted to do more HITs of this type. If the latter was the case, they had to
supply general demographic information and report their affinity with file-sharing and
online media consumption.

The three triads, listed below, were selected from the portion of the dataset (Sec-
tion 4A.4) reserved for validation. We selected examples for which at least one answer
was deemed uncontroversially wrong and the others acceptable.

• Acceptable to consider all different or to consider two the same and one different:

Desperate Housewives s03e17 [nosubs]
Desperate Housewives s03e18 [portugese subs]
Desperate Housewives s03e17 [portugese subs]

Here, we disallowed the option of considering all files to be comparable. For in-
stance, someone downloading the third file would also want to have the second
file as these represent two consecutive episodes from a television series.

• Acceptable to consider all different:

Black Eyed Peas - Rock that body
Black Eyed Peas - Time of my life
Black Eyed Peas - Alive
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Here, we disallowed the option of considering all files to be comparable as one
might actually want to download all three files. For the same reason, we also dis-
allowed the option of considering two the same and one different.

• Acceptable to consider all same or to consider two the same and one different:

The Sorcerers Apprentice 2010 BluRay MKV x264 (8 GB)
The Sorcerers Apprentice CAM XVID-NDN (700 MB)
The Sorcerers Apprentice CAM XVID-NDN (717 MB)

Here, we disallowed the option of considering all files different. For instance, some-
one downloading the second file would not also download the third file as these
represent the same movie of comparable quality.

The key idea here is to check whether the workers understood the task and are taking it
seriously, while at the same time not to exclude people who do not share a a similar view
onto the world as us. To this end, we aim to choose the least controversial cases and also
admit more than one acceptable answers.

We deemed the recruitment HIT to be completed successfully if the following condi-
tions were met:

• No unacceptable answers (listed above) were given in comparing files in each triad.

• The answer to the free-text question provided evidence that the worker general-
ized beyond the filename, i.e., they compared the files on a functional level.

• All questions regarding demographic background were answered.

Workers who completed the recruitment HIT, who expressed interest in our HIT, and
who also gave answers that demonstrated affinity with file sharing, were admitted to the
main HIT.

The recruitment HIT and the main HIT ran concurrently. This allowed workers who
received a qualification to continue without delay. The reward for both HITs was $0.10.
The recruitment HIT was open to 200 workers and the main HIT allowed for 3 workers
per task and consisted of 500 tasks in total. Each task contained 2 triads from the test
set and 1 triad from the validation set. Since our validation set (Section 4A.4) is smaller
than our test set, the validation triads were recycled and used multiple times. The order
of the questions was randomized to ensure the position of the validation question was
not fixed.

4A.4. DATASET
We created a test dataset of a 1000 triads based on popular content on The Pirate Bay
(TPB),1 a site that indexes content that can be downloaded using the BitTorrent [14] file-
sharing system. We fetched the top 100 popular content page on December 14, 2010.
From this page and further queried pages, we only scraped content metadata, e.g., file-
name, file size and uploader. We did not download any actual content for the creation of
our dataset.

1http://thepiratebay.com

http://thepiratebay.com
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Table 4A.1: Dimensions of semantic similarity discovered by categorizing crowdsourced judgments

Different movie vs. TV show Different movie
Normal cut vs. extended cut Movie vs. trailer
Cartoon vs. movie Comic vs. movie
Movie vs. book Audiobook vs. movie
Game vs. corresponding movie Sequels (movies)
Commentary document vs. movie Soundtrack vs. corresponding movie
Movie/TV show vs. unrelated audio album Movie vs. wallpaper
Different episode Complete season vs. individual episodes
Episodes from different season Graphic novel vs. TV episode
Multiple episodes vs. full season Different realization of same legend/story
Different songs Different albums
Song vs. album Collection vs. album
Album vs. remix Event capture vs. song
Explicit version Bonus track included
Song vs. collection of songs+videos Event capture vs. unrelated movie
Language of subtitles Different language
Mobile vs. normal version Quality and/or source
Different codec/container (MP4 audio vs. MP3) Different game
Crack vs. game Software versions
Different game, same series Different application
Addon vs. main application Documentation (pdf) vs. software
List (text document) vs. unrelated item Safe vs. X-Rated

Users looking for a particular file normally formulate a query based on their idea
of the file they want to download. Borrowing this approach, we constructed a query
for each of the items from the retrieved top 100 list. The queries were constructed au-
tomatically by taking the first two terms of a filename, ignoring stop words and terms
containing digits. This resulted in 75 unique derived queries.

The 75 queries were issued to TPB on January 3, 2011. Each query resulted in be-
tween 4 and 1000 hits (median 335) and in total 32,773 filenames were obtained. We
randomly selected 1000 triads for our test dataset. All files in a triad correspond to a sin-
gle query. Using the same set of queries and retrieved filenames, we manually crafted
a set of 28 triads for our validation set. For each of the triads in the validation set, we
determined the acceptable answers.

4A.5. RESULTS

4A.5.1. CROWDSOURCING TASK
Our crowdsourcing task appeared to be attractive and finished quickly. The main HIT
was completed within 36 hours. During the run of the recruitment HIT, we handed out
qualifications to 14 workers. This number proved to be more than sufficient and caused
us to decide to stop the recruitment HIT prematurely. The total work offered by the main
HIT was completed by eight of these qualified workers. Half of the workers were ea-
ger and worked on a large volume of assignments (between 224 and 489 each). A quick
look at the results did not raise any suspicions that the workers were under-performing
compared to their work on the recruitment HIT. We therefore decided not to use the
validation questions to reject work. However, we were still curious as to whether the
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eager workers were answering the repeating validation questions consistently. The re-
peated answers allowed us to confirm that the large volume workers were serious and
not sloppy. In fact, the highest volume worker had perfect consistency.

The workers produced free-text judgments for 308 of the 1000 test triads. The other
692 triads consisted of files that were considered either all different or all similar. Work-
ers fully agreed on which file differed from the other two for 68 of the 308 triads. Only two
judgments out of the three given judgments agreed which file was different for 93 triads.
For the remaining 147 triads no agreement was reached. Note that whether an agree-
ment was reached is not of direct importance to us since we are mainly interested in just
the justifications for the workers’ answers, which we use to discover the new dimensions
of semantic similarity.

4A.5.2. CARD SORTING THE HUMAN JUDGMENTS
We applied a standard card sorting technique [82] to categorize the explanations for the
semantic similarity judgments that the workers provided in the free-text question. Each
judgment was printed on a small piece of paper and similar judgments were grouped
together into piles. Piles were iteratively merged until all piles were distinct and further
merging was no longer possible. Each pile was given a category name reflecting the basic
distinction described by the explanations. To list three examples: the pile containing
explanations like

“The third item is a Hindi language version of the movie.”

“This is a Spanish version of the movie represented by the other two”

was labeled as different language; the pile containing

“This is the complete season. The other 2 are the same single episode in the
season.”

“This is the full season 5 while the other two are episode 12 of season 5”

was labeled complete season vs. individual episodes; and the pile containing

“This is a discography while the two are movies”

“This is the soundtrack of the movie while the other two are the movie.”

was labeled soundtrack vs. corresponding movie.

The list of categories resulting from the card sort is listed in Table 4A.1. We found 44
similarity dimensions, many more than we had anticipated prior to the crowdsourcing
experiment. The large number of unexpected dimensions we discovered support the
conclusion that the user perception of semantic similarity among near duplicates is not
trivial. For example, the “commentary document versus movie” dimension, which arose
from a triad consisting of two versions of a motion picture and a text document that
explained the movie, was particularly surprising, but nonetheless important for the file-
sharing setting.
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Generalizing our findings in Table 4A.1, we can see that most dimensions are based
on different instantiations of particular content (e.g., quality and extended cuts), on the
serial nature of content (e.g., episodic), or on the notion of collections (e.g., seasons and
albums). These findings and generalizations will serve to inform the design of algorithms
for the detection of near duplicates in results lists in future work.

4A.6. CONCLUSION
In this work, we have described a crowdsourcing experiment that discovers user-perceived
dimensions of semantic similarity among near duplicates. Launching an interesting task
with the focus on engagement and encouraging serious workers, we have been able to
quickly acquire a wealth of different dimensions of semantic similarity, which we other-
wise could not have thought of. Our future work will involve expanding this experiment
to encompass a larger number of workers and other multimedia search settings. Our
experiment opens up the perspective that crowdsourcing can be used to gain a more so-
phisticated understanding of user perceptions of semantic similarity among multimedia
near-duplicate items.
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4B
CROWDSOURCED USER INTERFACE

TESTING FOR MULTIMEDIA

APPLICATIONS

Whereas the previous chapter used crowdsourcing to collect different perspectives on se-
mantic similarity for designing a user interface feature in a retrieval system, this compan-
ion chapter uses crowdsourcing to test that feature’s implementation. Normally, evalua-
tion of an application user interface is carried out in a conventional lab environment, but
this form of evaluation is a costly and time-consuming process. In this chapter, we show
that it is feasible to carry out A/B tests for a multimedia application through Amazon’s
crowdsourcing platform Mechanical Turk involving hundreds of workers at low costs. We
let workers test user interfaces within a remote virtual machine that is embedded within
the crowdsourcing task interface and we show that technical issues that arise in this ap-
proach can be overcome.

This chapter is published as Raynor Vliegendhart, Eelco Dolstra, and Johan Pouwelse. Crowdsourced user
interface testing for multimedia applications. In Proceedings of the ACM multimedia 2012 workshop on
Crowdsourcing for multimedia, pages 21–22. ACM, 2012 [98]. An extension of this work containing compre-
hensive details on the test framework’s prototype is published as Eelco Dolstra, Raynor Vliegendhart, and
Johan Pouwelse. Crowdsourcing GUI tests. In IEEE Sixth International Conference on Software Testing,
Verification and Validation (ICST), pages 332–341, March 2013 [18].
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4B.1. INTRODUCTION
Conducting an experiment to test an application’s user interface is a costly and time-
consuming process. A lab setting is needed in which the experimenter has full con-
trol over the environment and technical setup and in which the participants can be in-
structed. This generally means the experimenter can only accomodate a small number
of user subjects at a time due to limited capacity. Furthermore, in order to draw statisti-
cally significant conclusions, a large number of participants is needed. Hence, conven-
tional usability studies do not scale well.

In this paper, we show that it is technically feasible to conduct a large scale usability
study on Amazon’s Mechanical Turk crowdsourcing platform (http://www.mturk.com)
involving hundreds of participants at low costs. In our approach, we face the challenge
of no longer having full control over the experiment. While we can maintain control
over the technical setup (OS, browser, etc.) that is running the application under test, we
cannot control the environment in which the worker is performing the task. We show,
however, that we can design usability studies to accommodate for this lack of control.

While user interfaces of web pages are already being evaluated on Mechanical Turk
using services like TryMyUI (http://www.trymyui.com), our work allows any applica-
tion’s user interface to be tested by workers from a crowdsourcing platform. We have
implemented a prototype that presents Mechanical Turk workers a display of a virtual
machine (VM) embedded within the web page of the Human Intelligence Task (HIT).
This VM runs the graphical user interface (GUI) under test on a server operated by the
experimenter, ensuring we have full control over the technical setup. Workers can inter-
act with the GUI using the keyboard and mouse and are asked to execute a series of steps
as described by the HIT (Figure 4B.1). These steps are visually recorded by the VM. The
resulting video can be used by developers for analysis, e.g., in case workers reported any
problems.

To test whether our prototype can be used for usability studies, we ran A/B tests [51]
for variants of Tribler, a multimedia sharing application [118]. In this usability study, we
evaluated whether an experimental user interface feature inspired by previous work [104]
would help users in finding multimedia content faster.

Implementation details of our prototype are outside the scope of this paper and are
reserved for future publications. Some of the collected statistics that we present here
are from a larger study which this work is part of. The focus of the larger study is not
limited to usability studies, but also includes semi-automated continuous (e.g., periodic)
testing.

The structure of this paper is as follows. We first describe technical factors that im-
pact the HIT design and affect the testing of user interfaces (Section 4B.2). We then dis-
cuss the design and the results of our usability study (Section 4B.3). Finally, we summa-
rize our findings (Section 4B.4).

4B.2. TECHNICAL FACTORS
In a conventional lab setting, the experimenter has the opportunity to eliminate any
environmental factors that may have an impact on the results of an experiment. In
our approach, the experimenter only has full control over the technical setup running

http://www.mturk.com
http://www.trymyui.com
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the user interface that needs to be tested. We cannot control for technical factors that
play a role when workers are connecting to one of the remote virtual machines, such
as: a) Bandwidth of the worker’s connection; b) Latency of the worker’s connection;
and c) Screen resolution of the worker’s display. We collected this information on each
worker’s technical setup as well as each worker’s location in our larger evaluation study
on crowdsourced GUI testing. The study involved 398 unique workers submitting 700
assignments from 32 different countries.

We found that our workers generally had a fairly slow Internet connection. Their
connections had a median download speed of 48 KiB/s and had an average ping of 260
milliseconds. This factor has an effect on the task completion time, which needs to be
accounted for when completion time is a key element in the usability study.

We also found that our workers were using low resolution displays. The majority of
the workers had a 1024x768 (25.3%), 1366x768 (20.7%) or 1280x800 (11.8%) screen. To
accommodate for these screens, the display of the VM should also be small. If it is too
large, the worker cannot see both the embedded VM and the HIT’s instructions simul-
taneously, which negatively impacts the worker’s workflow. We therefore chose to use a
resolution of 640x480 for the usability study which we describe in the next section.

4B.3. USABILITY STUDY
One aspect of usability is efficiency, e.g., how quickly can a user carry out a specific task.
If our crowdsourced user interface testing approach were to be feasible, it is required that
task completion times measured during experiments are reliable and are not influenced
by external factors. However, as we have seen, there is a large variance in worker con-
nection speeds (Section 4B.2) which could cause a large variance in the task completion
time.

To test whether we can detect significant differences in task completion times, we
focused on A/B testing for the usability study. Workers were instructed to issue several
specific queries to find and download multimedia content in Tribler. The VM server
presented connecting workers either variant A or variant B of the Tribler application.
The application was instrumented to log the time between each query and download
action. We modified variant B to include an artificial delay of 2 seconds in displaying
search results, expecting that each query-download task would take 2 seconds longer
when compared to variant A.

We launched a HIT of 100 assignments (and thus 100 workers), which took 28h58m
to complete and costed a total of US$25. This yielded 354 and 330 measurements for
variant A (normal) and B (delayed), respectively. The median interval between search-
ing and downloading was 19.6s for variant A and 21.7s for variant B , conforming to the
artificial 2 second delay that was introduced in variant B . The same was not observed for
the arithmetic mean due to extreme outliers in variant A (max: 748.9s), but discarding
the 25% highest measurements to account for skew resulted in a statistically significant
difference between the two trimmed arithmetic means (Student t-test, P = 0.049). We
thus conclude that the variance on connection speeds is not an issue.

Following this conclusion, we repeated the experiment to evaluate a new feature.
This time, variant B contained an experimental Tribler feature called “bundling”. This
feature groups related search results together based on one of a few different notions
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of similarity inspired by earlier work [104] such as filename or size, but we found no
statistical difference in task completion time. The second HIT took 28h38m to complete.
Thus the total runtime of both HITs was less than three days and costed in total only
US$50.

4B.4. CONCLUSIONS
In this paper, we have shown that it is feasible to carry out A/B tests for a multimedia
application on Mechanical Turk. While technical factors impact the design of the HIT
and the usability study, we can account for them. Using our approach, we have been
able to involve hundreds of workers to evaluate an experimental user interface feature
within a few days at reasonably low costs.
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Figure 4B.1: An example of a GUI testing HIT as it appears in a worker’s web browser. The steps are shown
below the embedded VM’s display.
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5
EXPLOITING THE DEEP-LINK

COMMENTSPHERE TO SUPPORT

NON-LINEAR VIDEO ACCESS

This chapter builds upon the foundation that the previous chapters have laid down. With
this foundation in place, the chapter employs the crowdsourcing methodologies from past
chapters for developing a crowd-informed typology of explicit expressions in the form of
user comments that could improve search results in a retrieval systems. Specifically, we
investigate the usefulness of deep links. Deep links are time-coded comments with which
viewers express their reactions to the content at specific time-points of a video that they
find noteworthy. The rationale underlying our work is that deep links can open up an
interesting new perspective on the relevance of a video, namely focusing on individual
video segments, in addition to the existing ones that typically concern a video as a whole.
In this perspective, deep-link comments provide non-linear access to videos via their time-
codes, which can match alternate dimensions of user needs that extend beyond topical
and affective relevance. We explore the different types of deep-link comments and develop
a Viewer Expressive Reaction Variety (VERV) typology that captures how viewers deep-
link on YouTube. We validate this typology through a user study on Amazon Mechanical
Turk to show that it is a typology human annotators can agree upon. We then demonstrate
through experiments that deep-link comments can automatically be classified into VERV
categories and show the potential of our proposed usage of deep-link comments for video
search through a user study.

This chapter is published as Raynor Vliegendhart, Martha Larson, Babak Loni, and Alan Hanjalic. Exploit-
ing the deep-link commentsphere to support non-linear video access. IEEE Transactions on Multimedia,
17(8):1372–1384, 2015 [103].
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5.1. INTRODUCTION
A conventional video search engine, such as the YouTube engine, imposes two con-
straints that limit its ability to respond to users’ queries. First, search-engine internal
representations of videos conventionally admit only topic-based matches with queries.
In other words, the videos in the search result list are selected for their topical relevance
to users’ information needs, but other dimensions of relevance are not taken into ac-
count. Second, a conventional video search engine can only respond to queries by re-
turning a whole video. It cannot return a results list that contains jump-in points (i.e.,
time-points within the video at which the user should start watching), even if such points
would be the most useful response for the user. In other words, the search engine can-
not address cases in which the user need would be better satisfied by a specific video
segment, rather than the whole video.

This paper presents an approach that tackles both of these constraints at once, en-
abling non-linear video access, i.e., video search engines that return time-codes match-
ing alternate dimensions of user needs. The added value of this approach is clear from a
description of a simple example. Results from a conventional search engine may match
the subject that the user is interested in, but they fall short of being optimal because they
are too long to watch, and the user may quickly find them boring. Our approach is able,
in this case, to return specific time-points within the videos that are particularly infor-
mative, surprising or amusing. Another example, depicted in Figure 5.1, illustrates the
search engine that we envision, which returns results in the form of jump-in points (i.e.,
time-codes). In the example in Figure 5.1, the user is searching for information in videos
related to BMW-type automobiles. The search engine first finds a set of videos that are
topically related to BMWs (i.e., YouTube’s current functionality), and on the basis of this
set creates a reranked list of jump-in points for the viewer (i.e., the contribution of the
deep-link categorization presented in this paper). Before reranking (cf. top panel), the
jump-in points are ranked by a baseline condition (comment popularity), and the top
of the list can be seen to contain deep links associated with exclamations and inquiries.
After reranking (cf. bottom panel), the jump-in points at the top of the list are associ-
ated with factual information to match the user’s need. We point out that in a different
case the underlying information need of the user might be different and our approach
would allow reranking according to other dimensions. Anticipating the findings of this
paper, the example makes plausible that other dimensions might relate to factors such
as amusement and surprise.

Our approach is based on the novel insight that the deep-link commentsphere can be
exploited to enable non-linear video access. We consider the deep-link commentsphere
to be the totality of time-coded comments, or deep links, that have been contributed by
viewers of Web videos. The commentsphere can be thought of as an online information
space, akin to the blogosphere, which represents the totality of all blogs. An example of
a deep-link comment is:

“The way they come in at 4:00.....LOVE IT :D”
— A user’s reaction to a team’s victory celebration
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BMW M4 Review
by ExitRampTV • 1 years ago • 7,435 views

We had the chance to test drive this BMW car...

25:01

Cars clip! Audi, BMW, VW, etc.!
by CarFreakz • 5 years ago • 8,136 views

Collection of nice car clips

6:28

Fast cars drifting
by M.G. • 8 year ago • 9,491 views

Cars drifting

10:34
►

►

►

That BMW @ 7:55 0_o Just… wow...S.F. wrote:

lol why is that BMW smoking? 3:09DF2JK wrote:

Good review. Like the clip @ 20:40!rev85 wrote:

BMW

DIY Fix: BMW crank case ventilation (CCV)
by BCars • 2 years ago • 10,314 views

In this video I show how to fix and replace the CCV...

12:20

Cars clip! Audi, BMW, VW, etc.!
by CarFreakz • 5 years ago • 8,136 views

Collection of nice car clips

6:28
►

►

3:11 That’s a faulty CCV (common prob)Mchnc wrote:

Note u need a titereach wrench for 5:23!tUbEr wrote:

BMW

BMW M4 Review
by ExitRampTV • 1 years ago • 7,435 views

We had the chance to test drive this BMW car...

25:01
► Specs and price are discussed at 2:10Loeb wrote:

Rerank

Figure 5.1: Excerpts of a video search results list containing time-code level results, before and after a reranking
process that promoted results of a relevant deep-link type. The example illustrates the variety of systems that
we envision in our work. Such a system would exploit deep links in order to offer users non-linear video access.

On a platform such as YouTube, these deep-link comments occur in the wild, and no spe-
cial action on the part of the user is required to create a deep link. Simply mentioning
the time-code using one of the supported formats (i.e., “0m00s” or “0:00”) is sufficient
and the platform will automatically turn the time-codes into a link that leads to the cor-
responding point in the video when clicked [114]. Our envisioned video retrieval engine
illustrated in Figure 5.1 directly uses and selects suitable deep-link comments that have
been contributed by users on YouTube to create a result list of jump-in points that are
relevant to the user’s information need.

Note, however, that the application of deep links is not limited to the use case of
retrieving jump-in points. Deep links could potentially also be used to offer richer forms
of navigation after a user has selected a video for viewing. We will return for further
discussion of this point in Section 5.7.
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The development and testing of the approach presented in this paper is made pos-
sible by crowdsourcing. Through crowdsourcing, it is possible to address a large pool
of people from an online community or platform, i.e., the crowd, and obtain input, re-
sources or other services. Here, we use crowdsourcing to gather opinions on deep-link
comments in order to understand the deep-linking phenomenon on YouTube, and dis-
cover new relevance criteria. Crowdsourcing is also used to evaluate the ability of the
approach to improve non-linear video access, with a focus on the reranking application
illustrated in Figure 5.1.

The paper is structured as follows. First, we continue our discussion on the novel
value of deep links in Section 5.2 and state our key contributions, as well as the five re-
search questions addressed in this paper. We then cover related work in Section 5.3. In
Section 5.4, we develop and validate a typology of deep-link comments through a series
of user studies carried out on a commercial crowdsourcing platform. We train automatic
text-based classifiers in Section 5.5 to test the suitability of deep links for practical use.
Using these classifiers, we investigate the potential of reranking jump-in points (cf. Fig-
ure 5.1) in Section 5.6 through an additional crowdsourcing user study. The paper con-
cludes with a discussion that summarizes our findings and provides pointers for future
work (Section 5.7).

5.2. KEY CONTRIBUTIONS AND NOVELTY
The specific value of deep links for non-linear video access has two aspects. First, the
presence of a deep-link comment at a time-point in a video allows us to make an im-
portant background assumption for our work. This assumption is that the deep-linked
moment is more noteworthy than other moments in the video, since it triggered a user
to add a comment. We understand noteworthiness as a general indicator that a spe-
cific moment is worth an investment of viewing effort, independently of the specific in-
terests of individual viewers. We do not assume that moments lacking deep links are
not noteworthy, but rather that the precision of the result list will be higher, if we focus
on moments that have already been commented. Choosing this narrow focus does not
necessarily limit our output, since new deep links can be exploited by the video search
engine as soon as they are added by users.

Second, and more specifically to the contribution of this paper, deep links allow us to
make a significant departure from indexing methods that analyze the video itself, and, in
particular, from work on non-linear video access involving content analysis. Such meth-
ods provide users with time-codes relevant to their queries by detecting visual semantic
objects [90] or by detecting highlights within a video [37]. Although content analysis has
a clear contribution to make towards moving forward the state of the art of video search
engines, here, we take another perspective. Specifically, we note that aspects of a video
important for users are often inherent in the audience reception, i.e., the reaction of the
people watching the video, and thus not derivable from the video itself. For example, the
‘newsworthiness’ of a news broadcast is not an intrinsic property, but instead is function
of the response of the audience [85]. Here, we do not look at news broadcasts, but rather
online social video, specifically at videos on YouTube.

On the basis of our observations concerning these two aspects, we introduce the con-
cept of Viewer Expressive Reaction (VER), i.e., aspects of audience response that are spe-
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cific to particular time points in the video. By analyzing the textual content of YouTube
comments containing deep links, i.e., time-codes that have been added by viewers, we
show that VER occurs in multiple varieties, and demonstrate that text-based classifiers
are capable of differentiating between these varieties. The different kinds of VER (re-
ferred to as VER Varieties or VERVs) encompass, but extend beyond topic and affect to
include new dimensions of relevance. Similarly, in relevant related research, increasing
attention has been recently devoted to video search engines that extend topical rele-
vance, with additional dimensions, such as affect [37] or intent [35]. Our unique contri-
bution is the introduction of new dimensions of relevance based on our VERV typology
at the time-code level, rather than at the video level.

The contributions of this paper are threefold: introduction of a VERV typology for
video deep-link comments, demonstration that text-based classification can be applied
to sort deep-link comments by VERV, and demonstration of the impact of reranking
video jump-in points with respect to VERVs. Note that in this paper, we do not address
the inference of relevance dimensions from queries. Rather, we focus on two key sce-
narios necessary to provide a proof-of-concept of the use of deep-link comments for
non-linear video access. The work presented here builds on and significantly extends
our previous work on the topic of deep links, initially presented in [106]. Specifically, the
creation of the VERV typology is explained in detail, we introduce improved classifiers,
and we carry out an extensive validation of the usefulness of deep links for reranking
jump-in point results.

In this paper, we build a case for our approach exploiting deep links for non-linear
video access by addressing five research questions. The first two are devoted to establish-
ing a practical typology of Viewer Expressive Reaction Varieties. This was accomplished
by carrying out user studies out on a commercial crowdsourcing platform, which ana-
lyzed a large number of deep-link comments (Section 5.4).

RQ1 Which types of deep links exist?

RQ2 Are they human-interpretable?

The next question investigates the potential of deep links for practical use (Section 5.5).

RQ3 Is it possible to classify deep links automatically with a text-based classifier?

The final two questions investigate the potential of applying VERVs to rerank a list of
jump-in points drawn from videos that are topically related to a user query. This investi-
gation is again carried out with a crowdsourcing user study (Section 5.6).

RQ4 Do we see evidence that people notice a difference when video search reranking
based on a given deep-link category is applied?

RQ5 Do people report such reranking to be useful?

Before addressing these research questions, the next section covers related work and
discusses how our approach goes beyond existing techniques.
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 Categorization of Viewer Expressive Reactions

Elicitation crowdsourcing task

Why do you think the user posted this 
comment? Why for this particular moment?

Why do you think the user posted this 
comment? Why for this particular moment?

He must have liked t...

Card sorting of 
collected comment reasons

VERV typology of 
deep links (RQ1)

Annotation crowdsourcing task

Annotator 
agreement (RQ2)

Unlabeled
deep-link 

comments

♥♥♥ 0:42 ♥♥♥♥♥♥

What kind of deep-link is this?What kind of deep-link is this?

Not a deep-linkNot a deep-link

Yeah! I love it.Yeah! I love it.

Booo. I hate it!Booo. I hate it!

Whoops!Whoops!

Whoa! / Wow!Whoa! / Wow!

Here’s what’s hereHere’s what’s here

What?What?

♥♥♥ 0:42 ♥♥♥♥♥♥

Labeled
deep-link 

comments

Figure 5.2: Overview of our approach for categorizing deep-link comments. Different kinds of deep links are
discovered through a crowdsourcing experiment and card-sorted into a typology. The typology is validated
through a crowdsourced annotation process, which also gives us a set of labeled deep-link comments for train-
ing classifiers.

5.3. RELATED WORK
In this section, we put our work in context by focusing on two different aspects. First, we
take a look at existing relevance criteria for non-linear video access (Section 5.3.1). Sec-
ond, we discuss how previous research has made use of user comments for information
retrieval purposes (Section 5.3.2).

5.3.1. RELEVANCE CRITERIA FOR NON-LINEAR VIDEO ACCESS

Non-linear access to video content has been researched extensively in the past. The
study by Yang and Marchionini [112] revealed, among other insights, that users would
like to have access to scene or shot level information in order to find a small piece of a
video more easily, rather than having to go through the whole video to find that piece.
Past research that contributes results in this direction includes work on high-level tem-
poral video segmentation, aiming at automatically discovering the boundaries of se-
mantic (topical) segments potentially interesting as retrieval units [36]. More recent re-
search in this direction has addressed the problem of generating pointers to different
video segments, like those based on visually depicted semantic concepts [90] or affective
peaks [37], as already mentioned in the previous section. More general approaches tar-
geting the detection of interesting jump-in points in video deployed implicit relevance
criteria, like user playback behavior [13] [99]. However, none of the methods discussed
so far considered the notion of noteworthiness or studied reactions that are explicitly ex-
pressed by the viewer for detecting noteworthy jump-in points. We believe an approach
exploiting deep-link comments is a promising one to provide insights in this respect.

5.3.2. USER COMMENTS FOR RETRIEVAL TASKS

User comments have proved to be useful for various information retrieval tasks. In the
survey by Potthast et al. [76], the authors define three tasks for which user comments
can be used: filtering, ranking, and summarization. Orthogonally, the authors also de-
fine two usage paradigms: comment targeting (i.e., the comments themselves are the
retrieval target) and comment exploiting (i.e., the commented items are the target of re-
trieval). The most interesting insight expressed by [76] is that, even though comments
contain a limited amount of information, users want to find some kind of “surprise” in
these comments, such as “complementary information but also a joke”. We wish to ex-
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tend this insight from conventional comments to deep-link comments. Hsu et al. stud-
ied how an online community perceives the relative quality of its user comments with
the aim of predicting the relative order of comments, such that potentially useful yet un-
rated comments get the chance of accumulating ratings [42]. Chelaru et al. focused on
using social feedback, including general user comments, to better rank YouTube videos [11].
In further work, Siersdorfer et al. [86] have noted the correspondence of the presence of
links to quality comments on Slashdot and related contexts. In our work, we go beyond
the study of comments in general, to look specifically at the contribution of comments
with deep links.

Very few studies, however, investigate user comments that refer to specific time-
points of a video. Laiola Guimarães et al. discuss the deep-linking phenomenon on
YouTube [54] and point out its shortcomings from an user interaction point of view.
The authors argue that, since the deep-link comments appear somewhere below the
video player (buried under other comments) and are not synchronized with the video
playback, the phenomenon does not reproduce commenting-while-watching activity.
They therefore propose and evaluate a video commenting paradigm through a user in-
terface that allows users to directly create time-linked comments in a similar fashion to
a Japanese social video platform [68]. Wakamiya et al. [108] studied the use of comments
tied to a specific time interval and spatial region for the purpose of extracting and retriev-
ing scenes from video clips. The comments that were studied were created in a labora-
tory setting on a limited scale. The described system required users to explicitly specify
intervals, similar to the idea presented in [54], and cannot benefit from time-link com-
ments that were generated casually by users. Kordumova et al. extract terms from social
commentary on Twitter that discuss live broadcasts to present jump-in points for the
recorded versions, using the time the comment was posted as an implicit time-code [52].

The study by Madden et al. [62] is the closest to our work. The authors propose a
classification scheme for classifying YouTube comments. The scheme consists of a large
number of categories and sub-categories. The authors offer only guidelines for classi-
fying YouTube user comments into their proposed comment classes, but did not test
whether the comments could be automatically classified by a machine. Our typology
presented here differs from the one by Madden et al. as it is specific to deep-link com-
ments that are associated with specific time-points of a video.

5.4. CATEGORIZATION OF VIEWER EXPRESSIVE REACTIONS
In this section, we address two research questions. First, RQ1, i.e., what kind of deep-
link comments exist? Second, RQ2, i.e., can they be grouped into intuitive categories?
We apply a method similar to the social-Web mining approach taken in [35] to find
answer to RQ1. We crawled YouTube for deep-link comments for a set of videos from
an existing dataset (Section 5.4.1). We then asked a large pool of workers on a crowd-
sourcing platform to analyse the crawled deep-link comments and provide explanations
of why people posted them (Section 5.4.2). Through an iterative card-sorting process
of the responses, we arrived at a typology built on a set of abstract dimensions (Sec-
tion 5.4.3). Finally, we ran a second crowdsourcing experiment, but this time to annotate
our dataset of deep-link comments. The annotation process also serves to answer RQ2
(Section 5.4.4). Our approach is summarized in Figure 5.2.
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Table 5.1: Number of videos per YouTube category in the annotated deep-link comments set

music 454 sports 96 howto 14
entertainment 388 autos 48 games 8
comedy 214 news 36 tech 8
film 178 animals 22 education 4
people 115 travel 18 shows 3

5.4.1. COLLECTING THE VIDEO DEEP-LINK COMMENTS DATASET
The dataset used for addressing our first two research questions consists of 1,707 YouTube
videos taken from the publicly available MSRA-MM dataset [56] and their associated
user comments and video metadata. These were collected through Web scraping since
the YouTube API only provides access to the 1,000 most recent comments for any video.
These videos were selected because they fulfilled three criteria. First and second, a video
had to have “survived” since the MSRA-MM dataset release (June 2009) up to the time
of our crawl of their associated comments and metadata (October 2012) and also had to
have accumulated at least one deep-link comment by that time. Third, a video had to
plausibly be in the English language to ensure most of the crawled comments would be
in English as well. For the third criterion, we heuristically assumed that the language of
the description was the overall language of the video. The language of the video descrip-
tion was determined through use of a language identification tool [61].

For each video, we randomly sampled three deep-link comments from all the deep-
link comments associated with it. The sampling procedure was chosen to yield a deep-
link comment set that was sufficiently large, yet still manageable for conducting crowd-
sourcing experiments. Through a large crowdsourcing study, annotations were collected
for a total of 3,659 deep-link comments (Section 5.4.4). Table 5.1 shows the distribution
of YouTube categories of the corresponding videos for which annotated deep-link com-
ments exist.

5.4.2. COLLECTING DEEP-LINK MOTIVATIONS FROM THE CROWD
In order to discover why users post deep-link comments and derive the different types
of deep links in existence, we make use of crowdsourcing. Crowdsourcing allows us to
review deep links at a larger scale in two different ways. First, it allows us to process
more deep-link comments than we could possibly do exclusively by hand. Second, it
allows us to elicit input from a more diverse pool of human judges. This technique has
been successfully applied to collect user perceptions of multimedia, e.g., in [104] it was
used to create classes of user-perceived multimedia similarity.

We ran our crowdsourcing experiments on Amazon Mechanical Turk (AMT, www.
mturk.com), a large commercial crowdsourcing platform. We published the microtask,
commonly called a Human Intelligence Task (HIT) on AMT, for our elicitation experi-
ment under the title: “Why watch this video moment? Give reasons for which people
create video time-links.” This HIT presented workers with a single video and three deep-
link comments. The workers were informed that the comments had been written by a
viewer of the video. They were instructed to watch the video around the time-point men-
tioned in the comment and provide a description of the reason for which they thought

www.mturk.com
www.mturk.com
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Table 5.2: Examples of reasons provided by workers in the elicitation crowdsourcing task

Comment at 2:15 Zac has his mike on the stand when he clearly took it off
earlier[. . . ]

Reason “this comment is mentioning the technical errors in the movie
[. . . ]”

Comment luv the pic 1:38 thru 1:40 nice video
Reason “He must have liked the pics of Jennifer Aniston, [. . . ]”

Comment what the name of this song there is from 0:37 to 0:44[. . . ]
Reason “He was curious about the song title. [. . . ]”

that the person posted the comment. We applied two criteria to ensure high quality
work: First, we explicitly stated the quality requirement in the HIT, which specified that
workers must provide answers using two to four sentences. Second, each answer was
inspected by hand and we discarded those that were grammatically not reasonably well
formed. Note that with this HIT, we are concerned with discovering reasons why people
create deep-link comments. In other words, the goal is not to be exhaustive, but instead
to understand the main trends, which we explore further in the next section through a
card sorting process (Section 5.4.3).

For the elicitation HIT, we took 33 videos from our dataset and sampled three com-
ments from each of the videos. Each video and its three comments was reviewed by three
different workers. Each worker received a compensation of US$0.11 per task. In total, 17
different workers participated in the experiment. Examples of reasons provided by these
workers are listed in Table 5.2.

5.4.3. VERV: A VARIETY OF VIEWER EXPRESSIVE REACTIONS

In order to capture the variety of viewer expressive reactions, we applied a card sorting
technique [82] to the responses we collected in the crowdsourcing experiment. By it-
eratively forming new groups, we ended up with a typology of six different classes that
characterize the reactions expressed in deep-link comments. The six classes were cho-
sen with the aim of covering the main trends of deep-link comments observed in the
previous HIT. To fulfill this aim, we only added a new class to our typology if we could
also find a contrasting class. In addition, we chose the labels of the classes to be short, in-
tuitive colloquial phrases that would capture the spirit of the comment and could easily
have been typed instead of the comment by the original user who posted the comment.
The six classes, which we refer to as Viewer Expressive Reaction Varieties (VERVs), are
listed in Table 5.3 and will be discussed in the remainder of this section.

Quite a few reasons that workers listed boiled down to the original person expressing
a liking towards a certain point in the video. We labeled this class of comments as “Yeah!
I love it.” (love). Comments expressing the opposite, although less frequent, were also
found, leading to the class “Booo. I hate it!” (hate). These two classes cover the personal
taste of the original writer of the comment and map to positive and negative valence,
respectively.
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Table 5.3: Viewer Expressive Reaction Variety (VERV) typology of deep-link comments

VERV class ID Description
Yeah! I love it. love Personal, positive reaction

to linked time-point
Booo. I hate it! hate Personal, negative reaction

to linked time-point
Whoops! whoops Reacting to a mistake or

blooper
Whoa! / Wow! wow Reacting to something un-

common that is surprising
and impressive

Here’s what’s here here Describing or providing
neutral information

What? what Asking for information

Another set of reasons reflected surprise in viewers. In these type of comments, the
viewers reacted to something uncommon and impressive that happened in the video
and that exceeded conventional expectations, thus transcending the personal nature of
the love and hate classes. We categorized these comments as “Whoa! / Wow!” (wow).
The class of comments we positioned to oppose the wow class is “Whoops!” (whoops).
The latter class comprise comments that, instead of surprising the viewer by exceeding
conventional expectations in a positive way, actually surprise the viewer by something
that should not happen, i.e., mistakes or bloopers.

Finally, some of the comments were of a neutral descriptive nature and only declared
what could be seen or heard in the video around a certain time-point. This gave rise
to the “Here’s what’s here” (here) class. Complementing this class of comments is the
“What?” (what) class, which comprises the interrogative comments. Comments in this
class were posted by viewers because they were curious and therefore asked questions
about a certain point in the video.

In addition to these comment types, the card sorting process also revealed comments
that were crawled, but were not true expressive reactions by viewers to a certain point in
the video. Instead, they were comments of a promotional nature (e.g., advertisements
and chain letters) or contained substrings that share the same appearance as denota-
tions of time-points, but instead referred to something else, such as the time of day, e.g.,
“3:15 PM”, or scripture verses, e.g., “Jeremiah 13:23”. These types of comments are not
reactions to the video content at a time-point. For this reason, we consider them to be
separate from our typology and refer to them as non-VER comments.

5.4.4. VALIDATION OF THE VERV TYPOLOGY

We ran a second crowdsourcing experiment to accomplish two goals. First, it is to find
out whether our typology of deep-link comments is intuitive and could easily be under-
stood by others. That is, we check whether human judges, when given Table 5.3, can
reliably judge the VERV class of deep-link comments. This would also provide evidence
that our typology serves to explain how users create a deep link, i.e., it covers most of the
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Table 5.4: Distribution of VERV classes in the annotated dataset

love 934 wow 183
here 873 hate 72
what 560 whoops 53

possible types of reactions. Second, the crowdsourcing experiment allows us to generate
ground truth annotations for our dataset. The ground truth is used to understand the
distribution of VERV deep-link comments and as the basis for our deep-link comment
classification experiments (Section 5.5).

The AMT HIT used for the validation and annotation experiment was titled “Watch
short snippets of YouTube videos (and support research on video search engines)”. The
workers were presented a single video and three selected comments for the video. They
were instructed to read the comments and watch parts of the video around the time-
points mentioned in the comments prior to answering a series of questions for each
comment. For each comment, workers had to judge first whether a comment contained
an actual deep link and an actual Viewer Expressive Reaction at all. This question al-
lowed us to isolate comments like advertisements, but also, as discussed in the previous
section, isolate comments that happen to contain substrings that resemble time-points
but are not meant to designate a time-code of the video. If a comment indeed contained
a true deep link and a viewer’s expression, the worker was then asked to pick one of the
VERV classes, as listed in Table 5.3, that best corresponded to the spirit of the comment.
The task also contained an additional set of questions with the goal of collecting more
information about the comments and checking the consistency of workers, but they are
not further discussed in this paper.

The crowdsourcing experiment consisted of a campaign of five staggered batches of
tasks and took fifteen days to complete in February, 2013. The reward of a single task was
US$0.09 and each task was performed by five different workers. While most comments
were annotated by five workers, some were by less, since some workers failed quality
control. Ignoring those whose work failed quality control, 263 workers participated in
the experiment. In total, they annotated 3,659 deep-link comments. The ground truth
was formed by majority vote. Only comments for which workers reached an agreement
were used in our classification experiments (Section 5.5). Workers reached an agreement
on 3,552 comments (97.1%) when deciding whether it contained a true deep link and
a true expressive reaction. Of these 3,552 comments, 3,110 comments were labeled to
contain a true deep link. When deciding on the VERV-class, workers reached a consensus
for 2,675 of the 3,110 comments (86.0%). The distribution of the VERV classes is shown
in Table 5.4.

We use Randolph’s free-marginal multirater kappa [80] to further assess the inter-
annotator agreement of the workers. This statistical measure is suitable when annota-
tors are not aware of the marginal distribution of each of categories. We cannot, how-
ever, compute Randolph’s kappa directly since not every comment has received the same
number of annotations due to quality control. We address this issue by randomly select-
ing three out of at most five annotators per comment and compute the average kappa
κ̄free by repeating this process 100,000 times. Applying this method to the VERV annota-
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Table 5.5: Annotator confusion matrix

Majority Percentage of all annotations received
vote love here what wow hate whoops
love 27.7% 2.6% 0.2% 3.2% 0.2% 0.4% 34.4%
here 2.4% 25.7% 0.6% 1.9% 0.7% 1.3% 32.6%
what 0.4% 0.6% 19.7% 0.6% 0.2% 0.2% 21.7%
wow 0.9% 0.8% 0.1% 4.7% 0.1% 0.2% 6.8%
hate 0.1% 0.3% >0.0% 0.1% 1.9% 0.1% 2.6%
whoops 0.1% 0.3% >0.0% >0.0% 0.1% 1.3% 1.9%

31.7% 30.4% 20.7% 10.4% 3.2% 3.5% 100%

tions, we can report a kappa of κ̄free=0.5214, which is generally considered to be moder-
ate agreement.

Looking at the sources of disagreement, we can see that workers tend to conflate
love and wow (Table 5.5). Apparently, the distinction between whether a comment ex-
presses a positive personal reaction or whether it expresses surprise is sometimes hard
to make. More surprisingly, we can see some confusion between love and here. As
we will see later when we discuss automatic classification (Section 5.5.3), this source of
confusion will also affect classifiers, but not necessarily in a negative way.

Given that a consensus could be reached for a large portion of the comments and
a moderate inter-annotator agreement was found, we conclude that human judges can
reliably classify deep-link comments. We therefore consider our VERV typology to be
valid and that the typology is successful in capturing major trends.

5.5. AUTOMATIC CLASSIFICATION OF DEEP-LINK COMMENTS

In this section, we address our second research question RQ3, i.e., can machines au-
tomatically classify deep-link comments according to the VERV categorization scheme
that was derived in Section 5.4? We approach this question by splitting the classification
problem in two. First, does the comment contain an actual Viewer Expressive Reaction
(VER/non-VER)? As discussed in the previous section, some comments may be spam
or contain substrings that resemble video time-codes only on the surface level. Solving
this classification problem will act as a filter, and decouples it from the second, main
problem: Given that a comment contains a Viewer Expressive Reaction, can we catego-
rize the comment into one of the six VERV classes discovered in Section 5.4? We rep-
resent deep-link comments in our classification experiments as standard bags of words
using different techniques for tokenization, filtering, and weighing. The different feature
combinations that we test are described in Section 5.5.1. We test the different features
using a support vector machine (SVM) with two different kernels and a naive Bayes clas-
sifier [110]. Both multi-class and one-vs-all approaches are considered. Further details
of the experimental setup can be found in Section 5.5.2. Finally, the results of exploring
the different features combinations and the evaluation of the classifiers are presented in
Section 5.5.3.
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5.5.1. FEATURES FOR CLASSIFICATION

We represent deep-link comments in our dataset as bags of words. We focus on only
using lowercased unigrams as previous experiments on a development dataset showed
us that they generally outperform mixtures of unigrams and bigrams [106]. In previous
classification experiments, we employed simple tokenization (splitting on whitespace,
quotes and interpunction) and used unigram frequency as a weight for each feature di-
mension. Here, we will investigate several approaches for tokenizing comments and
weighing each feature. For weighing each unigram term, we compare binary weights,
frequency weights, and tf-idf [64]. Additionally, we investigate the impact of removing
hapaxes, i.e., terms that only occur once throughout the dataset.

Under the hypothesis that some VERV classes such as what are sensitive to punctu-
ation, we consider three different methods for tokenizing comments. The first method
simply splits comments on whitespace and thus preserves punctuation as part of other
terms. The second method ignores punctuation and only considers sequences of al-
phanumerical characters as unigrams. The third method preserves punctuation as sep-
arate tokens and maps them to the following punctuation classes: question for one or
more question marks; exclamation for one or more exclamation points; interrobang
for a subsequence of question marks and exclamation points; punctuation for every-
thing else. Furthermore, all three methods merge time-codes into a single timecode
token such that all time-code strings are treated equally on a textual level.

5.5.2. EXPERIMENTAL SETUP

Dataset and ground-truth: We use the annotated dataset as described in Section 5.4.1
(consisting of 3,552 comments with VER/non-VER labels and 2,675 comments with VERV
class labels) and split it into three subsets: 60% training set, 20% development set, and
20% test set.

Experiments: We run two sets of classification experiments. In the first set, we focus
on classifying whether a deep-link comment truly contains a Viewer Expressive Reac-
tion (VER/non-VER). In the second set, we focus on classifying a comment into one of
the six VERV classes. In both sets of experiments, we first test the different approaches
to weighing features on the development set with unigrams obtained through simple to-
kenization, i.e., whitespace as delimiter. The best approach is then used for comparing
the different tokenization methods and the impact of removing hapaxes. In the set of
VERV experiments, we test the different features with multiclass classifiers. In the final
test on the test set, we run the experiments both with binary classifiers (one-versus-all)
and multiclass classifiers. Additionally, we test the impact of merging the love and wow
classes based on our findings of human confusion between the two classes.

Evaluation: The experiments are carried out using two different classification algo-
rithms provided by the WEKA toolkit [34]: naive Bayes and SVM. We evaluate two dif-
ferent kernels for the SVM: the default linear kernel and the histogram intersection ker-
nel. Results of the classification experiments are reported using precision, recall and F1

scores for binary classifiers. For multi-class classifiers, we report precision and recall for
each of the classes, as well as the weighted F-measure (WFM). In order to compare the
classification performance between the training set and the development set, 10-fold
cross-validation was used on the training set.
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Table 5.6: VER/non-VER classification results on the test set

Baseline Naive Bayes SVM Linear SVM Hist
Precision 0.879 0.965 0.958 0.956
Recall 1.000 0.917 0.981 0.984
F1 0.936 0.940 0.969 0.970

Term weighting: tf-idf; Tokenization: whitespace as delimiter, separate punctuation
tokens; Hapaxes: removed.

Baseline: We compare all classification results to a dominant class classifier (ZeroR
in WEKA) in each of the set of experiments. Remember that the objective of our research
question RQ3 is to find out whether automatic methods can distinguish between differ-
ent VERV classes. For the VER/non-VER experiments, the dominant class is VER. For the
VERV experiments, the dominant class is love (Table 5.4).

5.5.3. RESULTS
When determining whether a deep-link comment truly contains a Viewer Expressive Re-
action, the choice of term weights appears to be not important. All classifiers achieve
an F1 score of well over 0.9 with minor differences between the weighing schemes. We
therefore choose to evaluate the different tokenization and filtering methods using the
commonly used tf-idf. Similarly, different tokenization and filtering methods show mi-
nor differences in performance. The best performance was achieved when punctuation
was preserved as separate tokens and hapaxes were removed. Results of this setup on
the test set are summarized in Table 5.6.

The impact of term weighting is more noticeable when classifying the VERV class of
a comment. While there seems to be no difference between frequency and tf-idf term
weighting, the linear and histogram intersection SVM classifiers benefit from it com-
pared to the simple binary term weights, while the naive Bayes classifier takes a hit in
performance. Based on the SVM classifiers performing best, we pursue the common tf-
idf weighing approach in evaluating tokenization methods. Here, we find again that the
combination of treating punctuation as separate tokens and removing hapaxes gives the
best performance. Classes that benefit the most from this tokenization method are here
and what at the expense of the other VERV classes.

In all further experiments, we use the tokenizer that outputs separate tokens for
punctuation and removes hapaxes in order to simplify the feature extraction process.
Note, however, that for specific problem instances, e.g., classifying a single VERV class,
one might want to extract features that are optimized for that specific task.

The results of the multi-class classification experiments are summarized in Table 5.7.
From this table, we can see that it is indeed possible for machines to perform VERV clas-
sification at a basic level, as the trained classifiers easily outperform the dominant class
baseline. Since the naive Bayes classifier was overall the weakest classifier, the analysis
below mainly reflects the results obtained with the SVM classifiers. The top three most
occurring classes (love, here, what) are the easiest to classify. The wow class can be clas-
sified with moderate precision, but suffers from low recall. Not unexpectedly, the least
common VERV classes (hate, whoops) are the hardest to classify. For example, none of
the classifiers were able to predict any of the whoops instances correctly during training
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Table 5.7: VERV multi-class classification results on the test set

Precision / Recall / F1

Naive Bayes SVM Linear SVM Hist
love .561 .746 .640 .657 .714 .684 .653 .714 .682
here .697 .354 .469 .650 .667 .658 .662 .662 .662
what .722 .686 .704 .835 .843 .839 .777 .853 .813
wow .273 .444 .338 .615 .296 .400 .600 .333 .429
hate .079 .273 .122 .357 .455 .400 .333 .273 .300
whoops .182 .133 .154 .500 .133 .211 .500 .067 .118
WFM 0.551 0.671 0.663

(Baseline WFM: 0.178)

Table 5.8: VERV one-versus-all classification results on the test set

Precision / Recall / F1

Naive Bayes SVM Linear SVM Hist
love .529 .789 .633 .720 .681 .700 .702 .676 .689
here .626 .446 .521 .699 .477 .567 .699 .523 .598
what .653 .755 .700 .818 .794 .806 .822 .814 .818
wow .215 .630 .321 .500 .259 .341 .529 .333 .409
hate .065 .364 .110 .333 .182 .235 .667 .182 .286
whoops .176 .200 .188 .000 .000 .000 .000 .000 .000
love+wow .569 .816 .671 .681 .745 .712 .664 .726 .694

and evaluation on the development set, i.e., the precision and recall for this class were 0.
The same pattern is reflected in the low performance of the binary classifiers on the test
set (Table 5.8).

When investigating the impact of merging the classes love and wow as directed by
our findings of the human annotator confusion, we noticed that the overall performance
(WFM) of the multi-class classifiers only improved when evaluating it using the develop-
ment set (e.g., from 0.638 to 0.691 for the linear SVM), but actually degraded when tested
on the test set. We do see an improvement in the case of binary classifiers, as shown by
Table 5.8.

The confusion matrix of one of the classifiers is shown in Table 5.9. A large portion of
confusion is between the love and here VERV classes, similar to the confusion among
human annotators. An interesting instance of a misclassified comment is the following:
“funny pic at 1:35.” This comment has been labeled as here by human annotators, while
the classifier classified it as love instead. Interestingly, the notion of “funniness” is not
always considered to be a personal opinion by annotators, but some see it simply as a
piece of neutral information about a point in the video. Exploring the dataset further
reveals that there is less agreement for comments that clearly have multiple interpreta-
tions or consist of multiple sentences. For example, a comment like “At 3:04, Zac touch
the nose of Vanessa... it’s so cute!!” contains both a neutral descriptive part and a positive
personal reaction.
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Table 5.9: Linear multi-class SVM confusion matrix for the test set

Predicted
True love here what wow hate whoops
love 132 44 6 1 2 0
here 47 130 7 3 7 1
what 3 11 86 1 0 1
wow 11 5 3 8 0 0
hate 0 3 0 0 5 0
whoops 5 7 1 0 0 2
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Figure 5.3: Overview of our evaluation of the VERV typology in online video search scenarios. We rerank a
results lists with respect to a particular VERV class using previously trained classifiers. The reranked lists (to-
gether with the original ranking) are then evaluated by the participants of a user study carried out on a crowd-
sourcing platform.

In sum, we see that the automatic classifier performs reasonably well, and that many
mistakes it makes concern cases that are also ambiguous for humans. We conclude that
VERV classification shows promise of being robust enough for use in video search sys-
tems. We investigate this promise in more detail in the next section.

5.6. USER STUDY ON THE IMPACT OF DEEP LINKS IN VIDEO

SEARCH SCENARIOS

This section addresses our final two research questions. First, RQ4, i.e., do we see ev-
idence that people notice a difference when video search results with deep-link com-
ments are being reranked according to the comment’s VERV class compared to a chal-
lenging popularity baseline that preserves the topical relevance of the videos and selects
the most liked deep links? Second, RQ5, i.e., do people report the VERV reranking to be
useful? We use classifiers trained in the previous section to rerank results (Section 5.6.1).
The original and reranked lists have been used in a user study on Amazon Mechanical
Turk in which the participants were asked select the best list of search results under given
conditions and motivate their choice (Section 5.6.2). The conclusions on these results
are presented in Section 5.6.3. Our approach is summarized in Figure 5.3.
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5.6.1. RANKED RESULTS DATASET

The dataset used for this user study is an extension of the dataset described in Sec-
tion 5.4.1. Originally, more videos and user comments were crawled than were actually
annotated due to the sheer size of the set. In total, 91,123 deep-link comments were used
here.

The original MSRA-MM dataset describes for each video the query that was used to
retrieve the video and its original rank in the results list. We use this query information as
a basis for simulating a retrieval engine. Some of the queries, however, were unclear. For
the set of queries associated with the deep-link comments’ videos, we had each query
labeled by two other researchers as either clear or unclear. A researcher had to mark the
query as unclear if it was difficult to imagine the information need of the user submit-
ting the query. For example, the query “video” would be considered to be too generic. A
query would only be included in the final set of queries if both researchers agreed upon
the query being clear and the query would have at least 5 videos with deep-link com-
ments associated with them. The second requirement was included to make sure that
the set contained a sufficient number of deep-link comments from a diverse set of videos
to reduce the risk of producing identical reranked lists for the user study. In total, 7 re-
searchers agreed on 84 out of 143 queries being clear. Of these 84 queries, 45 queries had
at least 5 videos and were used in the user study.

5.6.2. CROWDSOURCING USER STUDY

Our crowdsourcing user study investigates whether people notice a difference between
differently ranked results lists. In this study, we follow the method presented in [101] and
instruct workers to project themselves into the role of another person who likes watch-
ing online videos. This person is said to be using a video search engine that provides
him search results that have been enriched with deep-link comments. The task explains
the general idea behind this search engine and then asks the worker to imagine one of
the possible search scenarios: (1) the person wants to be entertained today (ENT), or (2)
he wants to be informed (INF). The two scenarios are based on two VERV classes (love,
here). We limit ourselves to these two scenarios for two reasons. First, these two VERV
classes translate best into a search scenario that would be easy for participants to un-
derstand and to imagine. Second, the classifiers for these two VERV classes are most
reliable.

The worker is then presented with a single query and three lists of search results.
Each list consists of the top three deep-link results like the example shown in Figure 5.1.
Note that the figures in this paper contain video thumbnails for illustrative purposes,
but in the user study, thumbnails were hidden from the workers to put the focus on the
deep-link comments. The workers are asked to pick the best results list that suits the
given scenario described at the beginning of the task and motivate their answers (cf. Fig-
ure 5.3). Afterwards, we also ask the worker whether it was difficult to complete the task,
and if so, why. This helped us to identify any systematic issues with the judgements.

The three search results lists presented to the worker are ranked as follows. First, one
of the lists is ranked according to the original ranking in the MSRA-MM dataset. Here,
we rank the deep-link comments first by the rank of the corresponding video and then
rank by popularity, i.e., the number of likes the comment has received minus the num-
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Table 5.10: Search results list preference for the query “shakira”

search results list R
scenario S orig love here
ENT 11 16 3 30
INF 14 4 12 30

25 20 15 60

χ2 = 12.96, p = 0.002

ber of dislikes. We refer to this ranking as orig. Note that we consider this ranking to
be a challenging baseline that preserves both the topical relevance of the full video and
selects deep links which are well received by the YouTube community. Second, one of
the lists is ranked according to the love VERV class. For this list, we rank deep-link com-
ments based on the likelihood of belonging to the love class using a previously trained
classifier. The hypothesis is that this reranking corresponds to the targeted scenario in
which the person wants to be entertained. Third, one of the list is ranked according to
the here VERV class in a similar manner. The hypothesis here is that this reranking cor-
responds to the scenario in which the person wants to be informed. To ensure a diverse
set of results, we only allow one deep-link comment per video in each of the reranked
lists. These three ranking methods were chosen to be simple, yet to allow for contrastive
experimental conditions. For completeness, we mention that reranking introduced sub-
stantial differences between the lists. For all but one of the 45 queries, all three lists were
different both with respect to the videos and also the deep links. In the exception case,
two lists listed the same videos, but the deep links were different.

5.6.3. EXPERIMENTAL RESULTS

The crowdsourcing campaign published on AMT was set to have each task to be com-
pleted by 30 different workers. The campaign consisted of 90 different tasks, one for each
pair of query (45) and search scenario (2). Workers were rewarded US$0.13 per task. In
total, 321 workers participated in the campaign and it took them one month to complete
all 2,700 assignments. The results of the experiment can be essentially captured in a se-
ries of contingency tables. The contingency tables count how often a particular ranking
(R) was selected given a certain search scenario (S). We can compute such a table for
the full experiment, but also for each query separately (e.g., Table 5.10). For these ta-
bles we can compute the Pearson’s χ2 statistic to test whether the variables R and S are
independent (H0) or dependent (H1).

Considering all queries collectively, we can reject the null hypothesis H0 that R and
S are independent under a significance level of α= 0.05. This observation leads us to the
main conclusion of the user study, namely that people generally perceived a difference
between the differently ranked results under different use scenarios. In short, the study
provides evidence that VERV reranking has the potential to make a productive contri-
bution to video search approaches that exploit deep links, such as the one illustrated in
Figure 5.1.
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Table 5.11: Search results list preference for the query “nba crossover”

search results list R
scenario S +orig -orig
ENT 18 12 30
INF 8 22 30

26 34 60

χ2 = 5.498, p = 0.019

Table 5.12: Search results list preference for the query “rihanna”

search results list R
scenario S +love -love
ENT 21 9 30
INF 13 17 30

34 26 60

χ2 = 3.326, p = 0.068

In order to better understand this conclusion, we now turn to dissecting it in detail.
Since considering all queries collectively does not give insight into the impact of VERV
reranking in specific cases, we first discuss the results in terms of individual queries. If we
look at each query in isolation, we find that we can reject H0 for 7 out of 45 queries. Note
that when we consider each query individually, the significance is calculated here over
a smaller amount of data, making this test a stringent one. We present this calculation
in detail for the query for which the effect was strongest (Table 5.10) for the purpose of
illustrating how it was carried out.

Although this analysis is interesting, it does not yet tell us which VERV ranking (R)
contributed to the difference under which scenario (S). To gain insight into this point,
we need to carry out a one-versus-rest comparison. We do this by keeping the column of
one ranking, merging the other two columns, and computing the χ2 statistic for the new
contingency table. This process is illustrated for two different queries in the case of the
original ranking orig (Table 5.11) and of the love VERV ranking (Table 5.12).

We carry out a one-versus-rest comparison for each query and each reranking of the
seven queries that shows a significant impact of VERV reranking according to our test.
We found that in four cases, a single reranking contributed to statistical significance:
once love was strongly preferred in the ENT scenario, once orig in the ENT scenario
(i.e., Table 5.11), and twice here in the INF scenario. For the other three queries, the sig-
nificance could be attributed to two different rerankings. In one case, here was clearly
preferred in the INF scenario and love in the ENT scenario. The other two cases were
similar, except it was the orig reranking users preferred in the INF scenario. From this
analysis, we can see that whenever the love and here rerankings are strongly preferred,
it happens under the ENT and INF scenarios, respectively. This observation is consistent
with our hypotheses concerning the correspondence of VERV reranking to search sce-
narios (cf. Section 5.6.2). Also note that the baseline orig cannot be linked specifically
to either scenario.
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Black hawk down trailer sa-mp

Black Hawk down - Hoot(Delta)

03:42

► what s that beast running at 3:09

black hawck down

Black Hawk Down ( Pillar - Frontlines )

03:12

► 3:04 is based on a true story, those two snipers 

got the medal of honour 

► haha 2:06 shootin no where lol

03:34

Sniper Rifles!

Avenged Sevenfold - MIA (Full Version)

08:47

► it looked like they were gonna step on a mine at 

7:10

black hawck down

Black Hawk Down - Music Video – Gortoz...
► at about 4:12 do u think he kills the boy?

► @ 0:16 is a Barrett M95, you can tell from the 

magazine. M99s are single shot bolt action vs M95 

mag fed bolt action. M99 is the only rifle to 

chamber the formidable .416 Barrett round though.02:20

06:34

[orig] [here]

Figure 5.4: Topical vs. VERV relevance. Each of these two results lists presented in the user study for the query
“black hawck down” contains an informative comment. When asked to pick the most informative list, partici-
pants often preferred the original list on the left because it is more topically relevant. This example shows that
VERV relevance at the deep-link level needs to be considered in conjunction with topical relevance at the video
level.

Next, we turn back to consideration of the overall contribution of the individual VERV
rerankings to users’ perceptions of results lists. To this end, we carry out the one-versus-
rest comparison just discussed on the full set of 45 queries. This analysis allows us to
discover, overall, which VERV reranking contributed most strongly to the user’s percep-
tion that the lists were different for a given scenario. We find that for the INF scenario,
there was no clear overall VERV that was responsible. However, for the ENT scenario it
was clear that the VERV reranking love was clearly preferred.

Finally, we dive into how the individual examples were perceived from the point of
view of the user study participants. Here, the comments that people gave during the
user study about their choices provide additional insight onto why they made particular
choices. These comments are interesting because they serve to shed light on the reasons
for which a given VERV reranking is not necessarily preferred for a given scenario across
the board.

The most interesting factor at play is that a specific VERV reranking may sacrifice user
perceptions of the topical relevance of the videos in the results list to the query. This is
illustrated by the query “black hawck down” in Figure 5.4. When judging the reranking of
here under the informative scenario, one participant made this comment, “List A [orig]
contains one concise informative comment. List C [here] appears to have an informative
comment, but the video isn’t actually Black Hawk Down” (Figure 5.4), revealing the im-
portance of the video, as well as the snippet, being obviously topically relevant to the
query.

In general, the topical relevance of the query to the results is complex for queries
closely associated with entertaining content, such as movies and music. We mention
this issue explicitly since most of the queries in our query set are of this type, due to the
nature of content on YouTube. Topical relevance at the level of the video appeared to
impact the preference of users for one list over another. The comments revealed that
sometimes one reranking was preferred because it contained performances by the orig-
inal artist rather than a cover version. However, topical relevance at the deep link level
was less clearly evident or important to the user study participants, revealed by the re-



5.6. USER STUDY ON THE IMPACT OF DEEP LINKS IN VIDEO SEARCH SCENARIOS

5

83

2007 Baja 500 Ensenada Mexico Offroad 

Truck Races

Rc Off-Road cars rc-skydevils !

►

off road racing videos

► Lmao, the guys @ 2:12 running to claim the broken 

off finder!

2008 Suzuki RM-Z450 - Dirt Bike Test

► I believe that the truck at 2:41 got owned by Terrible 

Herbst.... (Following truck, same jump.... Or, atleast i 

think that's Herbst... Anyone know for sure?)

off road racing videos

Trophys extreme (got to see it!)

Off Road Crash Video
► If anyone who reads this ever goes down to Baja to 

see this race, go to the bridge at 0:45 in the above 

clip (It's called "The Fourth Bridge") and you will see 

some of the BADDEST car flips EVER!!!

► 1:23 dude he biffs it.

[orig] [here]

04:59

09:05

09:58

Monster Truck Racing Compilation
► The truck at 1:19 was my modified LST1.

02:18

04:40

03:36

ik denk tog dat ik een buggy ga kope.
want die kunnen overal op rijden.
:)
[...truncated...]

Figure 5.5: Comparison between the original results list and the list ranked with respect to the here VERV
class for the query “off road racing videos”. Participants in the user study found the here list to be the most
informative list of results.

Rihanna & Chris Brown - Cinderella mix

04:17

► the best part starts @ 1:39 just fyi

rihanna

Umbrella - Rihanna (Acoustic) - Tiffany Jo...

03:23

► 1:28 to 1:30 the country singing takes to much 

over, otherwise its fine

► at 1:45 ..... did he forget the lyrics for half a 

second? haha

Rihanna - Umbrella (Boyce Avenue acou...

03:46

03:53

► 1:16 SOOOOO BEAUTIFUL! i love her outfit and 

hair and just, AH! beautiful

rihanna

Rihanna "Cry"

Rihanna - Umbrella (Acoustic)
► watch 1:42...but...very nice

02:16

[orig] [love]

Rihanna & Chris Brown - Cinderella mix
► i like when chris goes *ahh you ready* hahah in 

the sexy voice around 3:00-3:08 right there haha 

04:17

Figure 5.6: Comparison between the original results list and the list ranked with respect to the love VERV class
for the query “rihanna”. Here, the reranked list shows deep-link comments displaying appreciation as opposed
to criticism.

marks, (“Honestly, none of them seem too informative”), and (“Funny videos [the query] is
not a subject that you can be easily informed about”).

We also mention a set of practical considerations. Comments containing profanity
turned off some participants and, consequently, were at times completely ignored. Non-
English comments slipped through as filtering was done at the video level (Section 5.4.1).
However, interestingly, some participants were still able to make some sense out of non-
English comments as evidenced by the following excerpt: “Even though one of the videos
wasnt in english the emoticons allowed me to infer that it was really funny”.

Next we turn to consider the queries for which the impact of VERV reranking did not
achieve statistical significance. We find that in a number of cases the study participants
provide explanations for their choices that indicate that their preferences are indeed im-
pacted by VERV. One case, is the comment refering to emoticons just mentioned. Other
participants reported looking for “laughing comments”, and used these to conclude that
the result was funny or entertaining. When they were asked to look for a ranking that
contained informative results, we found that participants generally looked for the most
descriptive comments. However, we also found personal preference plays a role here. As
such, we encountered explanations like “List C was mostly (more or less) useless ‘lol’ com-
ments, which gives no real indication as to what’s under them.”, which show that some
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people prefer descriptive comments even when they were asked to look for entertaining
results. On the other hand, some participants explicitly ignored very descriptive com-
ments in this scenario, reasoning that “they tell what is happening which kind of gives
away the punchline”. Personal preferences also played a role when it came to songs.
Some participants made their final choice for a particular ranking because they thought
the list contained a better selection of songs.

We observed evidence that the difference between video-level relevance and time-
point level relevance is subtle, and is difficult to distinguish for some participants. For
example, one participant reasoned: “List A includes an interview which would likely to
be informative”. In a different query and scenario, one participant mentioned: “List A
may entertain more than other two as it has a live concert video”. Note, however, that
the videos in the experiment were selected based on the VERV relevance of the retrieved
comments, not the relevance of the video as a whole, and thus it may happen that, e.g.,
a very informative interview gets included in a love list because of a funny moment.

Still, a clear example of VERV reranking that shows promise is shown in Figure 5.5.
Here, participants clearly preferred the here list in the INF scenario. They preferred this
list for reasons pertaining to both the type of videos (“List C includes a dirty bike test
which could be useful.”) and the informative comments (“A clue [. . . ] is found in the first
comment because a name of bridge and where to find it is given. Similarly, the second
comment is informative because it gives the name of a truck owner at a specific time.”).
Another example is shown in Figure 5.6. While no statistically significant preference was
observed (Table 5.12), here we can see that the love list contains deep-link comments
that display appreciation for the moments within the video rather than criticism. This is
also reflected within the comments from the participants, e.g., “It seemed like the com-
ments were favorable for all of the videos in this set, as opposed to the other sets that had
one or two videos with negative comments.”

Finally, while participants were not explicitly asked during the study whether they
found the VERV reranking useful, mainly to avoid default ‘yes’ answers, we did find some
participants commenting on its usefulness. One participant commented on YouTube
comments in general: “I personally tend to read comments whenever possible to inform
myself if a video is relevant or enjoyable to watch.” We also found supporting evidence
for findings by Potthast et al. [76] as discussed in Section 5.3: “The opinions expressed
in the comments don’t always provide information on the content of the videos. However
they prove to be slightly more useful when it comes to choosing videos for entertainment
value.” Besides using comments to assess whether a video as a whole is relevant, several
participants commented on how deep links themselves are useful and how these deep
links enabled non-linear access to interesting segments: “The comments seem like they
give me some useful points to watch”, and “the time-points would allow me to jump right
into the action”.

5.7. DISCUSSION
In the experiments just presented, we investigated the usefulness of deep links for im-
proving video search results and how they could open up a new perspective on the rel-
evance of a video by focusing on individual video segments rather than the video as
a whole. Under this perspective, deep-link comments offer a way of providing non-
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linear video access via their time-codes, which can match alternate dimensions of user
needs in addition to the topical relevance of the whole video. We developed a Viewer
Expressive Reaction Variety (VERV) typology that covers six different types of deep-link
comments (RQ1, Section 5.4) that capture how users deep-link to noteworthy moments
in a video. The six different VERV classes were intuitive to human annotators as they
were able to come to a reasonable agreement (RQ2, Section 5.4.4). The most surpris-
ing conflict was that some annotators find “funniness” not a personal opinion, but a
neutral statement instead. Using annotations obtained from the human annotators, we
were able to train machine classifiers that outperform a dominant-class baseline using
unigram text features (RQ3, Section 5.5). Using the trained classifiers to rerank videos
with deep-link comments, we set up an initial crowdsourcing user study to compare our
reranking method to a popularity baseline that preserved the original ranking and se-
lected the most liked deep-link comments. The study showed that people indeed notice
a difference (RQ4, Section 5.6.2), and that they report the reranking to be useful (RQ5,
Section 5.6.2). Even when a difference is not statistically significant for a single query,
manual inspection of individual cases shows that some participants in the study are still
able to motivate why one particular reranking is preferred using convincing arguments.
In several cases, participants explicitly noted in their general feedback how deep links
would help them to directly access useful and interesting segments, which shows that
the use of deep links for enabling non-linear video access looks promising.

As already mentioned in the introduction, the proof-of-concept presented here is
not the only potential application of our work to enable non-linear video access. In ad-
dition to serving as the basis to create a results list of jump-in points, deep links can
also be used for other applications that allow users to interact with video on the basis
of time codes. Here, we discuss the possibility of using deep links to offer a rich form of
navigating through a video that the user has selected for playback. For example, deep
links of various VERV types could be marked on the video’s timeline, allowing the user
to quickly jump to a different part of the video. We carried out an additional experiment
with the goal of shedding light on how our approach would perform in such an appli-
cation. Our experiment was designed to approximate the proportion of deep links per
video that would be correctly classified if a user was presented with a timeline of a video
that was created from deep-link comments belonging to a certain Viewer Expression Re-
action variety. For this purpose, we needed a classification score for every point in our
dataset, and not just the test data. In order to obtain the classification scores, we carried
out leave-one-out cross-validation. We restricted our investigation to the 428 videos in
our dataset associated with three labeled deep-link comments. The result was that for
74% of the videos at least two out of three deep-link comments were correctly classified.

For future research on the use of deep links, we see three important directions. First,
future research should focus on further improving automatic classification of deep-link
comments into specific VERV classes. For instance, when large amounts of resources
are available to annotate data, a larger training set can be used. Second, future research
should investigate modalities beyond text, exploring how deep-link comments relate to
the video content could help to further improve classification. For example, one can
think of leveraging specific audio cues, such as the presence of laughter near the linked
time-point. Third, our user study also revealed that it is worthwhile to conduct addi-
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tional evaluation studies to investigate the right balance between the VERV relevance of
the deep link and the topical relevance of the video.
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6
COLLECTING REALISTIC VIEWING

BEHAVIOR FROM THE CROWD FOR

NON-LINEAR VIDEO ACCESS

In this penultimate chapter, we investigate the creation of enriched video representations
using collective playback, an aggregation of the viewing patterns of individual viewers.
We build on the assumption that viewers’ play and skip behavior reflects parts of videos
that are most memorable and worth re-watching. Such playback information is collected
in large quantities by commercial online video platforms, but is not generally available
to researchers outside of the companies that run those platforms. We present a methodol-
ogy that addresses this challenge, and provide insights by studying data collected with this
methodology. The novelty of the approach is that it allows us to collect a larger amount of
realistic playback behavior than previously possible outside of commercial settings. The
methodology is applied in the form of a crowdsourcing campaign that is designed to elicit
realistic playback behavior. Our investigation of the study results provides three insights
on collective playback behavior: first, it converges, second, it shows promise of being use-
ful for non-linear video access and, third, it contributes added value to non-linear video
access above and beyond existing content analysis approaches.

This chapter is currently being reviewed as Raynor Vliegendhart, Martha Larson, and Alan Hanjalic. Col-
lecting realistic viewing behavior from the crowd for non-linear video access. Under review [100].
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6.1. INTRODUCTION
In order to enjoy a video, or to absorb its content, viewers can take one of two ap-
proaches. They can watch the video linearly from end to end, or they can watch the video
non-linearly, which means they skip through the video to access only specific parts. Lin-
ear video access is well supported by the standard online video players in widespread
use today. In comparison, support for non-linear video access is relatively underdevel-
oped. Today’s conventional video players are limited to providing jump-in functionality
and a simple time-slider control. They lack indication of what can be found where in a
video. Users who do not wish to watch a video end-to-end must scrub in order to find
the parts of the video they would like to watch. More recently, some video players, such
as YouTube’s [115], offer a thumbnail preview strip. Although this strip is helpful, effec-
tively, its functionality is no more sophisticated than the fast-forward feature found on
old VCRs.

This paper studies the usefulness of collective video playback behavior to support
non-linear video access. Specifically, we derive video representations from collective
playback behavior by aggregating information about which parts of videos are most fre-
quently watched and re-watched by viewers. Prior research on this topic has certain
limitations, such as the use of short videos, non-realistic viewing conditions or limited
sample sizes. In this work, we consider a representation useful for non-linear video ac-
cess if users feel it helps them to easily find good starting points in the video or portions
of the video that they find enjoyable and interesting. We choose to focus on one partic-
ular form of non-linear access, namely, providing users with heat maps as in Figure 6.1.
Our techniques for aggregating playback behavior can be anticipated to apply to other
forms of content consumption, such as highlight summaries, which are covered in the
related work, but not in our experimental investigation.

A key, novel aspect of this paper is that we go beyond useful aggregation of collec-
tive playback behavior, to also tackle the issue of how researchers can gather such play-
back behavior to begin with. Currently, in order to investigate realistic playback behavior
at a meaningful scale, researchers must have access to playback data from commercial
platforms. Here, we present a methodology for using crowdsourcing to collect playback
behavior that is realistic in nature, and non-trivial in volume. We will release the soft-
ware and collected data through GitHub.1 The innovation of our methodology is simple,
yet effective: instead of first defining a set of videos, and then asking study participants
to watch them, we first define a set of participants, and study video content that they
are interested in watching independently of our experiment. Our goal in presenting this
methodology is to enable researchers outside of industry or without access to commer-
cial data to also be able to develop techniques using playback data.

6.1.1. MOTIVATION AND SIGNIFICANCE

The motivation driving this paper is the wish to revitalize research into non-linear video
access. In particular, we would like to make substantial amounts of realistic viewer play-
back behavior available outside of industry. To this end, we turn to a generally accessible
group of internet users, namely the workers on commercial crowdsourcing platforms.

1https://github.com/mmc-tudelft

https://github.com/mmc-tudelft
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Figure 6.1: Collective viewing behavior reveals the overall interest patterns of the viewing community. This
signal can be visualized as a heat-map seekbar, as seen here. The heat-map allows the viewer to grasp the
video’s structure at a glance and makes it possible to directly jump to potentially the best parts of a video.

In this section, we present evidence of the importance of non-linear video access for
viewers of on-line video. Prior to beginning this work, we carried out an open-ended
survey as a task on Amazon Mechanical Turk (www.mturk.com). Amazon Mechanical
Turk (AMT) is a crowdsourcing platform that allows requesters to post small Human In-
telligence Tasks (HITs) for workers to carry out in return for a small monetary reward per
completed task. In our preliminary survey, we asked 100 people to describe the ways in
which they watch video content. Specifically, we asked whether they watch content from
beginning to end or whether they engage in one or multiple types of non-linear viewing
behavior instead, e.g., skipping the intro, seeking interesting parts or refinding a partic-
ular segment. Other questions in the task ensured that we were targeting people who
viewed online content, and that they were taking the survey seriously.

We manually reviewed how people described their viewing behavior, and found that
the descriptions could be easily sorted into four categories (number in parentheses is
number of responses in that category): linear (68), non-linear (29), near-linear (25), and
other (2). If the responder described skipping only the intro and/or outro of a video, we
labeled it as near-linear viewing behavior. We conclude that non-linear video access is
important since one quarter of our respondees report using it.

The survey results revealed a further insight. Respondees reported using non-linear
viewing behavior to fulfill a variety of information needs, including finding a single song
in a long performance, and looking for a controversial act of a coach during a game.
Responses covered a variety of content such as how-to videos, interviews and sports.

In this paper, we pursue one aspect of this insight further. Clearly, most informa-
tion needs mentioned by the study participants as driving their viewing behavior are

www.mturk.com
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Figure 6.2: Platforms such as YouTube provide uploaders insight into which parts of their videos retain the
viewers’ attention.

not highly personal information needs. Rather, the interest of the viewer for a particular
part of the video (for example, a song, or a controversial moment) can be assumed to be
shared by other viewers. We do not deny the existence of cases in which the viewer is
looking for something personal (e.g., the moment where my cousin, who attended the
game, is visible in the stands). Rather, we point out the importance of these relatively
non-personalized cases, as revealed by our preliminary survey. In short, these examples
show that viewers would benefit from a generic form of non-linear access, such as could
be provided by using the playback signal, to determine what, in general, viewers of a
video find interesting.

Our desire to dig into collective viewing behavior is further motivated by the surpris-
ingly limited amount of existing research on aggregating viewing behavior to support
video navigation. To our knowledge previous work has been restricted to small studies,
which have been few in number. These studies will be discussed in Section 6.2.2.

We attribute the shortage of work in this area, to a substantial degree, to the difficulty
in obtaining adequate amounts of user interaction data outside of industry, already men-
tioned. We note that playback behavior is made available to individual uploaders. For
example, YouTube makes graphs of video playback available, cf. Figure 6.2, but these can
only be accessed by channel owners, i.e., the people who uploaded the video. Playback
behavior cannot be collected for the large number of on-line videos needed for research.

6.1.2. CONTRIBUTIONS AND STRUCTURE
This paper makes contributions to the study of viewer playback behavior for non-linear
video access in three areas:

• First, we present a methodology designed to collect meaningful amounts of play-
back behavior that is more realistic than what has until now been used in previous
work.

• Second, we provide insight into the usefulness of collective viewing behavior with
crowdsourcing experiments addressing the three research questions below.

• Third, we provide the resources needed to reproduce our results, including the text
of the crowdsourcing tasks2, the software used to collect the playback behavior3

2https://mmc-tudelft.github.io/mturk-playbackbehavior
3https://github.com/mmc-tudelft/commonhit

https://github.com/mmc-tudelft/commonhit
https://mmc-tudelft.github.io/mturk-playbackbehavior
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and a list of the videos that we use. We will also release the raw user playback data
that we collected in a properly anonymized form.

Our insight into the usefulness of collective viewing behavior for non-linear video
access takes the form of the answers to three sets of research questions on the usefulness
of video playback behavior. These questions start by establishing a foundation and build
towards an understanding of the added value of playback behavior in practice.

RQ1 (Convergence) Does collective viewing behavior actually converge to a pattern?
Over time are all time points in a video watched equally? Does convergence re-
quire a prohibitively large number of viewers (Section 6.5.1)?

RQ2 (Usefulness) Do viewers find the information in collective viewing behavior useful
(Section 6.5.2)?

RQ3 (Added value) Does collective viewing behavior go beyond the information that
would be provided by concept detection (Section 6.5.3)? Does it duplicate the in-
formation provided by multimedia content analysis (Section 6.5.4)?

The paper is structured as follows. In Section 6.2, we cover related work, and position
this paper with respect to it. Section 6.3 describes the methodology that we propose for
collecting realistic viewer playback behavior outside of an industry setting. Section 6.4
describes the three main crowdsourcing tasks that we have carried out and defines the
main concepts and notation. The results of these tasks, which answer our three research
questions, are presented in Section 6.5. We conclude with discussion and outlook in
Section 6.6.

6.2. RELATED WORK
In this section we provide a background on video enrichment, viewer signals, and viewer
interest. We cover previous work on collective playback for non-linear access, and high-
light its limitations, which are addressed by this paper.

6.2.1. VIDEO ENRICHMENT

Non-linear access relies on video enrichment in order to direct users to specific parts
of a video. Content analysis is a classic approach to enriching video. Key examples are
visual concept detection [90], e.g., finding video frames that depict a car or a cow, and
computing affect over time [37], e.g., finding parts of the video reflecting excitement.
Content analysis has also been used to directly offer viewers more interesting methods
of browsing videos. Schoeffmann et al. [84] survey a large collection of user interfaces
for browsing videos, many of them employing some form of content analysis. Some
examples include the use of colored seek bars to represent the dominant color in the
visual channel and seek bars depicting amount and the direction of motion. With RQ3,
this paper investigates how collective playback complements information provided by
content analysis.
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6.2.2. VIEWER SIGNALS

Research on enriching video with explicit user feedback was driven by the idea that what
users find interesting in video content is related to not only what the content depicts,
i.e., perception, but also how the audience reacts to the content, i.e., reception. The im-
portance of audience reaction has led to a large body of work on viewer signals. Here, we
discuss work on both explicit and implicit viewer signals.

Explicit viewer signals have been used to enrich video. Twitter has provided enrich-
ment for, e.g., political debates [17], NFL football matches [96], and soap operas [33].
In [52], an interface was proposed that offers non-linear access by using visual content
analysis to align tweets mentioning popular concepts to the moments those concepts
appear in the video.

Implicit viewer signals have also been researched extensively. Important insights
have been achieved with electroencephalography (EEG) and eye gaze tracking, e.g., [91].
The Interest Meter [75] records the viewer’s body language during full linear playback
of a video. We also mention [65], which looked at the use of sensors resembling those
available in smart phones to record audience response, as expressed by e.g., movement,
during a live performance. Viewer response research must necessarily make a trade-off
between the invasiveness of the sensors recording response, and the types of insights
that can be achieved. A minimally invasive approach is that adopted by [119], who take
the mouse movements of users watching videos online to reflect interest. A similar as-
sumption is made by work, such as ours, that connects the user playback signal to inter-
est.

We point out that the idea of leveraging the collective playback signal for non-linear
access falls under the larger paradigm of using community activity to understand con-
tent, discussed by [85]. Applications include ranking [117], authoring [8], and catego-
rization [113]. Here, we put our focus on issues related to our application of non-linear
video access.

6.2.3. VIEWER INTEREST

Formally, viewer interest is the internal state of a person viewing a video. Soleymani [91]
defines interest as, “an affective state that drives users’ attention, and in combination
with users’ intent, it constructs users’ preferences and shapes their behavior on multi-
media delivery platforms". Interestingness research faces formidable challenges. First,
a person’s internal state is affected by a range of stimuli that include aspects of the con-
tent of the video, but also aspects of the context, including recent events and the viewing
condition. It is difficult to control these stimuli to isolate the ones directly responsible for
the state. Second, people are themselves unaware of their own internal states and their
self reports may contradict physiological measurements. Because of these challenges,
much research on video interestingness is directed at generating enrichment informa-
tion that is useful in an application setting. For example, [16] focuses on selecting frames
to pique viewers’ interest in content on a Video On Demand website. An application can
be highly successful using a best educated guess of the stimuli and also benefits by bal-
ancing conscious and unconscious interests.

In this paper, we take exactly such a pragmatic, application-driven approach to in-
terestingness. Our methodology is designed to carefully set up the preconditions in
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which video viewers would experience and express genuine interest. We are motivated
by strong statements of the importance of studying realistic viewing behavior, cf. [85]. In
our study, we prompt viewers to predict what other viewers would find memorable, and
reflect on what they themselves enjoy.

Our methodology sets us apart from other work, which also takes a pragmatic ap-
proach to interestingness, but fails to consider the realism of the viewing conditions. For
example [119], mentioned above, collects ground truth using AMT, but chooses videos
of no more than 5 minutes in length that do not require domain-specific knowledge.
Workers are asked to click thumbs up or thumbs down when something interesting or
uninteresting is being shown. Effectively, they are forced to find something interesting
in a very short video. Our approach directly addresses the limitations of this method.

6.2.4. PLAYBACK SIGNAL FOR NON-LINEAR ACCESS

Next we turn to looking at previous work that uses a collective playback signal in a way
that supports non-linear access. We mention the key limitations of existing studies: lim-
ited number of contributors to the collective signal, limited length of the videos, and low
attention to realism. Note that we do not cover work such as [24], which exploits the
viewing history of a single user, rather than collective playback.

Early work used playback signals alongside of audio and slide transitions to create
presentation summaries [38]. The tests involved four presentations of about an hour
viewed by around 40 users each. Also noteworthy are the degree of interest (DOI) func-
tions were presented by [71] for use with American Football. The functions use a mix of
game specific features (e.g., touchdowns, field goals) and/or previously recorded viewer
activity (i.e., replay a play, skip or change angle.) The test involved one game and 11
users. We point out that there is a small but important difference between summaries
and the type of non-linear access under study here. Successful summaries require a
complete set of highlights. In contrast, we focus here on the usefulness of the jump-in
points that we can offer to users and not their completeness.

VideoSkip [30] makes use of user interactions with a web player to detect video-
events. A playback signal was collected from 23 users for 3 videos of around 10 minutes
each. This work explicitly avoided long videos since they would be tiresome for users.
It adopts the question-based approach of [117], namely, driving the playback behavior
by a set of questions given to the user. Further research on this data of [30] is reported
in [4] and [47]. Another approach that uses questions to drive browsing behavior is [95].
This approach used the playback signals to generate video previews by training a hidden
Markov model. Our work also can be considered to drive viewing with a task. How-
ever, we choose a general task closely that is linked with a natural viewer browsing goal,
namely, finding memorable moments.

An early proposal for a navigation systems leveraging other user’s interactions was
made by [66], but was unfortunately not evaluated. The work that is closest to our own
introduces the VCR (View Count Record) system [3], which aggregates segment-level
view count statistics over multiple users. The video’s time-line is visualized by a series of
keyframe thumbnails representing the segments. The size of the thumbnail reflects the
viewer count. However, the system is evaluated with the playback signal of only 6 users
for 5 videos of 3-5 minutes in length.
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It is striking that in nearly every study viewers are subjected to forced interest. In
other words, the study design is not sensitive to the fact that the playback signal was
collected from people who possibly were not truly interested in the content of the video.
An exception is [93], which discusses realism and recruits a large number of users (103)
who are interested in the video content. Unfortunately, only one, six-minute video is
used. Follow-up work in [5] suffered the same constraint.

In sum, we see in the related work, that videos are short and that users are either
required to watch them end to end or receive questions to drive their browsing behavior.
Little attention is devoted to whether the users would actually have watched the video
if it were not for the experiment, and playback behavior is not necessarily a result of
genuine interest.

6.3. METHODOLOGY
This section presents our methodology for collecting realistic feedback behavior. Our
methodology addresses the shortcomings of existing work in terms of limitations on the
amount of playback data that it is feasible to collect, and limitations on the naturalness
of the viewing behavior of the users that generated the playback data. We follow two
design concepts, Viewer-First Dataset Design and Experience-Embedding Task Design,
discussed here in turn.

6.3.1. VIEWER-FIRST DATASET DESIGN

We design our dataset, as already mentioned above, by first identifying our viewer pop-
ulation, and then allowing the viewer population to dictate the video dataset that we use
for our investigation. This procedure is the inverse of the standard procedure that is ap-
plied outside of industry. Conventionally, researchers first choose the video dataset, and
then go in search of users in order to view the video content to provide feedback. Our
motivation for choosing the inverse procedure is the observation that genuine enjoy-
ment of the video content will lead to the most natural interaction behavior. We want to
avoid forced interest and maximize the chance that the viewer would have watched the
video independently of our research. If we can minimize the feeling of the viewers that
they are obliged to watch something that falls outside of their usual viewing interests,
then, we reason, we can maximize the realism of the viewer playback behavior.

In order to reach a large viewer population, we turn to a crowdsourcing platform
(AMT). We start from an observation made during our initial open-ended survey, which
was described in Section 6.1.1. In the survey answers, we found that about 25% of the
respondees mentions viewing sports video.

A second observation that we build on is that a large number workers on AMT are
based in India, corresponding to previous estimates that about 20% of the worker popu-
lation on AMT is based in India [44]. In India, the game of cricket is popular throughout
all segments of the population, and constitutes a billion dollar industry [1]. Our pre-
vious research experience has included game design, which also successfully leveraged
the power of cricket for engagement in the Indian context [55].

These considerations led us to choose the Celebrity Cricket League (CCL) as our
source of video content. This content source matches the natural interests of the viewer
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base to which we have access via AMT. Additionally, it fulfills three necessary research
requirements, which we discuss now in turn.

Suitability As revealed in our preliminary study, non-linear access is used for certain
types of video. Short videos, we assume, are more likely to be watched linearly, from
end to end. Non-linear access should instead focus on longer videos. Cricket matches
are known for being long. The average Celebrity Cricket League match lasts four hours,
making the chance high that viewers prefer to watch or re-watch by skipping from mo-
ment to moment rather than from start to finish.

Availability As a practical necessity for the collection of viewer feedback behavior, and
for reproducibility of our experiments, the videos must be publicly available and permit
embedding. CCL matches fulfill these availability requirements.

Generalizability The immense popularity of sports makes sports an attractive choice
for viewer-first dataset-design. However, sports games have a particular structure, dic-
tated by the rules of the game. Ideally, our viewer-first dataset choice should be simul-
taneously both popular with our viewer database, and also restricted as little as possible
to a single genre. From this perspective, Celebrity Cricket League is a particular good
choice. The non-professional Celebrity Cricket League (CCL) exists in India alongside
professional cricket. It involves eight teams of film actors from Indian regional film in-
dustries [109]. The CCL has been referred to as cricketainment since it combines ele-
ments of cricket and entertainment: It showcases interviews with stars, who are both
players and ambassadors, and is appreciated because of the emotion that they express
about the game [97]. These characteristics of CCL increases the chance that the findings
of this paper, which are based on CCL data, will go, in the future, beyond sports events
and transfer to other forms of video, most specifically, reality TV.

In sum, by putting the viewer first, we have arrived at the dataset for use in studying
viewer playback behavior. We identified a viewer population large enough to allow us to
collect playback behavior from a sizable number of users, and chose a dataset that fits
their interests, and fulfills requirements of Suitability, Availability, and Generalizabil-
ity. The final dataset used for the experiments reported on in this paper consists of full
matches from the fifth Celebrity Cricket League (CCL) from 2015, which are available
on YouTube. The fifth league ran from 10 January to 1 February 2015, and the crowd-
sourcing experiments described in this paper were run shortly thereafter. Details on the
videos are available in Table 6.1.

In order to validate our viewer-first dataset decision, we ran a pilot study in which we
offered a pilot version of our task to both US workers and Indian workers. The pilot task,
which ran for a week, attracted more workers from India than from the US (22 vs. 3) and
workers from India spent more time on average on the whole task (23 minutes vs. 4 min-
utes). We interpret these results to mean that the Indian workers engage more strongly
and naturally with the content, and that our viewer-first dataset design indeed allows
us to collect feedback behavior on AMT that is more natural than what was previously
considered possible.
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Table 6.1: Cricket video dataset

Team 1 Team 2 Pool Duration YouTube ID
1. MH VM B 4:53:25 yrtXAFahKgM
2. KB BD A 4:11:15 kA1OAzwUdrU
3. CR KS B 3:53:29 6CvnO7I2mO4
4. TW BT A 3:44:41 oGey3G-ML-w
5. MH KS B 4:34:20 NZh7EjTb6wU
6. BD TW A 3:36:55 z8U_bakITDw
7. CR VM B 3:22:41 oA_og6KmCRY
8. KB BT A 4:16:34 VH0xsWpqkdU
9. TW KB A 4:17:17 i4L3HEV6D3E

10. KS VM B 4:14:38 r7zN9HjKzAs
11. MH CR B 3:32:02 8WyjDMljVeg
12. BD BT A 4:00:21 xoWYjBOqMyQ
13. CR KB Semi 4:10:50 W02IHehf77o
14. TW MH Semi 4:12:45 BvxQ5_srVLk
15. TW CR Final 4:18:43 vDoj_nsrn88

Total: 61:19:56

Teams: Bhojpuri Dabanggs (BD), Bengal Tigers (BT), Chennai Rhinos (CR), Karnataka Bulldozers (KB), Kerala Strikers (KS),
Mumbai Heroes (MH), Telugu Warriors (TW), Veer Marathi (VM).

6.3.2. EXPERIENCE-EMBEDDING TASK DESIGN

Now that we have chosen the dataset, we turn to the question of how to design an AMT
task (i.e., a HIT) that will allow us to maintain the naturalness of viewer behavior to the
largest extent possible. To this end, we would like to minimize the impact of the fact that
on AMT we are actually paying viewers to watch our video data set. In this section, we
discuss the issues, and how we address them.

Although some workers use AMT to kill time or have fun [43], we assume that a ma-
jor motivation of workers is to earn money. We would like to shield our viewers from
the temptation to speed through viewing in order to earn money as quickly as possible.
In order to accomplish this shielding, we design our HITs to embed the experience of
participating in a contest inside the experience of carrying out a task on the AMT plat-
form. The contest is designed in such a way that the chances of success in the contest
are improved the more time the worker spends watching a video. Since the motivations
introduced by the contest cancel out motivations to engage in other behavior (i.e., speed
through the HIT), we assume that there is a high chance that users will simply default to
natural viewing behavior.

The contest consists of two parts, the Select Task and the Vote task, which are de-
scribed here in turn. In the Select Task, the contest is introduced. Workers are pre-
sented with the video of a Celebrity Cricket League match and are asked to watch it in a
natural way and select three memorable moments, which are described as ‘...moments
that other people would want to rewatch’. Workers are informed that it is okay to seek,
skip, and watch specific segments. Workers win in the contest if they select moments
that receive many votes from other workers. Winning workers receive an AMT bonus.

In addition to collecting memorable moments from the workers, playback behavior
of the workers is also recorded during the Select Task for further study. The specific
formulation of the Select Task is created to encourage workers to adopt the type of
non-linear access behavior that viewers would use to re-view a lengthy segment of video
content. We assume that a major motivation of re-viewing recorded matches is to dis-
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Select Task
Purpose: Collecting playback
behavior for video dataset.

Vote Task
Purpose: Determining bonus
rewards for gamified Select
HIT.

Heat Task
Purpose: User study on useful-
ness of playback signal for find-
ing interesting moments.

selected moments

heat-map based on voted moments

heat-map based on
playback behavior

Figure 6.3: Overview of the experimental setup showing the relationship between the three different crowd-
sourcing tasks.

cuss them with colleagues, friends, and family. For this reason, providing a bonus for
memorable moments that are popular with other workers emulates a natural motiva-
tion for watching match recordings in a real-world setting.

In the Vote Task, workers are asked to view a set of selected moments from the
Select Task and to vote on the three moments that they find the most memorable. We
do not use any playback behavior collected during the Vote Task. Rather, we use the
task to determine winners and to collect explicit confirmation of the usefulness of spe-
cific video moments. Figure 6.3, which depicts all HITs used in our study, illustrates the
connection of the Select Task with the Vote Task. Details of the execution of these tasks
and also of the Heat Task, which assesses heat maps created with aggregated playback
behavior, are provided in the next section.4

6.4. EXPERIMENTAL STUDY
In this section, we apply the methodology introduced in Section 6.3 to carry out stud-
ies on the CCL dataset described in Section 6.3.1 by gathering information with three
HITs, summarized by Figure 6.3 and introduced in Section 6.3.2. Technically, the HITs all
incorporate a player capable of collecting playback behavior, and also presenting heat
maps such as the one in Figure 6.1. The player is based loosely on LikeLines [99], our
open source system for collecting playback behavior (e.g., play, pause, scrub), and has
been adapted for use in AMT. We cover each HIT in turn, detailing how the feedback col-
lected in one HIT flows into the next HIT in the chain, and contributes to our analysis.

6.4.1. COLLECTING PLAYBACK BEHAVIOR
The Select Task, as explained above in Section 6.3.2, asked workers to watch a CCL
match video, but also to take notes in order to select three memorable moments at the
end of the task. At the start of the task, workers were presented with instructions and
a general pre-video survey, in which they were asked whether they have watched this
video before and if they were supporting a particular team. The task was divided into

4Recall that all HITs are available at https://mmc-tudelft.github.io/mturk-playbackbehavior/.

https://mmc-tudelft.github.io/mturk-playbackbehavior/
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well-delineated steps that had to be completed before the worker could continue, i.e.,
instructions, pre-video survey, watching the video, selecting moments, and epilogue.
The software we used to implement the task templates and to capture the worker’s play-
back behavior during video viewing is available on GitHub.5 Details of the published
Select HIT are as follows. The HIT was run for all 15 matches in the dataset. For each
cricket match, 53 workers could submit three memorable moments. The reward for each
assignment was set to US$0.50 and the HIT ran in March 2015.

On the basis of this playback behavior, we create a collective playback signal, using
the following approach. Let pi (n) denote a playback signal describing how often a sin-
gle person in a viewing session i ∈ Sv has viewed the nth second of video v ∈ V . Let |v |
denote the length of video v in seconds. We create p̃i (n), a smoothed version of pi (n),
obtained using a median filter with a window of 11 under the assumption that any seg-
ment of the video played for 5 seconds or less is an artifact from scrubbing or seeking.
The individual playback signal of a single viewing session p̂i (n) is calculated by normal-
izing p̃i (n) such that the signal’s range lies within [0,1]:

p̂i (n) = p̃i (n)

max
0≤x<|v |

p̃i (x)
. (6.1)

We then define the collective playback signal to be the sum of all individual playback
signals in Sv , the set of all viewing sessions for video v :

hSv (n) = ∑
i∈Sv

p̂i (n) (6.2)

Next, in order to reduce the impact of incidental differences, we create a smoothed
version of Equation 6.2, denoted as h̃Sv (n). We again use a median filter, but this time
we use a filter window of 5. This window size was chosen on the basis of data collected
during our pilot task.

We next define a second version of the collective playback signal, the consensus-
based collective playback signal that takes into account some form of consensus. First,
we introduce mv,k (n) to denote a discrete signal that is equal to 1 when at least k viewers
have watched the nth second of a video v :

mv,k (n) =
{

1 if
∣∣{i | i ∈ Sv ∧pi (n) ≥ 1

}∣∣≥ k,

0 otherwise.
(6.3)

We can then use Equation 6.3 as a mask to suppress parts of the collective signal watched
by less than k viewers. We use k = 3 to obtain:

cSv (n) = hSv (n) ·mv,3(n) (6.4)

Again, as with Equation 6.2 above, we use c̃Sv (n) to denote a smoothed version of Equa-
tion 6.4 using the same median filter with a window of 5.

5https://github.com/mmc-tudelft/commonhit

https://github.com/mmc-tudelft/commonhit
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6.4.2. COLLECTING MOMENT JUDGMENTS

Next we move to the Vote HIT, which, as discussed above was used to decide which of
the memorable moments that viewers submitted in the Select HIT would be consid-
ered winning moments. Note that the ‘memorable moments’ are the moments explicitly
selected by the workers.

For each video, we collected all moments submitted by workers in the Select HIT.
The moments were randomly placed in brackets of six moments. For each bracket, work-
ers had to pick their three moments of choice and explain which of the three would be
their most favorite. After the HIT is finished, the top three moments that have received
the most votes in a bracket are declared as winning moments for that bracket. Prize
money for that bracket is then evenly be split across the workers that submitted these
winning moments. Just like the Select HIT, this HIT contained the same short pre-video
survey.

Details of the published Vote HIT are as follows. The HIT was run for 349 brackets
(each of 6 moments) in total for the 15 cricket matches in the dataset. For each bracket,
3 workers could cast three votes. The prize money for each bracket was US$0.75, which
was equally distributed over the winning moments. The reward for each assignment was
set to US$0.17 and the HIT ran in March 2015.

6.4.3. USER STUDY ON THE USEFULNESS OF COLLECTIVE BEHAVIOR

In the final HIT, the Heat HIT, we carried out a user study on the usefulness of the col-
lected viewing behavior signal observed in the Select HIT. For this HIT, we visualize the
collective playback signal as a heat-map for the purpose of navigation (cf. Fig 6.1). We
compare it to two baselines, ‘Voted moments’, explicitly chosen memorable moments
that emerged as ‘winning moments’ in the Vote HIT, just described in 6.4.2 and ‘Ran-
dom moments’.

The Heat HIT is structured as follows. The task starts with an overview and instruc-
tions. An example of a heat-map seek bar is shown, together with a color map explaining
the scale of less interesting to more interesting.

Then, the worker carries out the same pre-video survey as in the other two HITs. Next
the worker is presented with a video with the heat-map seek bar to be tested. The worker
is instructed to watch a cricket match video. The HIT is framed such that workers must
imagine they missed a cricket match from the CCL league and have limited time to watch
a recording of it. Clicks on the heat-map seek bar are recorded and are used in the next
and final step of the HIT.

Finally, the worker is asked for an explicit evaluation of the heat map. The video with
the heat-map seek bar are presented again and the worker is asked three questions. For
the first question, (Qrelevance), the worker is shown five of the time-codes that s/he had
previously jumped to by clicking on the heat-map seek bar. The time-codes are selected
by random sampling of all the worker’s previous clicks. For each time-code, the worker
is asked to specify whether it was a good starting point.

As the second question, (Qagree), the worker is asked to judge (on a 5-point Likert
scale) the following three statements about the heat map.
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S1) “This specific heat-map made watching the video fun (and not frustrating);”

S2) “This heat-map seek bar for this video allows me to find good starting points in the
video;”

S3) “This heat-map seek bar helped me to find the interesting moments in the match
more quickly.”

As the third question, (Qfree), workers are asked to give general impressions using a few
sentences and optionally provide questions or suggestions.

Details of the published Heat HIT are as follows. The HIT was run for each of the
4 conditions for each of the 15 cricket matches in the dataset. For each condition and
video, 30 workers could participate in the evaluation, resulting in a total of 1,800 assign-
ments. The reward for each assignment was set to US$0.20 and the HIT ran in April 2015.

Next we describe in detail the four different conditions (types of heat maps) that are
tested in Heat HIT. Each condition uses a different type of heat map each using a dif-
ferent source signal for the heat-map seek bar. Two of them are based on the collective
playback signals, i.e., smoothed versions of Equation 6.2 and Equation 6.4.

Since these signals are not yet normalized to fall between [0,1] and since observa-
tions from the pilot Select HIT showed that these signals tend to contain extremely
high peaks at the beginning of the video, we adjusted the signals for display. Specifically,
we clipped the signal to retain all values within two standard deviations of the mean be-
fore and then applied normalization, as follows. Let h̄Sv denote the mean and let σhSv

denote the standard deviation of h̃Sv (n). Then

ĥSv (n) = min(hSv (n), h̄Sv +2σhSv
)

(h̄Sv +2σhSv
)

(6.5)

denotes the smooth normalized collective playback signal of Equation 6.2. Using the
same notation for c̃Sv (n), the smooth normalized consensus-based collective playback
signal of Equation 6.4 is then defined as follows:

ĉSv (n) = min(cSv (n), c̄Sv +2σcSv
)

(c̄Sv +2σcSv
)

(6.6)

The ‘Voted moments’ and the ‘Random moments’ baselines are defined as follows.
The ‘Voted moments’ baseline uses results from the Vote HIT. Here, for a given video v ,
we select all moments that received at least three votes. Let Mv denote this set of time-
points (in seconds). On average, Mv contained 10 time-points (ranging from 8 to 16
points). We place a Gaussian kernel at each point, since we have no knowledge whether
the kernel should favor the moment before or after the time-point. The kernel’s σ was
set to 30 to make the moments visibly discernable in the resulting heat-map seek bar.
In order to prevent nearby time-points amplifying each other, we use max rather than
addition as the combining operator. Then, given a set of points P = Mv , the resulting
signal for the third condition is defined to be:

fP (n) = max

{
e−

(n−x)2

2σ2 | x ∈ P

}
, where σ= 30 (6.7)
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The ‘Random moments’ baseline is formed in the same way as the ‘Voted moments’
baseline, except that the time-points are instead randomly chosen. For each video v ,
we draw 10 points from the uniform distribution U (0, |v |) under the assumption that
events occur at a fixed rate. We choose 10, since Mv contains on average 10 time-points.
We designate the randomly drawn point set as Rv . Then, we set P=Rv , and calculate fRv

by again applying Equation 6.7.

6.5. RESULTS
This section presents the results achieved by applying the methodology (Section 6.3)
to implement crowdsourcing experiments (Section 6.4) that, taken together, enable in-
sights into the usefulness of collective playback behavior. We analyze the data collected
from the three AMT HITs (refer back to Figure 6.3), in which a total of 272 workers partic-
ipated (141 in the Select HIT, 82 in the Vote HIT, 142 in the Heat HIT). We address each
of our three sets of research questions (RQ1, RQ2, and RQ3), introduced in Section 6.1.2.

6.5.1. EMERGENCE OF TRENDS IN THE PLAYBACK SIGNAL
First, we investigate Convergence: Whether and how quickly trends emerge in the col-
lective playback signal (RQ1). Answering this question provides insight into how many
users must contribute to the collective playback signal before it can be meaningfully
used in an application.

To answer these questions, we analyze data from the Select HIT. In total, the Select
HIT collected 727 viewing sessions for the 15 videos, or, on average, 48.5 sessions per
video. In these 727 sessions, workers watched in total 140 hours of footage, or 11.5 min-
utes on average. As mentioned before, a total of 141 workers participated in the HIT.
They watched in total 9,488 segments, which means an average of 13 segments per view-
ing session. Colored area of Figure 6.7 plots the collective playback signal for each of the
videos.

We use the data that we collected with the Select HIT to simulate a large number
of possible ways in which the collective playback signal could accumulate over time by
randomly ordering the sessions i ∈ Sv that we collected for a video v . Note that we can
safely apply any reordering to the sessions recorded in the Select HIT, since each ses-
sion was collected independently of all others. Let o j : Sv → N denote a function rep-
resenting a particular ordering j that assigns to a session i ∈ Sv a sequence number
k ∈ {1,2, . . . , |Sv |} ⊂ N. We can then modify Equation 6.5 as follows to represent the col-
lective signal under a given ordering o j after t viewing sessions have been observed:

ĥSv ;o j ;t (n) = ĥ{
i ∈Sv | o j (i )< t

}(n) (6.8)

We can compare this signal at a particular time t1 to the signal at a later time t2 > t1 to
see how much the signal has changed after more viewing sessions have been observed
for a particular ordering. Note that for t = |Sv |, Equation 6.8 is equal to the full collective
playback signal ĥSv .

We study the evolution of the collective playback signal over time by looking at the
pattern with which never-before-watched seconds of video are added to the collective
playback signal by each additional user playback session. Specifically, we look at the
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number of zero bins in the signal that become non-zero between two time points, com-
puted as follows:

∆z(h1,h2) = |{n ∈N | h1(n) 6= h2(n)∧h1(n)h2(n) = 0}| (6.9)

In our analysis, we combine Equations 6.8–6.9 and compare the collective signal at two
adjacent points in time:

convSv ;o j (t ) =∆z(ĥSv ;o j ;t−1, ĥSv ;o j ;t ) (6.10)

Figure 6.4 shows the value of the function defined in Equation 6.10 over time averaged
over 500 random orderings of viewing sessions, o j , for each of the 15 videos using inter-
action data recorded in the Select HIT. We illustrate the standard deviation for single
video using error bars. Figure 6.5 illustrates the standard deviation for each point in time
for a typical video (the other videos are comparable).

Figures 6.4 and 6.5 allow us to make two observations. First, we observe the existence
of a characteristic convergence pattern. In the top plot of Figure 6.4, the convergence
curve begins to flatten at around t = 10 sessions. By t = 50 sessions it is very flat, but still
well above the 0 line. This pattern contrasts with what we would expect if the playback
behavior did not converge: in such a case the line would fall more slowly, but also more
steadily towards zero, the point at which all timepoints in the video have been watched.

One possible explanation for the observed convergence pattern is the patterns of
interest among our viewer population. Recall from Section 6.1.1, that we are not aiming
to satisfy personalized requirements for non-linear access, but rather focus on relatively
non-personalized cases. However, the nature of sports competition means that viewer
interest cannot be considered homogeneous. Instead we can expect a pattern: some
viewers will support one team and some will support the other.

Figure 6.6 is a version of the top plot in Figure 6.4 which includes only sessions of the
viewers who supported the same team supported by the majority of the viewers. The fact
that the plot in Figure 6.6 ends after about 30 sessions reflects the fact that the majority is
about 60% of the total viewers. The critical point to notice in Figure 6.6 is that it has the
same shape as the top plot in Figure 6.4. This fact suggests that the convergence that we
observe is a useful convergence leading to a collective playback signal that is universally
applicable to viewers, rather than being specific to the supporters of one team.

Second, we can see that videos have two different types of convergence behavior. Up
until now we have only considered the top plot in Figure 6.4, which shows the patterns
for videos 1–11 and 15. Examining the top three lines of the bottom plot of Figure 6.4,
we see that videos 12–14 exhibit a different pattern. These curves differ in their mean
value of the curves and also in their smoothness. Upon first consideration, these videos
seem to contradict our conclusion that the collective playback signal converges. How-
ever, closer consideration reveals that for these videos a hand full of viewers watched
very long stretches of the video consecutively. Apparently they were caught up in the
game, and were not watching exclusively for the purpose of selecting memorable mo-
ments. The bottom three lines of the bottom plot of Figure 6.4 show the convergence
pattern when sessions with long continuous playback segments have been removed. We
see that the plots now fit the same pattern as observed with videos 1-11 and 15 in the top
plot of Figure 6.4.
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Figure 6.4: Convergence of the overall collective playback signal for each of the 15 videos as the number of
user sessions considered grows larger. For reasons of presentation, the videos are divided between the top and
bottom graph. The top graph contains videos with typical convergence patterns and the bottom graph con-
tains videos with atypical convergence patterns (top 3 lines, 12–14) caused by sessions with long continuous
playback segments. Averaged over 500 random orderings of sessions. Curves labeled n′ represent a subset of
sessions in which sessions with long continuous playback segments have been removed.
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Figure 6.5: Further detail for a typical video (Video 4). Convergence behavior of a the collective playback signal
as the number of user sessions grows larger; averaged over 500 random orderings of sessions (as in Figure 6.4).
Standard deviation is depicted using errorbars.

We finish this section by looking ahead to Figure 6.7 to point out how these two ob-
servations are also evident there. In this figure, the collective playback signal is plotted
as a colored histogram that stretches over the timeline of the video. We see that for most
videos, there is a lot of playback activity at the beginning of the video, but then islands
of interest emerge. We see that the ca. 50 viewers who have interacted with the video
do not spread their interest evenly, but instead engage in playback behavior that leads
to peaks of interest. This observation is particularly interesting given the fact that each
user is watching the video independently, and does not see the playback signal from pre-
vious viewers. The videos for which we observe that the playback curve is non-zero over
long stretches of the timeline are exactly videos 12–14, exactly those videos which, as we
pointed out above, were watched by a handful of viewers whose behavior was non-linear.
In, sum, our observations provide the following answer to RQ1: Viewing behavior con-
verges to a pattern, which may be hidden unless viewing sessions in which the viewer
engaged in linear playback behavior are removed. Convergence occurs after a relatively
low number of viewers, implying that a limited number of viewers can already create a
playback signal potentially useful in practice. In the next section, we dive into the ques-
tion of usefulness in more detail.

6.5.2. USEFULNESS OF PLAYBACK SIGNAL FOR NAVIGATING IN VIDEOS

Here, we investigate Usefulness: whether users find any value in the collective playback
signal (RQ2). We analyze the results of the Heat HIT, i.e., the user study of the heat-map
seek bars described in Section 6.4.3.
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Figure 6.6: Convergence of overall collective playback signals based on a homogeneous subset of viewers. For
each video, viewers were divided into groups based on team preference and only viewing sessions from the
largest group was considered.

The first question (Qrelevance) asked workers to judge jump-in points that they have
clicked. Table 6.2 reports the precision, defined as the percentage of jump-in points
judged to be good. The most interesting insight to be drawn from these results is that
the collective playback signal, Equation 6.5, achieves an acceptance rate quite close to
that of the ‘Voted moments’. This finding is significant, since the ‘Voted moments’ is
based on a time-consuming process of collecting explicit feedback from users, and the
collective playback signal requires only recording implicit behavior.

Further, we see from Table 6.2 that all conditions outperform the ‘Random moments’
baseline. However, only the collective playback signal, Equation 6.5, and the ‘Voted mo-
ments’ outperform it significantly. On the basis of this observation, we conclude that
filtering the collective playback signal with consensus does not lead to a more useful sig-
nal. Also interesting is the fact is that the random precision is relatively high, and the
‘Voted moments’, which are explicitly handpicked, demonstrates a significant, but not
particularly dramatic contrast with random moments (the difference in precision is only
about 0.06).

Next, we turn to the answers that we collected to the three statements of (Qagree) in-
troduced in Section 6.4.3. Table 6.3 gives the mean opinion scores We can see that work-
ers gave highly positive answers. S1 asked whether the heat-map seek bar was fun and
not frustrating. Here, we see that the ‘Random moments’ did not provide more frustra-
tion than the other conditions. S2 asked about good starting points and S3 about inter-
esting moments. For these answers, a difference can be observed between the ‘Random
moments’ and the other conditions, but it is not statistically significant. Taken together
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Table 6.2: Average fraction of relevant heat-map clicks (Qrelevance)

Average Mean Student’s t-test
Condition precision worktime (vs. condition 4)

1. Collective playback signal, 0.6170 469s p = 0.0323 *
Equation 6.5

2. Consensus-based collective playback signal, 0.6053 418s p = 0.1001
Equation 6.6

3. Voted moments, 0.6294 451s p = 0.0070 **
Equation 6.7, P = Mv

4. Random moments, 0.5698 500s —
Equation 6.7, P = Rv

(*) p <α= 0.05 (**) p <α= 0.01

Table 6.3: User study opinion score and completion time statistics (Qagree)

Mean opinion score
Condition S1 S2 S3

1. Collective playback signal, 4.01 4.10 4.13
Equation 6.5

2. Consensus-based collective playback signal, 4.01 4.08 4.11
Equation 6.6

3. Voted moments, 4.05 4.12 4.16
Equation 6.7, P = Mv

4. Random moments, 4.01 4.01 4.06
Equation 6.7, P = Rv

the answers to Qrelevance and Qagree point to the conclusion that users appreciate a heat
map in general, that an “incorrect" heat map will not frustrate them. The ability of collec-
tive playback signal and hand-selected moments to improve a heat map is competitive.

Next we turn to analyze the free-text answers provided to Qfree. Most relevant to
our question of the usefulness of the collective playback signal were comments that ad-
dressed the sparsity of jump-in points in the ‘Voted moment’ condition. One worker
commented, “There were many interesting moments and the seek bar didn’t cover all.”,
Another did not find the sparsity a problem, “Now this seek bar did not have many selec-
tions. But all that was there was enough to cover the proceedings.” We obtain two interest-
ing insights from these comments. First, an advantage of the collective playback signal
over explicitly chosen moments is that not only can it be collected effortlessly, there is
also no difference in effort between providing a relatively sparse and a dense heat map.
Second, these comments suggest that people explore parts of the video beyond what the
heat-map seekbar points to. This behavior could explain why they are relatively tolerant
of an ‘incorrect’ heat map, as represented by the ‘Random moments’ condition.

Many other comments provided tips on usability. These are less relevant for our re-
search question, which is about the usefulness of the collective playback signal, and not
about the particular design and implementation of the seek bar, but we include them
for completeness. The learning curve appears to be shallow. One worker commented,
“After attempting a few of these hits, I understood the working of heat map and find it
very interesting and useful tool too.” Some workers remarked that it is sometimes hard to
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Table 6.4: Top 25 most frequent unigrams in workers’ written motivations for choosing memorable moments
in the CCL matches. Cricket-related concepts are indicated in bold.

1. good 6. toss 11. runs 16. excellent 21. fielder
2. wicket 7. catch 12. six 17. bowling 22. warriors
3. ball 8. boundary 13. match 18. hit 23. team
4. shot 9. four 14. won 19. nice 24. telugu
5. first 10. batsman 15. chennai 20. bowler 25. great

click precisely on a certain part of the heat-map seek bar due to resolution, and one also
offered a suggestion, e.g., “Have a zoomed version of heat map near the mouse pointer
(like spotlight search on iOS). I thought I was clicking on red, but happened to click on
the yellow area beside it. Zoomed heat map where the cursor is, will prevent this.” Other
suggestions included adding a thumbnail preview to the seekbar similar to the function-
ality already provided by the YouTube player and including more semantic information
in the seekbar, which has actually previously been explored in the literature on collab-
orative tagging [89]. Finally, the remark of one worker, “If buffering to directly go to the
selected part was a bit faster then one could enjoy it all. Slow loading makes a viewer wait
for some seconds.”, reveals that existing video platforms are not suitable for non-linear
access, especially if you were to consider common bandwidth configurations found in a
crowdsourcing setting [18]. However, it also tells us that approaches such as [10], which
seek to reduce latency by pre-fetching could be driven by collective playback behavior.

6.5.3. TYPES OF INTEREST POINTS WHICH PEOPLE SEEK OUT

Now, we turn to Added value, our third research question RQ3, and look first at whether
the collective playback signal duplicates information that would be provided by multi-
media content analysis. As mentioned above, one of the user-study participants sug-
gested more semantic information in the seekbar. Specifically, that worker commented,
“Have different colors in the heat bar to identify which moments are boundaries, wickets
etc. So if I want to see only moments related to wickets, I can use the respective color.” It is
conceivable that automatic content analysis would be able to identify cricket concepts
such as boundaries and wickets with a high level of confidence. Here, we are interested
in exploring whether such automatic analysis would make the collective playback signal
unnecessary.

To this end, we turn back to the information gathered during the Select HIT. Recall
that workers had to pick three memorable moments and justify their selections with a
short explanation. In Table 6.4, we present the most frequently occurring single words
(unigrams) in the workers’ explanations. It can be seen that the motivation of the work-
ers is heavily grounded in the cricket domain: 15 out of the top 25 most frequently used
unigrams are words directly related to cricket (shown in bold). The remaining unigrams
are mainly evaluative adjectives (e.g., “good" and “excellent") or are proper nouns refer-
ring to CCL teams.

An important insight from Table 6.4 is that not every cricket event in the whole game
is memorable. Instead, users qualify moments with evaluative terms such as “excellent”
and “great”, we see that workers mainly nominated events that exceeded that their ex-
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pectations in some way. We carried out an analysis of the ten most frequently used
cricket terms in the explanations we collected. Specifically, we looked at cases in which
one of these cricket terms was preceded by another word. We found that in 30% of the
cases, the word the preceded the cricket term was an evaluative adjective. Most notable
are “shot” and “catch”, for which the percentages are 66% and 71%, respectively. Terms
like “wicket”, “ball” and “runs”, are less likely to be preceded by evaluative terms. In-
stead, they are more often qualified by adjectives providing an objective qualification,
e.g., “wide ball” or “first wicket”. We conclude that although providing users with a click-
able timeline of cricket events, such as could be provided by concept detection, would
support them in non-linear access, it does not provide complete coverage of their inter-
ests. Conventional concept detection is not able to detect the quality of an event, which
is clearly a part of why users find certain moments memorable or worthwhile.

Further analysis of the explanations that we collected, reveals that users find mo-
ments memorable not because of an event that occurs, but because of an expected event
that fails to occur, e.g., “A dropped catch. One of those exciting moments of cricket that
takes us to the edge of our seats.” Occasionally, controversial moments were pointed out,
e.g., one worker said: “I liked 30:01 moment. The ball hit the edge of the bat and landed
in the hands of wicketkeeper. The field umpires couldn’t conclude the decision. The third
umpire made the decision of declaring that the batsman got out”. Previously, users in-
terests in mistakes and bloopers has been observed by studying comments containing
deeplinks to particular time points in YouTube videos [103].

Finally, we note that the explanations for many of the moments were not specifi-
cally related to cricket. These moments included shots of people and the location, e.g.,
the audience or celebrities close-ups, beautiful scenery, e.g., “the camera shows moon
in the dark night”, or side-events not directly related to the match, e.g., dance perfor-
mances prior to the start of the match and interviews. These explanations did not seem
to be constrained to a particular semantic domain. Detecting such moment with a con-
cept detector would require predefining a list of relevant concepts. Given the breadth of
these comments, defining a complete list would require a human curator to watch the
individual matches.

In sum, our analysis of viewers explanations has led to insight on RQ3. We have
seen that visual concept detection may support non-linear video access, but cannot fully
cover the full range of moments found interesting by users. In particular, evaluative judg-
ments, mistakes, and unexpected topic material are all required techniques going above
and beyond concept detection.

6.5.4. CORRESPONDENCE BETWEEN PLAYBACK BEHAVIOR AND AROUSAL

In the past, multimedia research has investigated the value of an arousal curve estimated
directly on video content, e.g., [37]. In sports events, the arousal curve captures the reac-
tion of the audience. As such, we continue addressing RQ3 with an investigation whether
or not this curve, which can be pre-computed before the video has been viewed, can sub-
stitute for the collective playback signal. We have computed the arousal curve for all 15
videos based on the method described in [37]. The curve is depicted as a black line in
Figure 6.7.
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We first investigated the hypothesis that users stop watching and decide to skip when
the arousal curve starts falling off. To test this hypothesis, we looked at parts of the col-
lective playback signal at which the value of the signal dropped to zero, i.e., points at
which viewers stopped watching the video and skipped to a different part. For each of
these points in the video, we checked the last 10 seconds of the arousal curve signal and
computed the slope in this window. We found that for each video, the mean of the slopes
of the arousal curves at skip points is nearly zero. We cannot conclude that arousal drops
can help us predict points at which people stop watching.

Next, we turned to investigate whether there is an underlying correlation too subtle
to be evident in Figure 6.7. For this purpose, we use av (n) to denote a function describ-
ing the value of the arousal curve for video v at the nth second. We compare the full
collective playback signal of each video (Equation 6.5) with its corresponding arousal
curve using both Pearson’s correlation coefficient and normalized mutual information
measures. This analysis revealed no evidence of a notable correlation. For all but two
videos, |ρ(av , ĥSv )| < 0.18, indicating the relationship between the two types of signals
is negligible. Only for video 10 and 15 it was the case that the Pearson’s coefficients [72]
were 0.24 and 0.21, respectively, indicating a weak relationship. Using normalized mu-
tual information as defined in [107], we found that for all v , 0.5 < NMI(av , ĥSv ) < 0.52,
which indicates the two signal types share little information.

Putting all the insights discussed above together, we can now answer RQ3 by stating
that the evidence points to collective playback behavior being a source of information
useful for non-linear access that goes above and beyond the information that can be
gained from other forms of video enrichment, specifically visual concept detection, and
affective analysis.

6.6. CONCLUSIONS AND OUTLOOK
This paper has introduced a methodology for collecting a large amount of realistic play-
back using a commercial crowdsourcing platform. Our goal was to open the study of
collective playback behavior to researchers who do not have access to playback data col-
lected by large commerical video platforms. We applied our methodology to develop a
set of HITs, which were run on AMT and carried out by 272 workers. The data collected
in this way was analyzed in order to yield insights on the use of the collective playback
signal for supporting non-linear video access. We state these insights here in the form of
three conclusions. First, if the collective playback signal is to support non-linear access,
it is important to know how many viewers are needed for convergence to a useful pattern
(RQ1 on Convergence answered in Section 6.5.1). Our study shows that after only about
10 viewing sessions, a collective playback signal starts to take shape.

Second, it is important to know if users find the collective playback signal useful (RQ2
on Usefulness answered in Section 6.5.2). Here, we focused on the collective playback
signal visualized in the form of a heat map, as in Figure 6.1. Our study revealed that
adding extra effort to hand pick particular moments does not lead to a heat map that
viewers find more useful than the one created from the collective playback signal. Fur-
ther, viewers seem to be relatively tolerant to a sub-optimal heat map, suggesting that
video platforms can experiment with using the collective feedback signal as a heat map
for supporting non-linear video access without undue worry that users will be put off by
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their perceived quality of the entry points. Third, it is important to know if the collective
playback signal has the potential to provide information about and beyond what can al-
ready be automatically inferred using content analysis techniques (RQ3 on Added value
answered in Sections 6.5.3 and 6.5.4). We found that both visual concept detection and
affective content analysis have potential to support non-linear video access, but that the
collective playback signal contains information that is important for viewers that they
cannot replace.

We would like to conclude with a set of research directions for future work. First,
in this paper we have analyzed explicit viewer feedback in the form of explanations for
their choice of memorable moments, and in the form of votes on memorable moments.
In the future, it would be interesting to take the comparison between explicit feedback
and the implicit feedback of the collective playback signal one step further. In particu-
lar, the comparison of user satisfaction with heat maps created by expert curators, and
heat maps created by collective feedback could be interesting. Further, we are interested
in how feedback impacts the development of collective behavior: if the developing heat
map is displayed to users, how will this change the patterns with which feedback is col-
lect? Similarly, do we notice a difference if the heat map is initialized by time moments
selected by expert curators.

Second, one of the reasons that we choose the Celebrity Cricket League is because it
goes beyond being a sports game, and also qualifies as reality TV. In the future, we are
interested in expanding our studies to other forms of realty TV, and of long-play video
in general. Our methodology requires finding viewers that we can connect with first,
and only then choosing the content. In order to broaden the range of possible viewer
interests, future work should widen its scope for recruiting study participants to online
fora.

Finally, much multimedia retrieval and access research assumes that the path to im-
proving systems involves collecting more data from more users, and creating highly per-
sonalized systems. The insights of this paper point in the opposite direction. We find
that the collective playback signal is a universal signal. The collective supporters of a
particular cricket team and the collective signal of all viewers of all viewers of a cricket
match demonstrated the same convergence behavior. Personalization may have much
less of an impact than is otherwise assumed, and a useful universal signal can possibly
be obtained by recording the playback behavior of only a few users. Moving forward, it is
important to investigate the trade-offs between personalization, large-scale user behav-
ior tracking, and user satisfaction in more depth. The results of this paper suggests that
we should not assume that can know a priori what the optimal trade-off is.
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7
CONCLUSIONS AND OUTLOOK

In the preceding chapters up to this point we have seen a variety of approaches to incor-
porating crowd perspectives into multimedia retrieval systems. From consulting crowds
on crowdsourcing platforms to inform design decisions to directly leveraging collective in-
telligence through activity found on social side-channels and in the actual multimedia
systems themselves, each approach captured the spirit of open-endedness in one way or
another.

In this final chapter, we look back on the work presented in the preceding chapters
and reflect on the central question of this thesis (Section 7.1). We also use our experience
gained in many of the crowdsourcing campaigns carried throughout this thesis to provide
practical pointers that could greatly improve future work (Section 7.2). Finally, by tying
the idea of multiple perspectives into a single concept of interpretive crowdsourcing, we
open up three new potential research directions that could be pursued (Section 7.3).
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7.1. DISCUSSION
The objective of this thesis was to investigate the research question of how we can in-
corporate the perspectives of the crowd into multimedia retrieval systems. In order to
answer this question, the preceding chapters started with a simple example of involving
the crowd and slowly built up to applying crowd-informed designs to retrieval systems
by leveraging different forms of collective intelligence in various ways. In this section,
we reflect on the work presented in the preceding chapters so far.

The approach of starting small and slowly building up is also reflected in the thesis’
structure. Chapter 2 of Part I presented a simple case of mining information from social
networks (social computing in Figure 1.4) as a method for ranking anchors in broadcast
videos. The underlying assumption of this approach was tested using a classical case of
crowdsourced relevance judgment.

Moving on to Part II, Chapters 3A to 4B focused on developing methodologies for
crowdsourcing studies in order to use crowdsourcing beyond simple labeling and evalu-
ation. Chapter 3A laid down the foundation of our framing methodology for designing
crowdsourcing tasks that help people to picture particular scenarios that are potentially
outside of their typical daily life. This methodology was then first used for evaluating
a new browsing feature of a multimedia retrieval system in Chapter 3B. In a sense, the
methodology developed here enabled new and interesting crowdsourcing tasks not typ-
ically seen before on crowdsourcing platforms with a broader potential for multimedia
applications.

Continuing the second part of the thesis, Chapter 4A focused on studying elicita-
tion techniques for obtaining useful responses from the crowd that could be used for
informing the design of new features in retrieval systems. The final chapter of Part II,
Chapter 4B, built on the preceding chapter’s results and investigated the feasibility of
conducting user tests for fully realized and already deployed retrieval system features
through the use of virtual machines in a crowdsourcing setting. In sum, these two chap-
ters showcase one way of eliciting crowd perspectives and integrating them into a re-
trieval system.

Finally, the foundations laid down in the previous chapters were then used in Part III
of the thesis to advance non-linear video access. Chapter 5 combined crowdsourcing
and social computing and directly applied methodologies of Part II in researching new
relevance dimensions at a video time-code level. The resulting crowd-informed typology
for categorizing user comments with time-codes was then evaluated through a carefully
framed crowdsourcing study in which hypothetical search scenarios were presented to
the participants. In Chapter 6 a methodology for capturing realistic viewing behavior in a
crowdsourcing setting was developed, with which it would become possible to study the
utility of this viewing behavior signal as means for supporting non-linear video access.

Looking back on the work presented in this thesis, we see the success of our fram-
ing methodology reflected in users’ appreciation of the multimedia information retrieval
technology that was built on enrichment collected through said methodology. Especially
Sections 5.6.3 and 6.5.2 showed that users reacted positively to some of the new ideas
presented in this thesis. The framing methodology shows potential and is feasible. The
new methodologies introduced within this thesis for incorporating crowd perspectives
into multimedia systems open up new opportunities for further research. As the next two



7.2. PRACTICAL FUTURE WORK

7

117

sections will detail, we will provide a few practical pointers for future work (Section 7.2)
and look at how we could increase the potential of using the crowd for multimedia infor-
mation retrieval research (Section 7.3).

7.2. PRACTICAL FUTURE WORK
Based on the discussion presented in this chapter and the experience gained through all
crowdsourcing campaigns carried out in this thesis, we would like to make the follow-
ing recommendations for future work on interpretive crowdsourcing—a term discussed
in more detail in the next section. We believe that following up on these recommenda-
tions would bring fundamental improvements to incorporating crowd perspectices into
multimedia retrieval systems.

1. Reduction of manual post-processing workload

The requirement of being open-minded when processing responses from crowdsourc-
ing workers makes it hard to automate the processing step. As a result, the lack of a def-
inition of what is right means there are no clear rules that can be easily translated into
a single script that checks and aggregates the results from a crowdsourcing campaign.
In this thesis, a considerable amount of time was spent on manually checking whether
collected answers were sincere and interpreting free text. Most of the time, the work
was done by a single individual researcher. Hence, research with a large dependency on
crowdsourcing tends to be less agile and could be more efficient if the burden of man-
ual post-processing were to be reduced to a minimum. Future research should focus on
improving this efficiency, while maintaining the qualities of interpretive crowdsourcing.
One of the foreseeable challenges includes devising workflows that allow for distributing
the workload of manually processing results among multiple researchers from a research
group and thus in a sense parallelizing the human computation. The additional benefit
is that more than one set of eyes could check the collected responses. Once this challence
has been overcome, further research could look into crowdsourcing the post-processing
step, giving research teams access to a larger pool of people over which the work could be
distributed. Inspiration for this research could be drawn from [53], in which the authors
created a dataset that was constructed and verified entirely through crowdsourcing.

2. Design patterns in interpretive crowdsourcing tasks

The crowdsourcing tasks used within this thesis’ research were carefully designed, but
setting up the crowdsourcing campaigns also took a considerable amount of work. These
setup costs could be attributed to one of the following factors. First, some tasks were
novel. As a result, each of these tasks basically had to be designed from scratch and
then tested through iteration and refinement. Second, some tasks were similar to cer-
tain previous tasks, yet also different. In this particular case, designing these tasks feels
like reinventing the wheel at times, or when the task is designed by editing a copy of a
previous task, it feels tedious and error-prone. While it is true that through repetition
one gains insight and experience, making the process of designing crowdsourcing tasks
easier, it is also true that this experience and insight are not tangible artifacts that could
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be easily shared with others. This thesis presented methodologies for designing inter-
pretive crowdsourcing tasks, but these are like general guidelines to adhere to and do
not help directly in implementing a task. To alleviate this problem, future work should
focus on discovering patterns in crowdsourcing task design. Like design patterns in soft-
ware [29], patterns for crowdsourcing tasks should be reusable artifacts with four es-
sential elements: a pattern name, a problem description, a solution and consequences
of applying the pattern. These design patterns would be the materialization of expe-
rience and insight researchers have accumulated through their crowdsourcing experi-
ments. The challenge in pursuing this research is obtaining a sizable number of task
designs to extract patterns from. The actual task designs are not always included in re-
search papers, but are instead described briefly rather than in detail, most likely due to
constraining factors such as time and page limits. In a sense, task design is often sec-
ondary to the main results of a paper. To overcome this challenge, one ideal situation
and one practical approach can be considered. The ideal situation would be that, from
now on, publishing venues would require full details on crowdsourcing task design to be
included for each publication. A practical approach would be to crawl crowdsourcing
platforms for tasks.

3. Crowdsourced card-sorting

Our final recommendation on future work is a concrete specialization of our first rec-
ommendation on reducing individual workload during post-processing crowdsourcing
results. We recommend that the topic of card-sorting in a crowdsourcing context should
be researched in more detail. Card-sorting is a technique used extensively throughout
this thesis as a method for aggregating free-text responses from the crowd in order to
extract a set of abstract categories that is more manageable than dealing with individ-
ual answers. This abstraction procedure often requires manual effort of sifting through
the responses. It is a time-consuming task often carried out by only a limited number of
people and hence involves a limited number of perspectives. Research on crowdsourc-
ing the card-sorting process could offer a solution that tackles both the time-consuming
aspect and the aspect of limited number of perspectives. For this research, existing re-
sponses from past crowdsourcing campaigns that have been card-sorted by researchers
before could be reused. The initial challenge of this research would be the challenge of
designing an intuitive interface for the crowdsourcing task and studying whether carry-
ing out card-sorting on a crowdsourcing platform is feasible in the first place. Past this
challenge, further research should study the stability of the card-sorting process. Possi-
ble factors that could influence the outcome of a card-sorting process could be how the
tasks are framed and the number of items a worker has to sort.

7.3. CONCEPTUAL OUTLOOK
By tracing similarities throughout the thesis, we can tie the different ideas involving mul-
tiple perspectives into a single concept. In this thesis, crowdsourcing tasks that are in-
terpretive are a recurring pattern. Interpretive crowdsourcing tasks are related to the
concept of imaginative load. We consider a task to be interpretive when it involves a
frame and it lacks a definition of what is right. The presence of a frame implies an imag-
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inative load. Persons carrying out such a task are aligning their mental models to fit the
frame as best as possible according to their judgment (as depicted back in Chapter 1 in
Figure 1.7) and thereby adjusting their perspective on the task’s subject matter. By not
providing a definition of what is right, the frame and any formulated questions are still
open to some interpretation. The lack of a clear-cut, black-or-white criterion is related
to the notion of open-endedness. It allows for multiple interpretations, or world views
so to say, and prevents people’s mental models to be squished into a single point, i.e., a
single permitted world perspective.

We argue that interpretive crowdsourcing should be studied in its own right, inde-
pendently of other forms of crowdsourcing without an interpretive aspect. Interpretive
crowdsourcing, i.e., forms of crowdsourcing with interpretive tasks, is an interesting, but
not yet a well-studied, research subject that could well aid in meeting the needs of vari-
ous groups of people in a world of variety of multimedia beyond the limited potential of
one-size-fits all approaches. This section presents a selection of work that uses interpre-
tive crowdsourcing related to three conceptual directions in which future work should
move. The work discussed here is chosen because it contrasts or complements with
what has been presented in this thesis and reveals questions yet to be answered.

1. Universal domain

The first work chosen carries part of the concept of interpretive crowdsourcing, but is
void of any particular framing. In work by Krishna et al. [53], the authors construct a
dataset that could serve as a visual genome through dense image annotations obtained
from the crowd. The goal of this visual genome is to be the makeup of how we hu-
mans understand our visual world through the detection of objects, descriptions of these
objects and their interactions, similarly how the human genome describes the genetic
makeup of humans. For the construction of the dataset, there is no strong notion of what
is considered right or wrong. Annotations collected from the crowd are unconstrained
free-text descriptions, but each annotation must be judged by three other crowdsourc-
ing workers for correctness before it gets accepted by the system. Besides this crowd-
enforced correctness check, the system is open to multiple interpretations as it allows
multiple annotations for a single image, object or relationship. In that view, the work
by Krishna et al. is an example of interpretive crowdsourcing. Unfortunately, their work
does not discuss how the crowdsourcing tasks have been framed, if at all. However, con-
sidering the goal of the authors is to advance the field on how humans understand the
visual world, one question that arises is the following: To what extent could interpretive
crowdsourcing yield generic or domain independent solutions? Is it possible to gather
universal input from the crowd or do you always need a domain?

2. Relatable framing

The second work chosen is selected for its particular choice of framing. Similar to the
work just discussed, Agrawl et al. introduced the task of free-form and open-ended visual
question answering (VQA) [2]. In the task of VQA, a system takes an image and a question
formulated in a natural sentence as input and must produce a natural-language answer
as a response. This kind of task is applicable to scenarios that visually-impaired users
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could encounter when they need information about some visual scene. To support this
task, the authors constructed a VQA dataset through crowdsourcing, in which both ques-
tions and answers for a collection of images were collected from the crowd. There were
no restrictions imposed on the questions and answers that the crowd could submit, but
at the same time, the authors were also interested in collecting interesting, diverse and
well-posed questions. In order to achieve this goal, the authors framed their crowdsourc-
ing task as follows. Workers had to image a very smart robot and to think of a question
about a given image which they would think the robot most likely would not be able to
answer. By not having a notion of what is considered right and by presenting workers of
a frame, the crowdsourcing task used in constructing the VQA dataset matches our defi-
nition of interpretive crowdsourcing. The particular choice of framing used in this work
opens up an important question for further research on the topic of framing relatability.
Robots are currently rather far removed from the daily life experience of many and one
might wonder how well people could relate to the posed scenario. How far from current
reality could we go before framing fails to capture a common understanding?

3. Closing the loop

The third and final work discussed here is selected for its perfect fit to the notion of inter-
pretive crowdsourcing, yet having an untapped potential. In the work by Liem et al., the
authors focus on unearthing the connotative layer of music [58]. The authors collect cin-
ematic scene descriptions from the crowd for a collection of music fragments. They then
show that people are able to make the reverse association from a given scene description
back to the original music fragment, an insight that could lead to new forms and scenar-
ios of multimedia retrieval. The crowdsourcing task used in the experiments made use
of elaborate framing, asking participants in the experiment to imagine themselves being
a great film director working on their latest magnum opus. The film director asked the
best composer imaginable to arrange the film’s score and this composer understands the
director’s vision perfectly. The participants in the crowdsourcing study are given a mu-
sic fragment that was composed by the composer, which fits a particular scene in the
movie perfectly. Based on just this music fragment and how the task was framed, the
participants then have to describe in various details this particular scene using unre-
stricted, free-form text. This description of the crowdsourcing task nicely fits our notion
of what constitutes interpretive crowdsourcing, namely the presence of a frame and the
absence of a definition of right and wrong. The work in [58], however, does not follow
up with an implementation of a multimedia information retrieval system in which the
collected data was put to use, missing the opportunity to test the full potential of the
crowd-gathered perspectives on music fragments. This opens up a question for future
research: Does closing the loop give us new insights on how to effectively incorporate
perspectives from the crowd into multimedia retrieval systems?

These three sets of questions posed in this section can serve as a starting point for
future research on interpretive crowdsourcing tasks. Even if none of these questions are
followed up on, it is important to take the following idea to heart for any new multimedia
retrieval research:
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The systems and the crowdsourcing tasks presented in this thesis were not
bound by limits set by an individual researcher with a particular world view,
but instead fueled by views of many.
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