Performance Evaluation of Direct-Sequence Spread Spectrum Multiple-Access for Indoor Wireless Communication in a Rician Fading Channel

RAMJEE PRASAD, Senior Member, IEEE, HOWARD SEWERATH MISSER, Member, IEEE, and ADRIAAN KEGEL, Member, IEEE.

Abstract—The bit error probability in a Rician fading channel is evaluated for indoor wireless communications considering Direct-Sequence Spread Spectrum Multiple Access (DS/SSMA) with Differential Phase Shift Keying (DPSK) modulation and two types of diversity: selection diversity and maximal ratio combining. The performance of the indoor radio system is also obtained in terms of outage probability and bandwidth efficiency. The analysis is done for a star-connected multiple access radio network. Furthermore, the influence of three types of Forward Error Correcting (FEC) codes namely, the (15,7) BCH code, the (7,4) Hamming code and the (23,12) Golay code, on the performance is studied. Computational results are presented for suitable values of Rician parameters in an indoor environment and using Gold codes as spread spectrum codes.

I. INTRODUCTION

Indoor Wireless communication has recently drawn the attention of many researchers [1-14,16] due to its significant advantages over the conventional cabling: modularity of users, elimination of wiring and rewiring, drastical reduction of wiring in new buildings, flexibility of changing or creating new communication services, time and cost saving, and reduction of the down time of services. Much attention is being paid to the use of Direct-Sequence Spread-Spectrum (DS/SS) modulation for indoor wireless multiple access communication, over multipath fading channels [1-8,16]. DS/SS modulation provides both multiple access capability and resistance to multipath fading.

In this paper, we obtain the performance of Direct Sequence Spread Spectrum Multiple Access (DS/SSMA) with DPSK, in an indoor Rician fading radio channel. The performance of a DS/SSMA system in indoor Rayleigh fading channels using DPSK or CPSK was considered in [1-4]. However, recent multipath measurements of the indoor radio channel at 800/900 MHz and 1.75 GHz characterize the indoor environment as a frequency selective, Rician fading channel [9,10]. Measurements in factory environments have also indicated that Rician distribution fits the experimental data [11]. A recent paper by Wang and Moeneclaey [16] has appeared on a similar topic. That paper [16] addressed the performance of Hybrid DS/SFH-SSMA systems in indoor Rician-channels using maximal ratio combining and coding. Thus, there is a small overlap between [16] and this paper as far as the performance using maximal ratio combining is concerned.

To avoid the need for synchronous carrier recovery at the receiver, which is a difficult task in a multipath fading environment, DPSK is used as modulation scheme. Also, selection diversity and maximal ratio combining are used to combat the multipath fading.

Radio wave propagation measurements showed that the maximum rms delay spread at 850 MHz, 1.7 GHz and 4.0 GHz did not exceed 270 nsec. in the larger buildings and 100 nsec. in the smaller buildings [12]. In this paper the performance is evaluated for the rms delay spread in the range of 50 nsec. to 250 nsec.

In the performance analysis average power control is assumed to make sure that all signals arrive at the base station with the same average power. As explained in [3] this can be accomplished as follows. The base station transmits a signal common to all users. The users monitor the average level of this signal. This information can now be used to adjust the transmitted power at the user location.

The paper is organized as follows. In section II the system model is introduced. In section III the performance is derived in terms of bit error probability, outage probability and bandwidth efficiency. Numerical results and discussions are presented in section IV. In section V the conclusions can be found.
II. SYSTEM MODEL

In this section we present the transmitter, the channel and the receiver model. The transmitter and receiver models are similar to those in [3].

A. Transmitter Model

\( K \) active users may simultaneously transmit to a base station using DS/SSMA with DPSK modulation. The (differentially encoded) data waveform of user \( k \) is denoted as

\[ b_k(t) = \sum_{j=-\infty}^{\infty} b_k^j P_T(t-jT_b), \quad b_k^j \in \{1,-1\} \quad (1) \]

where \( P_T \) is a rectangular pulse of unit height and duration \( T_b \), and \( T_b \) is the duration of one data bit. Each user has a unique spread spectrum code of \( N \) chips that fits into one data bit, i.e., \( T_b = NT_c \) where \( T_c \) is the chip duration. The spread spectrum code of user \( k \) is

\[ a_k(t) = \sum_{i=-\infty}^{\infty} a_k^i P_T(t-iT_c), \quad a_k^i \in \{1,-1\} \quad (2) \]

where \( i = \ldots, 1, 0, 1, \ldots \) and \( a_k^i = a_k^{i+N} \).

Now the signal at the output of the \( k \)th transmitter can be written as

\[ S_k(t) = A a_k(t) b_k(t) \cos(\omega_t + \theta_k) \quad (3) \]

where \( A \) is the amplitude of the carrier, \( \omega_t \) is the common angular carrier frequency, and \( \theta_k \) is the carrier phase for the \( k \)th user.

B. Channel model

We assume that the signal bandwidth is much larger than the coherence bandwidth of the radio channel which assures us of the existence of multiple resolvable paths. The (complex) lowpass equivalent impulse response of the bandpass channel for the link between the \( k \)th user and the base station is written as

\[ h_k(t) = \sum_{l=1}^{L} \beta_{lk} \delta(t-\tau_{lk}) \exp(j\gamma_{lk}) \quad (4) \]

Here \( \beta \) is the path gain, \( \tau \) is the path delay, \( \gamma \) is the path phase, and \( L \) is the number of resolvable paths. The index \( lk \) refers to the \( l \)th path of the \( k \)th user, and \( j = \sqrt{-1} \). The number of paths may be either fixed or randomly changing. Here fixed values for \( L \) are assumed. The number of paths is upper bounded by [4]

\[ L = \left[ \frac{T_m}{T_c} \right] + 1 \quad (5) \]

where \( T_m \) is the rms delay spread and \( T_c \) is the duration of a code chip.

We assume that the path phases on arrival at the receiver, \( (\omega_t \tau_{lk} + \gamma_{lk}) \), are independently uniformly distributed over \([0, 2\pi]\). We also assume that the path delays are independently uniformly distributed over \([0, T_h]\). Unlike \([1-4]\), where \( \beta_{lk} \) was assumed to be Rayleigh distributed, we shall assume that the path gains are independent Rician distributed random variables. This is in accordance with recent measurements done in office [9,10] and factory [11] buildings.

The Rician probability density function (PDF) is given as

\[ P_R(r) = \frac{r}{\sigma^2} \exp\left(-\frac{r^2 + S^2}{2\sigma^2}\right) \text{I}_0\left(\frac{Sr}{\sigma^2}\right) \quad 0 \leq r \leq \infty, S \geq 0 \quad (6) \]

where \( \text{I}_0() \) is the modified Bessel function of the first kind and zero order, \( S \) is the peak value of the diffuse radio signal due to the superposition of the dominant (line-of-sight) signal and the time invariant scattered signals reflected from walls, ceiling and stationary inventory, \( \sigma^2 \) is the average signal power that is received over specular paths.

From [10] we know that typical values for \( R \) are 6.8 dB and 11 dB. \( R = 6.8 \) dB corresponds to a 30-year-old brick building with reinforced concrete and plaster and \( R = 11 \) dB corresponds to a building having the same construction, but with an open-office interior floor plan, and non-metallic ceiling tiles throughout.

C. Receiver model

Using equation (3) and (4) the received signal can be written as

\[ r(t) = \sum_{k=1}^{K} \sum_{l=1}^{L} A \beta_{lk} a_k(t-\tau_{lk}) b_k(t-\tau_{lk}) \]

\[ \cdot \cos(\omega_t + \phi_{lk}) + n(t) \quad (7) \]

\[ \phi_{lk} = \omega_c \tau_{lk} + \gamma_{lk} \]

where \( n(t) \) is the white Gaussian noise with two-sided power
spectral density $N_0/2$. The receiver model consists of a matched filter, a DPSK demodulator and diversity processing components, as shown in figure 1.
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**Fig. 1.** Block diagram of the spread spectrum receiver using DPSK modulation.

As in [3] equation (7) can be divided into two parts: in-phase and a quadrature component. Selecting user 1 as the reference user, the output (in-phase and quadrature component) of the matched filter of user 1 at the sampling point ($t = T_b$) is given as

$$
\begin{align*}
g_x(T_b) &= \sum_{k=1}^{K} \sum_{l=1}^{L} A \beta_{lk} \cos(\phi_{ik}) [b_{k-1}^{-1} R_{lk}(\tau_{ik}) + b_k^0 \hat{R}_{lk}(\tau_{ik})] + \eta \\
g_y(T_b) &= \sum_{k=1}^{K} \sum_{l=1}^{L} A \beta_{lk} \sin(\phi_{ik}) [b_{k-1}^{-1} R_{lk}(\tau_{ik}) + b_k^0 \hat{R}_{lk}(\tau_{ik})] + v
\end{align*}
$$

(8)

where $g_x$ and $g_y$ are the in-phase and the quadrature component, respectively, $b_{k-1}^{-1}$ and $b_k^0$ are the previous and current data bit, respectively, and

$$
\begin{align*}
R_{lk}(\tau) &= \int_{0}^{T_b} a_k(t-\tau) a_1(t) \, dt \\
\hat{R}_{lk}(\tau) &= \int_{\tau}^{T_b} a_k(t-\tau) a_1(t) \, dt
\end{align*}
$$

(9)

The noise samples $\eta$ and $v$ are independent, zero-mean Gaussian random variables with identical variance $\sigma_n^2 = N_0/2$.

Let us assume without loss of generality that the receiver synchronizes to the $j$th path of user 1, so that $\tau_{j1} = 0$ and $\phi_{j1} = 0$ [3]. The complex envelope of the signal at the current sampling instant then is

$$
z_0 = A \beta_{j1} T_b b_1^0 + \sum_{k=1}^{K} A (b_{k-1}^{-1} X_k + b_k^0 \hat{X}_k) + j \sum_{k=1}^{K} A (b_{k-1}^{-1} Y_k + b_k^0 \hat{Y}_k) + (\eta_1 + j\nu_1)
$$

(10)

where

$$
X_1 = \sum_{l=1}^{L} R_{11}(\tau_{1l}) \beta_{11} \cos(\phi_{11})
$$

$$
\hat{X}_1 = \sum_{l=1}^{L} \hat{R}_{11}(\tau_{1l}) \beta_{11} \cos(\phi_{11})
$$

(11)

$$
Y_1 = \sum_{l=1}^{L} R_{11}(\tau_{1l}) \beta_{11} \sin(\phi_{11})
$$

$$
\hat{Y}_1 = \sum_{l=1}^{L} \hat{R}_{11}(\tau_{1l}) \beta_{11} \sin(\phi_{11})
$$

(12)

Involving only $b_{k-1}^{-1}$ and $b_k^0$ means that it is assumed that $\tau_{ik} \geq 0$. This assumption can be made without loss of generality for two reasons: 1) all bits, except $b_{k-1}^{-1}$ and $b_k^0$, are 1 or -1 with equal probability; 2) it is not important for the cross-correlation of two spread spectrum codes what the sign of the phase difference between the codes is.

DPSK demodulation is now achieved by taking the real part of $z_0$, where $z^*$ denotes complex conjugate of $z$.

### III. PERFORMANCE ANALYSIS

In this section the bit error probability and the outage probability for both selection diversity and maximal ratio combining are derived. The bit error probability with FEC coding and the bandwidth efficiency are also obtained.

#### A. Selection diversity

1) **Bit error probability**: The selection diversity scheme is based on selecting the strongest of $L$ resolvable paths. By using multiple antennas the highest possible order of diversity, i.e. number of paths to choose from, can be increased to $M_{\text{max}} = kL$ where $M_{\text{max}}$ is the maximum order
of diversity and \( k \) is the number of antennas. To derive the PDF of the strongest path \( \beta_{\text{max}} \), it is essential to note that the cumulative density function (CDF) of \( \beta_{\text{max}} \) is just the CDF of the PDF in equation (6) raised to the power of the order of diversity, \( M \), hence

\[
P_{\beta_{\text{max}}}(r) = M \left[ 1 - Q \left( \frac{r}{\sigma} \right) \right]^{M-1} r \frac{1}{\sigma^2} \cdot \exp \left( -\frac{r^2 + s^2}{2\sigma^2} \right) \left( \frac{s}{\sigma^2} \right)
\]

where \( Q(a,b) \) is the Marcum Q-function. Designate the decision variable for DPSK modulation \( \xi = \text{Re}[z_{\xi 1}] \), where \( \text{Re}[a] \) denotes the real part of \( a \). The decision variable obtained from demodulation of the strongest path is written as \( \xi_{\text{max}} \). Now the bit error probability in the case of selection diversity is defined as

\[
P_e | \beta_{\text{max}} \{ \tau_{ik} \} = Q(a,b) \cdot \frac{1 + \mu}{\sqrt{\mu_0 \mu_{-1}}} \exp \left( -\frac{a^2 + b^2}{2} \right)
\]

(14)

In the analysis it is assumed that \( b_1^1 b_{-1}^{-1} = 1 \), i.e. \( b_1^0 = b_{-1}^{-1} = 1 \).

If we assume that all path delays are given and \( \beta_{\text{max}} \) is correctly selected, the bit error probability can be obtained using equation (7A.26) of [15]:

\[
P_e \sim \beta_{\text{max}} \{ \tau_{ik} \} = Q(a,b) \cdot \frac{1 + \mu}{\sqrt{\mu_0 \mu_{-1}}} \exp \left( -\frac{a^2 + b^2}{2} \right)
\]

(15)

Here \( a, b, \mu, \mu_0 \) and \( \mu_{-1} \) are defined as \( (b_1^0 = b_{-1}^{-1} = 1) \)

\[
a = \Delta m \left( \frac{1}{\sqrt{\mu_0}} - \frac{1}{\sqrt{\mu_{-1}}} \right), \quad b = \Delta m \left( \frac{1}{\sqrt{\mu_0}} + \frac{1}{\sqrt{\mu_{-1}}} \right), \quad \mu = \Delta \text{var}(z_0 \{ \tau_{ik} \}) - \mu_{-1} \Delta \text{var}(z_{-1} \{ \tau_{ik} \})
\]

(16)

where \( \text{var}(\cdot) \) denotes statistical average and \( \text{var}(\cdot) \) denotes variance.

Using equation (10) and the assumption that \( b_1^0 = b_{-1}^{-1} = 1, M, \mu_0, \mu_{-1} \) and \( \mu \) are obtained as

\[
m = A \beta_{\text{max}} T_{b_1} b_1^0 = A \beta_{\text{max}} T_{b_{-1}} b_{-1}^{-1}
\]

(13)

\[
\mu_0 = A^2 \sum_{k=1}^{K} E \left[ X_k^2 + Y_k^2 \right \{ \tau_{ik} \}
\]

\[
+ 2 A^2 E \left[ X_{1_i} Y_{1_i} \right \{ \tau_{ik} \}
\]

(17)

\[
\mu_{-1} = A^2 \sum_{k=1}^{K} E \left[ X_k^2 + Y_k^2 \right \{ \tau_{ik} \}
\]

\[
+ 2 A^2 E \left[ X_{1_i} Y_{1_i} \right \{ \tau_{ik} \}
\]

\[
\mu = A^2 \sum_{k=1}^{K} \left( X_k^2 Y_k + X_k Y_k \right \{ \tau_{ik} \}
\]

\[
+ X_{1_i}^2 + Y_{1_i}^2 \right \{ \tau_{ik} \}
\]

Note that all path gains involved in \( \mu_0, \mu_{-1} \) and \( \mu \) have a Rician distribution as given in Equation (6) except for the path gains associated to the paths of user 1. The path gains of user 1 (except for the strongest path \( \beta_{\text{max}} \)) have a conditional Rician PDF where the conditioning is on \( \beta_{\text{max}} \). The PDF becomes zero for path gains larger than \( \beta_{\text{max}} \). The distribution of \( \beta_{\text{max}} \) is given in Equation (13).

As can be seen from equation (17), the only difference between \( \mu_0 \) and \( \mu_{-1} \) is constituted by the second term of \( \mu_0 \). If the number of simultaneously transmitting users, \( K \), is large the contribution of this term to \( \mu_0 \) becomes relatively small [2,3]. If we drop this term from \( \mu_0, \mu \) in equation (16) becomes zero. Equation (15) can then be simplified to

\[
P_e \sim \beta_{\text{max}} \{ \tau_{ik} \} = Q(0,b) \cdot \frac{1 + \mu}{\sqrt{\mu_0 \mu_{-1}}} \exp \left( -\frac{b^2}{2} \right)
\]

(18)

since \( I_0(0) = 1 \) and \( Q(0,b) = \exp(-b^2/2) \). Now to remove the conditioning on \( \tau_{ik} \), we approximate \( \mu \) and \( \mu_0 \) by Gaussian variables and integrate equation (18) over \( \mu \) and \( \mu_0 \).

Likewise the conditioning on \( \beta_{\text{max}} \) is removed. Thus equation (18) reduces to

\[
P_e = \int_{-\infty}^{\infty} \left[ 1 - \frac{\mu}{\mu_0} \right] \exp \left( -\frac{A^2 \beta_{\text{max}}^2 \mu}{\mu_0} \right) \frac{d\beta_{\text{max}} d\mu_0}{\mu_0}
\]

(19)

For the calculation of the variance of \( \mu \) and \( \mu_0 \) a specific set of Gold codes are used. The partial cross-correlation functions are calculated using the specific Gold codes and averaging over the (uniform) path delay distributions. For calculating the moments of \( \mu \) and \( \mu_0 \), these calculations have to be done for all resolvable paths of all users.
2) Outage probability: Outage probability is defined as the probability that the instantaneous bit error probability exceeds a preset threshold. We denote the threshold value as $ber_o$. The instantaneous value of the bit error probability can be obtained using equation (19). The averaging over $\beta_{\text{max}}$ should then be removed and a fixed value for $\beta_{\text{max}}$, $\beta_0$, should be substituted. Equation (19) then transforms to

$$P_e(\beta) = \int_0^\infty \left( 1 - \frac{1}{\mu_0} \right) \exp \left( - \frac{A^2 \beta^2 T_b^2}{\mu_0} \right) P_{\mu_0}(\mu_0) \ d\mu_0$$ \hspace{1cm} (20)

The outage probability in the case of selection diversity can then be calculated as follows

$$P_{\text{out}} = P(0 \leq \beta_{\text{max}} \leq \beta_0) = P(\text{ber}(\beta) \geq ber_o)$$

$$= M(1 - Q \left( \frac{\nu}{\sigma} \right)^{M+1} \frac{\nu}{\sigma^2}) \exp \left( - \frac{\nu^2 + \sigma^2}{2\sigma^2} \right) \frac{1}{\nu^2} \ d\nu$$ \hspace{1cm} (21)

Here $\beta_0$ is the value of $\beta$ at which the instantaneous bit error probability is equal to $ber_o$. The integrated function is just the PDF of $\beta_{\text{max}}$ where $M$ is the order of diversity. For a given value of $\beta_0$, the outage probability decreases as the order of diversity increases. Also a higher signal-to-noise ratio results in a lower outage probability because for a given $ber_o$, the value of $\beta_0$ obtained from (20) decreases as the signal to noise ratio increases.

B. Maximal ratio combining

1) Bit error probability: With Maximal-Ratio Combining (MRC) of order $M$ the decision variable is the weighted sum of the demodulation results of $M$ copies of the signal. The weights are taken equal to the corresponding complex-valued (conjugate) channel gain $\beta_k \exp(-j\gamma_k)$. The effect of this multiplication is to compensate for the phase shift in the channel and to weight the signal by a factor that is proportional to the signal strength. A reason for using DPSK, as in our case, is that the time variations in the channel parameters are sufficiently fast to preclude the implementation of synchronous carrier recovery schemes. However, the channel variations must on the other hand be sufficiently slow so that the channel phase shifts ($\gamma_k$) do not change appreciably over two consecutive signalling intervals (DPSK detection). We assume that the channel parameters ($\beta_k \exp(-j\gamma_k)$) remain constant over two successive signalling intervals. Under that condition we do not need estimates of the channel parameters because the signals are automatically weighted. The decision variable in the case of MRC/DPSK is

$$\xi = \text{Re} \left[ \sum_{i=1}^{M} (AT_k \beta_i b_1^0 \ast N_{1i}) (AT_k \beta_i b_1^{-1} \ast N_{2i})^* \right]$$ \hspace{1cm} (22)

Here $N_{1i}$ and $N_{2i}$ are Gaussian random variables. If we assume, just as in the case of selection diversity, the multi-user interference to be Gaussian, $N_{1i}$ and $N_{2i}$ are the sum of the Gaussian noise power and the multi-user interference power. The multi-user interference is calculated in the same way as for selection diversity. Equation (22) is just the sum of the demodulated signals of $M$ paths. This method is therefore sometimes called predetection combining or post-demodulation combining. We will now make two assumptions. First, it can be assumed that $N_{1i}$ and $N_{2i}$ are independent. We have learned from the case of selection diversity that $\mu$, which is defined in Equation (16), is nearly zero. This implies that the cov[$N_{1i}$, $N_{2i}$] is negligible compared with var[$N_{1i}$] and var[$N_{2i}$], and therefore the above assumption is reasonable [3]. Secondly, we assume that the pairs ($N_{1i}$,$N_{2i}$) and ($N_{1j}$,$N_{2j}$) are independent for $i \neq j$. Mathematically this is not correct because the delays $\tau_{ki}$ are not independent of $\tau_{kj}$. However, since each set of delays is taken with reference to a different time origin (corresponding to the arrival time of the signal on the corresponding combined path), and also considering that any two resolved paths are separated by at least a chip time period, the assumption is physically reasonable [3]. With these assumptions, the bit error probability can be obtained using equations (7.4.13) and (1.1.115) of [15]

$$P_e = \int_0^\infty P_2(\gamma_b)P(\gamma_b) \ d\gamma_b$$ \hspace{1cm} (23)

with

$$P_2(\gamma_b) = \frac{1}{2^{2M-1}} \exp \left( -\frac{\gamma_b}{2} \right) \sum_{n=0}^{M-1} P_k \gamma_b^k$$

$$P_k = \frac{1}{2^{M-k}} \sum_{n=0}^{M-k} \left( \begin{array}{c} 2M-1 \n \end{array} \right) \left( \begin{array}{c} n \end{array} \right) \left( \begin{array}{c} M \n \end{array} \right) Y_b^2 \sum_{k=1}^{M} \beta_k^2$$

$$P(\gamma_b) = \frac{1}{2\sigma^2 E_b} \left( \frac{E_b}{N} \right)^{\frac{M-1}{2}} \exp \left( -\frac{\gamma_b}{2} \right) \sum_{k=1}^{M} \beta_k^2$$

$$\gamma_b = \frac{\gamma_b}{N} \sum_{k=1}^{M} \beta_k^2$$

$$\text{exp} \left( -\frac{2^2 T_b^2 / 2 \sigma^2}{2\sigma^2} \right) I_{M-1} \left( \sqrt{\frac{\gamma_b}{E_b} \frac{N}{S_M}} \right)$$

(24)

where $E_b = A^2 T_b / 2$, $\beta_k$ is the path gain of the $k$th combined path, $N$ is the sum of the Gaussian noise and the multi-user
interference which is assumed to be Gaussian, \( I_a(x) \) is the \( a \)-th order modified Bessel function of the first kind and \( s_d^2 = M s^2 \), \( \gamma_b \) is the sum of the signal-to-noise ratios of the \( M \) combined paths, and \( P_2 \) is the bit error probability in the case of multichannel reception over time invariant paths, i.e., the \( \beta_i \)'s are equal constants, with MRC/DPSK. Therefore, \( P_2(\gamma_b) \) can be considered a conditional error probability. \( p(\gamma_b) \) is the PDF of \( \gamma_b \) in the case of a Rician fading channel.

2) Outage probability: The outage probability is then obtained as

\[
P_{out} = \int_{0}^{\gamma_b} p(\gamma_b) \, d\gamma_b \quad ; \quad P_2(\gamma_b) = \text{ber}_o
\]

where \( \text{ber}_o \) is the preset bit error threshold.

C. Bit error probability with FEC coding

The specific codes considered are the (15,7) BCH code, the (7,4) Hamming code and the (23,12) Golay code. \((n,k)\) means that \( k \) bits are transformed to a block of \( n \) bits by coding. From coding theory we know that a code with hamming distance \( d_{\text{min}} \) can correct at least \( t = (d_{\text{min}} - 1)/2 \) errors \[15\]. For the BCH code \( d_{\text{min}} = 5 \), for the Hamming code \( d_{\text{min}} = 3 \) and for the Golay code \( d_{\text{min}} = 7 \), which means that they can correct two, one and three errors respectively. The probability of having \( m \) errors in a block of \( n \) bits is

\[
P(m,n) = \binom{n}{m} P_e^m (1-P_e)^{n-m}
\]

Now the probability of having more than \( t \) errors in a code block of \( n \) bits is

\[
P_{ec} = \sum_{m=t+1}^{n} \binom{n}{m} P_e^m (1-P_e)^{n-m}
\]

An approximation for the bit error probability after decoding is given in \[2\] as

\[
P_{ec1} = \frac{1}{n} \sum_{m=t+1}^{n} m \binom{n}{m} P_e^m (1-P_e)^{n-m}
\]

Since the block codes can correct at least \( t \) errors, equations (27) and (28) are actually upperbounds on the block error and bit error probability, respectively. Suppose we place a sphere of radius \( t \) around each of the possible transmitted code words in the code space. Codes where all these spheres are disjoint and where every received code word falls in one of these spheres, are called perfect codes. They can correct \( t = (d_{\text{min}} - 1)/2 \) errors. For these codes equation (28) is not an upperbound but the exact block error probability. The (7,4) Hamming code and the (23,12) Golay code are examples of these codes \[15\]. Codes where all the spheres of radius \( t \) are disjoint and where every received code word is at most at distance \( t+1 \) from one of the possible transmitted code words, are called quasi perfect codes. They can sometimes correct \( t+1 \) errors. The bit error probability can be derived, using the block error probability that is given in \[15\], as

\[
P_{ec2} = \frac{1}{n} \sum_{m=t+1}^{n} m P(m,n)
\]

\[
+ \frac{1}{n} \int_{t+1}^{n} \left[ \frac{n}{t+1} - \beta_{t+1} \right] P_e^t (1-P_e)^{n-t-1}
\]

\[
\beta_{t+1} = 2^{2-k} \sum_{i=0}^{t} \binom{n}{i}
\]

Like perfect codes, quasi perfect codes are optimum on the binary symmetric channel in the sense that they result in a minimum error probability among all codes having the same block length and the same number of information bits. Therefore \( P_{ec2} \) is a lowerbound for all non perfect linear block codes. Since the (15,7) BCH is neither a perfect code nor a quasi perfect code, \( P_{ec1} \) and \( P_{ec2} \) are respectively, an upperbound and a lowerbound for the bit error probability with the (15,7) BCH coding.

In equations (26)-(29) the channel bit error probability, \( P_e \), is used. If the data rate, the rms delay spread and the spread spectrum code length are given, then the number of resolvable paths, \( L \), can be calculated using equation (5). Note however that if the data rate is fixed, the signalling rate should be increased if FEC codes are used. This decreases the chip duration, \( T_c \), which causes an increase in \( L \). Since a higher value of \( L \) means more multi-user interference, the channel bit error probability is higher if FEC codes are used. The FEC code can therefore only be useful if it is able to decrease this increased channel error probability to a value that is smaller than the value of the channel error probability without FEC coding. If the channel is very noisy, due to thermal noise or multi-user interference, FEC codes might worsen the performance. This happens when the channel error probability becomes so large, that the probability of having more errors in a code block than can be corrected becomes too large.

In order to make a fair comparison between the performance for a system with and without FEC coding it is necessary to have equal transmitted power in both cases. Since for FEC coding more bits should be transmitted, the channel SNR will be lower in that case. To be more precise, the SNR in the case of FEC coding is \( k/n \) times the SNR in
the case of no FEC coding.

D. Bandwidth efficiency

If the number of simultaneous users is fixed, the performance of a DS/SSMA system can be improved by using diversity, FEC codes or longer spread spectrum codes with lower crosscorrelations. In most of the cases the improvement in performance is paid for by an increase in the bandwidth. Considering this aspect, another measure of performance, bandwidth efficiency, is introduced. The bandwidth efficiency is defined as

\[
BE = \frac{K_{\text{max}}^r b}{W} = \frac{K_{\text{max}}^r c}{N} \quad \text{bits/Hz}
\]

(30)

where \(K_{\text{max}}\) is the maximum number of simultaneous users for which the bit error probability is less than a preset value \(b_{\text{error}}\), \(b\) is the data rate, \(N\) is the spread spectrum code length, \(r_c\) is the code rate of the FEC code used and \(W = N r_c/r_b\) is the total bandwidth. The code rate of a (n,k) FEC code is defined as \(r_c = k/n\). If no FEC code is used, then \(r_c = 1\).

IV. COMPUTATIONAL RESULTS

In this section we present results obtained from numerical evaluation of bit error probability, outage probability and bandwidth efficiency, for both types of diversity. All results were obtained using Gold codes.

1) Bit error probability with diversity: The bit error probability is evaluated as a function of the signal-to-noise ratio \(E_b/N_0\). We assume that \(\omega T_b = 2\pi l\), where \(l\) is an integer. This means that the transmitted power per bit is \(E_b = A^2 T_b/2\). We consider code lengths of \(N = 127\) chips and of \(N = 255\) chips. If not specified otherwise the number of simultaneous transmitting users is \(K = 15\). First we consider the effect of the delay spread on the performance.

In Figure 2 the effect of the delay spread on the performance is shown for selection diversity with \(N = 127\) and for three different bit rates \((r_b)\). An important conclusion drawn from Figure 2 is that degradation in the performance only occurs if an increased value of the data rate or delay spread causes the number of paths \(L\) to increase. This happens because an increase in \(L\) increases the multi-user interference.

Figure 3 depicts the effect of the order of diversity in the case of selection diversity. It is confirmed that diversity can significantly improve the performance.

Figure 4 shows the effect of \(R\) on the performance for selection diversity with \(M = 4\) and \(L = 2\). An increase in the Rician parameter \(R\) results in: 1) a better wanted signal, and 2) a worse (stronger) interference signal, i.e., more interference noise.

It is seen that for sufficiently high SNR (in this case for an SNR higher than 16 dB) this results in a better performance for \(R = 11\) as compared to \(R = 6.8\). For lower SNR the increased interference noise in combination with the thermal noise plays a dominant role, which in this case causes the performance to deteriorate.
We now compare the performance for \( N = 127 \) and \( N = 255 \). Let \( T_m = 185 \) ns and \( r_b = 64 \) kbit/s. If \( N = 127 \) then \( L = 2 \) and if \( N = 255 \) then \( L = 4 \). As opposed to Figure 2, performance is enhanced by an increase in the value of \( L \). This happens because the Gold codes of length 255 have better (lower) cross-correlations. Thus, the decrease in interference power per interference signal is such that even though the number of interfering signals \((KL - 1)\) increases, the total amount of interference power decreases. Therefore, it is seen from Figure 5 that at the cost of a doubled bandwidth, codes of 255 chips improve the performance.

Because in the case of Rician fading there is a dominant (line-of-sight) signal component, we expect the performance to be better than in the case of Rayleigh fading. Comparing the results of [3] for the Rayleigh fading case with our results, confirms this.

In Figure 6 the performance of selection diversity is compared to the performance of maximal ratio combining.

As expected, maximal ratio combining yields significantly better performance than selection diversity except for very low SNR. This especially holds for higher orders of diversity.

The accuracy of the calculation method is illustrated in Figure 7. The plot compares results obtained analytically with results obtained by computer simulation. The computer simulation was conducted without the Gaussian assumption (see after equation (18)) made for the analytical performance analysis. It is seen that the difference between the analytical and simulation results is insignificant. Therefore, the analytical method used is a valid and fast technique to obtain the performance.

2) Bit error probability with forward error correcting coding and diversity: In the plots for a system with FEC coding the signal energy \( E_b \) stands for the transmitted energy per information bit. This means that \( E_b \) for a system with \((15,7)\) BCH coding is 15/7 times the energy transmitted per code symbol.

![Fig. 4. The influence of the Rician parameter R on the bit error probability for selection diversity with \( M = 4, L = 2 \) and \( N = 127 \).](image1)

![Fig. 5. Comparison of the bit error probability of \( N = 127 \) and \( N = 255 \) for selection diversity with \( M = 4, L = 2 \) and \( N = 127 \).](image2)

![Fig. 6. Comparison of the bit error probability with selection diversity (---) and maximal ratio combining (--) for \( R = 6.8 \) dB, \( M = 2,4 \) and \( N = 255 \).](image3)

![Fig. 7. Comparison of results obtained analytically (---) and results obtained by computer simulation (•••). Results are shown for \( R = 6.8 \) dB, \( L = 4 \), \( N = 255 \), and \( M = 2.4 \).](image4)
We have calculated the coding results with $M = 1$ for the following cases: a) $R = 6.8$ dB, $L = 1$ and $N = 255$, b) $R = 6.8$ dB, $L = 5$ and $N = 255$. Besides the curves for coding without diversity, Figure 8 also contains the curves for selection diversity with $M = 2, 3$ and 4.

![Figure 8](image)

Fig. 8. Comparison of the bit error probability using FEC coding only (---) and selection diversity only (----) for $R = 6.8$ dB, $N = 255$ and (a) $L = 1$ and (b) $L = 5$.

It is seen that for low values of $L$ (such as $L = 1$) the use of FEC coding without diversity can lead to acceptable bit error probabilities. However, for larger values of $L$ ($L = 5$) the use of FEC coding only is not sufficient. In that case diversity is necessary either in combination with FEC coding or not. Combining selection diversity with FEC coding is attractive when the bit error probability in the case of $M = L$ (maximum order of diversity with one antenna) is not sufficiently low. Using FEC coding then avoids the need for installing additional antennas.

We have already seen that both longer spread spectrum codes and FEC codes improve the performance at the expense of an increased bandwidth. It is then interesting to compare the performance for $N = 127 +$ FEC coding with the performance for $N = 255$ without coding (Figure 9). Since all three FEC codes approximately double the required signal bandwidth, the two cases mentioned above require approximately the same amount of bandwidth. It is seen that in the case of Golay coding the bandwidth efficiency of $N = 127 +$ FEC coding is higher since the performance is better than in the case of $N = 255$ without coding for equal bandwidth. Calculations have also shown that the performance is more sensitive to the (interference) noise level if FEC codes are used. This implies that if the number of users becomes too large, the use of spread spectrum codes of 255 chips will offer better performance than codes of 127 chips in combination with FEC codes.

![Figure 9](image)

Fig. 9. Bit error probabilities with $r_b = 64$ kbit/s, $T_b = 150$ ns, $R = 6.8$ dB and selection diversity with $M = 2$ for 1) $N = 127 +$ FEC coding and $L = 2$, and 2) $N = 255$ without FEC coding and $L = 4$.

3) **Outage probability:** We now consider the second measure of performance, the outage probability which is defined as the probability that the instantaneous bit error probability exceeds a certain threshold. Unless specified otherwise, the number of simultaneous transmitting users is $K = 15$. Using equation (21) we computed the outage probability for selection diversity with $R = 6.8$ dB, $L = 5$ and $N = 255$ for three values of the bit error threshold.

<table>
<thead>
<tr>
<th>$\text{Eb}/N_0$/\text{ber}_0</th>
<th>10 dB</th>
<th>20 dB</th>
<th>30 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1E-1$</td>
<td>1.7E-1</td>
<td>4.4E-2</td>
<td>3.6E-2</td>
</tr>
<tr>
<td>$1E-2$</td>
<td>7.7E-4</td>
<td>3.8E-6</td>
<td>1.6E-6</td>
</tr>
<tr>
<td>$1E-3$</td>
<td>6.4E-1</td>
<td>2.3E-1</td>
<td>1.9E-1</td>
</tr>
<tr>
<td>$1E-4$</td>
<td>1.74E-1</td>
<td>2.6E-3</td>
<td>1.2E-3</td>
</tr>
<tr>
<td>$1E-5$</td>
<td>9.1E-1</td>
<td>4.7E-1</td>
<td>4.0E-1</td>
</tr>
<tr>
<td>$1E-6$</td>
<td>6.8E-1</td>
<td>4.9E-2</td>
<td>2.6E-2</td>
</tr>
</tbody>
</table>

### Table I

The outage probability as a function of $\text{ber}_0$ and $\text{Eb}/N_0$ for selection diversity with $M = 1, 4$ and $R = 6.8$ dB, $L = 5$ and $N = 255$.
(ber<sub>e</sub>) and three different values of the signal to noise ratio. This was done for M = 1 (no diversity) and M = 4. The results are shown in Table I.

In Figure 10 the effect of the delay spread is depicted for N = 255, M = 4, R = 6.8 dB, L = 1,5,10 and ber<sub>e</sub> = 10^{-2}. As expected, the outage probability increases as the number of resolvable paths increases due to increase in delay spread for N=255.

Calculations confirm that maximal ratio combining yields better performance than selection diversity in terms of outage probability.

4) Bandwidth efficiency: Using equation (30) the bandwidth efficiency is evaluated for both selection diversity and maximal ratio combining. Unless specified otherwise ber<sub>e</sub> = 10^{-4} and the signal-to-noise ratio E<sub>b</sub>/N<sub>0</sub> = 20 dB.

In Table II the bandwidth efficiency is given for selection diversity with four different values of the number of resolvable paths L = 1,2,4 and 8, and three orders of diversity M = 1,2 and 4. Gold codes of N = 255 chips are used. There are no results shown for those cases where the error probability is always greater than ber<sub>e</sub> = 10^{-4}. We see from Table II that an increase in the order of diversity gives an increase in the bandwidth efficiency, and that an increase in L gives a decrease in the bandwidth efficiency.

In Table III we make a comparison between the performance of Gold codes of 127 chips and codes of 255 chips with forward error correcting coding, for both selection and maximal ratio combining. We presume that the data rate, r<sub>b</sub>, and the rms delay, T<sub>rms</sub>, are the same in both the cases. This means that the number of resolvable paths is doubled in the case of N = 255 (L<sub>255</sub>) as compared to the case of N = 127 (L<sub>127</sub>). Results are shown for L<sub>255</sub> = 2L<sub>127</sub> = 4 for three orders of diversity M = 1,2 and 4. From Table III we see that N = 127 + FEC codes + diversity, offers

<table>
<thead>
<tr>
<th>N = 127</th>
<th>N = 255</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming</td>
<td>BCH</td>
</tr>
<tr>
<td>M = 1</td>
<td>0.004</td>
</tr>
<tr>
<td>M = 2</td>
<td>0.027</td>
</tr>
<tr>
<td>M = 4</td>
<td>0.040</td>
</tr>
</tbody>
</table>

† SELECTION DIVERSITY †

↓ MAXIMAL RATIO COMBINING ↓

| M = 1  | 0.004 | 0.015 | 0.021 | 0.11  | 0.016 | 0.025 |
| M = 2  | 0.041 | 0.048 | 0.069 | 0.034 | 0.037 | 0.041 |
| M = 4  | 0.112 | 0.107 | 0.136 | 0.067 | 0.071 | 0.080 |
superior performance in terms of bandwidth efficiency, as compared to $N = 255 + \text{FEC codes} + \text{diversity}$.

We now compare the case $N = 255$, $L = 4$ with selection diversity (Table II) with the case $N = 127$, $L = 2$ with FEC codes and diversity (Table III). These two cases require approximately the same amount of bandwidth. It is seen that $N = 127 + \text{FEC codes}$ is superior to $N = 255$ in terms of bandwidth efficiency.

V. CONCLUSIONS

We have evaluated the performance of a star-connected DS/SS system for indoor wireless applications. The indoor radio channel was assumed to be of the Rician fading type, and DPSK modulation was used. Two types of diversity, selection diversity and maximal ratio combining were considered. The performance was assessed in terms of bit error probability, outage probability and bandwidth efficiency.

In general it can be stated that diversity improves the performance (bit error probability, outage probability, bandwidth efficiency) significantly, and that maximal ratio combining yields superior performance as compared to selection diversity.

It was seen that the performance is quite sensitive to the value of the rms delay spread and the bit rate at which data is transmitted. In general the performance is affected (worsens) if an increased value of the rms delay spread or bit rate causes the number of resolvable paths, $L$, to increase.

Methods to improve the performance for a given bit rate and rms delay spread are investigated using diversity (selection diversity and maximal ratio combining), FEC coding (Hamming codes, BCH codes, and Golay codes), and longer spread spectrum codes. These methods can also be combined. The drawback of diversity is that if it is necessary to have an order of diversity, $M$, larger than the number of resolvable paths, then the use of multiple antennas is required. The drawback of FEC codes and longer spread spectrum codes is that more bandwidth is required. In all cases additional hardware and logic are required for implementation of the system. From the results the following can be concluded.

1) Instead of installing multiple (two or more) antennas per receiver FEC coding can be used either independent or in combination with diversity to further improve the performance at the cost of an increased system bandwidth. The two options should be compared in terms of implementation complexity and costs.

2) FEC coding can not completely replace for diversity.

The performance with FEC coding deteriorates faster than the performance for diversity if the number of paths or simultaneously active users increases.

3) Using spread spectrum codes of 255 chips improve the bit error probability at the cost of a higher system bandwidth as compared to spread spectrum codes of 127 chips. However, the improvement of the bit error probability is not such that the bandwidth efficiency is improved.

4) If the interference power is below a certain limit, a system with FEC coding and spread spectrum codes of 127 chips can compete with a system with spread spectrum codes of 255 chips (note that these two system require the same amount of bandwidth). This holds for both bit error probability and bandwidth efficiency. If the number of paths is too large or the number of active users crosses a certain limit, the system with spread spectrum codes of 255 chips but without FEC codes, yields better performance.
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