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Abstract

Wheat is a widely used ingredient for food products. To increase the production and quality of wheat, the density of ‘wheat heads’ in a farm can be studied. Accurately locating wheat heads in images can be challenging. A lot of work has taken place in supervised semantic segmentation, but these networks typically require large pixel-wise human-annotated labeled data. Gathering this data is tedious and labour intensive.

This paper proposes to use the novel unsupervised semantic segmentation model W-Net to solve this problem. To improve the accuracy, we investigated the influence of the frequency domain, by pre-processing the training data two different times using a custom filter, based on frequencies found in wheat heads, and a high pass filter.

The approach is evaluated on the Global Wheat Head Detection (GWHD) dataset [11]. To compare the accuracy the generated segmentations were mapped to bounding boxes based. The proposed method did not show to be able to generate competing detection compared to the baseline method associated with the GWHD dataset, but the GWHD dataset has a different measurement of truth, consisting out bounding boxes instead of segments which is in the disadvantage for the W-Net.

Pre-processing the dataset using the high pass filter did increase the intersection over union with 1.4% and the deviation of the reconstruction loss was smaller when frequency filtering was applied.

Although the object detection has a low accuracy, this study showed that some basic wheat head detection can be achieved by using the unsupervised segmentation method W-Net and the accuracy can be increased if a high pass filter is applied as pre-processing step.

1 Introduction

Wheat is a widely used ingredient for food products. To increase the production and quality of wheat, the locations of ‘wheat heads’ in a farm can be studied. A farmer can then assess management decisions based on the density of the wheat heads in the fields. Accurately locating the wheat heads can be challenging due to overlap of the wheat plants, blurry images and/or different colours between wheat species [27]. A variety of techniques can be applied to identify the wheat heads in images. Convolutional neural networks (CNN) has matured in recent years and revolutionized computer vision [3]. A lot of work has taken place in semantic segmentation, a supervised segmentation variant of the image segmentation problem. However, these networks typically require large pixel-wise human-annotated labelled data. Accurately pixel-wise labelling large agricultural data sets is a tedious, labour intensive and time consuming job. In this study, the novel unsupervised semantic segmentation W-Net model [2] has been used to identify wheat head locations in an image. The W-Net
model aims to remove the need for human-annotated labels by using unsupervised image segmentation. The W-Net paper claims to produce state-of-the-art results when trained on the PASCAL VOC2012 [23] dataset and tested on the Berkeley Segmentation Database (BSDS300 [16] and BSDS500 [5]) [2].

To improve the accuracy of the W-Net on detecting wheat heads, the effect of pre-processing the wheat images using the frequency domain was studied. The W-Net was trained three times: first without pre-processing the wheat data, the second time applying a custom filter and the third time applying a simple high pass filter on the training data. Several studies showed that pre-processing images in the frequency domain can make training a CNN faster and/or improve accuracy [31, 30, 19].

This study will focus on how to apply frequency information (FI) to pre-process wheat heads images. Specifically, the images will be filtered in the frequency domain based on the power spectra of the wheat heads and the background patches using the Discrete Fast Frontier Transformation (DFT) [25]. The accuracy will be measured using the W-Net model [2]. The following main question has been formulated as follows:

"How can frequency information be used to improve the accuracy of the unsupervised segmentation model W-Net, when applied to identify wheat heads in images."

2 Related work

We briefly discuss related work done using deep learning in precision agriculture, pre-processing in the frequency domain and discuss some unsupervised segmentation methods.

2.1 Deep learning in precision agriculture

Most approaches in deep learning applied on precision agriculture use supervised methods. Yamamotot et al developed a method to accurately detect intact tomato’s in different growing stages. The method was based on pixel-based segmentation, blob-based segmentation and individual fruit detection. For each step, classification models were generated using the colour, shape, texture and size of the images [32]. Some methods use unsupervised learning to improve the speed the manually labelling. For example, the work of Asad and Bais [7]. It compared VGG16 and ResNet-50 for feature extraction and created segmentations using UNET and SegNet. Zhou et al proposed the "Improved ResNet" to detect broccoli heads. It has a pre-trained ResNet-50 at its core. A three layer adaptive network was added to replace the classification layers of the ResNet-50. It out performed GoogleNet, VggNet and ResNet. Zhang et al introduced an unsupervised image segmentation algorithm called Unsupervised Learning Conditional Random Field (ULCRF) to classify fruit, leaf and background. Because ULCRF is unsupervised, it cannot be told beforehand which class represents the fruit, leaf or background. In the study they found out they could use the colour feature to map the classes. The evaluation is based on the amount of pixel overlap with the ground truth [24]. By Nikbakhsh et al an unsupervised approach was introduced to segment plant leaves with complex background and combined five segmentation methods. The evaluation is based on the true or false positives (TP, FP), and true or false negatives (TN, FN) between the segmented- and ground truth area’s [22]. Meyer et al tried to create a plant detection system that works using non-uniform backgrounds and applied an unsupervised clustering method
called fuzzy clustering to extract the area of interest from ExG and ExR images [17]. The papers discuss supervised and unsupervised deep learning methods to segment agricultural images. This study will use an unsupervised method and adopted the evaluation from [15] and [22].

2.2 Unsupervised segmentation

Most popular deep learning segmentation models use some kind of encoder-decoder architecture [18] and utilize features such as colour, brightness or texture over local patches [2]. Some classical clustering methods include the k-means method, Comaniciu and Meers mean-shift [9] and Gaussian mixture model [21]. Felzenszwalb and Huttenlocher’s graph-based method [13] represents images as an undirected graph with pixels representing nodes. The edges are calculated by measuring the difference between the adjacent pixels. The segments are created by taking the minimal spanning tree of the graph. The Normalized cut by Shi and Malik [10] was presented to co-op with large multi-scale images in parallel, and capture both coarse and fine level details. Arbelaez et al. [6, 4] proposed a method based on contour detection by parsing any contour into a hierarchical region tree and thereby reducing the image detection problem into a contour detection problem. It presents both a contour detection and segmentation method. The original W-Net paper adopted the hierarchical grouping algorithm described by [4] as a post-processing step. The W-Net used in this paper left out this extra post-processing step.

2.3 Frequency information in deep learning

Many papers focus on compressing the memory requirements of CNN using the frequency domain [8, 29, 14]. This study focuses on the influence of pre-processing images within the frequency domain on the accuracy, rather than optimizing the memory use. Nair et al introduced a Fast Fourier Transformation-based U-Net to improve the training time and the accuracy of an object recognition model. The intersection over union score increased 55% and speed up the calculation per epoch with 30% [20]. Zhu et al evaluated several machine vision approaches for food safety. For pre-processing, they used a 2D low pass-filter, a focusing filter and a 2D Wiener filter [12]. The low-pass filter was used to remove the Additive White Gaussian noise (AWGN) created by environment and/or sensor. The focusing filter removes image blur and the 2D Wiener filter deconvolve drag effects [28]. This study will try to remove noise using a custom filter and will apply a high-frequency filter.

3 Methodology

In the first subsection, the basic workings of the W-Net model is explained. The second subsection discusses some ambiguities found in the paper and how/why this paper deviated from the W-Net architecture from the original paper. The W-Net is build for semantic segmentation, but the ground truth data uses bounding boxes. The explanation of how FFT is applied in this study is outlined in subsection 3.3. How the generated segmentations of the W-Net are mapped to bounding boxes is discussed in subsection 3.4. At last the setup of the experiments to check if pre-processing images improves the performance of the W-Net is discussed in subsection 3.6.
3.1 W-Net architecture

The main component of this study is the novel W-Net model. The W-Net model has been created by X. Xia and B. Kulis and was introduced in 2017 [2]. The model tries to solve the problem of unsupervised image segmentation. The basis of the W-Net architecture is the popular supervised image segmentation architecture U-Net [26]. The W-Net architecture uses the U-Net twice to create an auto-encoder. The first U-Net takes an input image and encodes it into a segmented image. The second U-Net tries the opposite. It takes the segmented image as input and tries to decode it into the original input image (see Figure 1). The first U-Net encodes the input image using a k-way soft segmentation. To improve the outcome of the auto-encoder, the segmentations are post-processed using two methods. First a fully connected conditional random field (CFR) is applied to smoothen the segments, secondly hierarchical merging is used to merge segments. In Figure 2 an overview of the W-Net architecture is shown. [2]

![Figure 1: Overview of the W-net approach. The first U-Net (Encoder) creates segmentations and the second U-Net (Decoder) tries to reconstruct the image. During training both U-Nets get updated together to minimize the reconstruction loss. The segmented image has a few post processing steps, depicted as 'hierarchical segmentation' [2]](image)

3.2 Deviation of the paper

The original code of the W-Net has not been shared and therefore the model had to be reproduced. The original paper misses out on some hyper-parameters which may have an effect on the behaviour of the W-Net. The paper misses the factor "k" for the k-way segmentation and the optimizer was not specified. The factor k will be varied in the experiments to decide which k fits the training data the best. For the optimizer Adam was chosen.

The paper states the ReLu non-linearity is applied before normalizing in each module. This study switched this order around and first applied batch normalization and then ReLu non-linearity. The paper suggested a learning schedule starting with a learning rate of 0.003 and divides it by 10 every 1,000 iterations. We found this made the network stop learning. A static learning rate of 0.003 was used. The post-processing step using hierarchical merging was not implemented, the conditional random field post-processing step has been implemented. Not adding the Hierarchical merging step resulted in more and smaller segments. This problem was partially covered during noise removal when mapping segments into bounding boxes, as described in section 3.4.
3.3 Pre-processing images in the frequency domain

From the original training set two new training sets were created. On the first training set a custom filter was applied, on the second a high pass filter. The custom filter is based on the ground truth labelled training data. It tried to filter out the non-wheat head frequencies by creating a mask based on the difference between the frequencies inside- and outside the ground truth bounding boxes. Noise was removed from the mask by applying a square high-frequency filter of 120 pixels and a threshold of $0.5 \times 10^{-7}$. The high pass filter is based on a simple mask of 40x40 pixels.

3.4 Create bounding boxes from semantic segments

To generate bounding boxes, a new post-processing step was introduced. This step takes the generated semantic segmentation from the W-Net and draws bounding boxes around each segmentation. Before drawing the bounding boxes noise was removed in three iterations using the morphological transformation Opening. After noise removal the bounding boxes were drawn based on the contours of the segments (Figure 3).

3.5 Find the class representing wheat heads

The generated segmentations are classifying into $k$ different classes. Since the W-Net is an unsupervised method, the classes are not labelled automatically. To find out which class represents the wheat heads the best, the accuracy was measured for each class. The class with the highest mean intersection over union (IoU) (1) was chosen to represent the wheat head class. Intersection over union is the overlap between the area of
two bounding boxes $A$ and $B$ divided by the total area of the two bounding boxes.

$$\text{IoU}(A, B) = \frac{A \cap B}{A \cup B}$$  \hspace{1cm} (1)

### 3.6 Evaluation

The performance of the W-Net has been tested using three cases:

1. Train and test the W-Net using wheat images without pre-processing
2. Train and test the W-Net using wheat images which are pre-processed using a custom filter
3. Train and test the W-Net using wheat images which are pre-processed using a high pass filter

To optimise the performance of the three cases, hyperparameter $k$ was varied. The value $k$ stands for the number of different classes the network can assign a segmentation between and has much influence on the result. The number $k$ was varied between 16, 32 and 64. For the cases 1 and 2 $k$ was also varied between 2, 3 and 4. In addition, for case 2 also $k = 128$ and $k = 256$ were chosen.

To measure the accuracy of the generated segmentation, the precision value and recall are calculated. The precision value (2) and recall (3) are based on the number of true and false positives ($TP$, $FP$) and false negatives ($FN$). They depend on a threshold $t$. The threshold $t$ represents minimal IoU (1) score before its counted as a TP. The threshold is shown after the @ character. e.g. precision@0.01 means the precision measured if the threshold is $\text{IoU} > 0.01$.

$$\text{Precision} = \frac{TP(t)}{TP(t) + FP(t) + FN(t)}$$  \hspace{1cm} (2)

$$\text{Recall} = \frac{tp}{tp + fn}$$  \hspace{1cm} (3)

### 4 Experiments

The experiments are conducted using the Global Wheat Head Detection (GWHD) dataset. It contains 4700 images in total and has 190,000 human-annotated labelled wheat heads in the form of bounding boxes. The dataset consists of a large variety of genotypes and the images are collected from several countries across the world [11]. Since the W-Net model is unsupervised, the ground truth is not used during the training phase. The ground truth is only used to determine which class represents the wheat heads the best and to evaluate the data.

A subset of 500 images was randomly taken for GWHD dataset as the training set. The same images have been used to train all the models. The test set consists of 50 randomly chosen images from the GHWD dataset and do not overlap with the training set. During
training, the images were cropped to 224x224 pixels by always taking the top left most 224x224 pixels. The test data was not cropped. The architecture of the trained network is shown in Figure 2. A static learning rate of 0.003 was used, a dropout of 0.65 to prevent overfitting and the models were trained during 32 epoch with a batch size of 10. The models trained using $k$ is 128 and 256 were trained with a batch size of 5 because of resource limitations.

4.1 Exp 1: Evaluate reproduced W-Net

To reproduce the W-Net, the repository from [1] was taken as the basis. Our W-Net generates more segmentations when compared to the original paper (Figure 4). This may be attributed to the fact that the W-Net model misses the hierarchical merging post-processing step. In Figure 5 the W-Net is compared to the papers segmentation without the hierarchical post-processing step and looked visually alike. Because the paper does not show the performance of the W-Net without the hierarchical grouping step, the comparison has only be done empirically. The goal of this research was not to create an exact reproduction of the W-Net but to research the influence of the frequency domain. The created W-Net was considered to be sufficient to answer the research question.

![Figure 4: Segmented output of the W-Net. From left to right, the input image, the generated segmentation from our W-Net, the generated segmentation according to the paper, the ground truth segmentation. Our W-Net generates more segmentations compared to the paper.](image)

![Figure 5: When leaving out the hierarchical merging step the results look alike. a) Segmentation from our W-Net b) Segmentation without hierarchical merging according to the paper [2].](image)

4.2 Exp 2: Investigate the accuracy without pre-processing

In this experiment the performance of the W-Net without pre-processing the training data was investigated. Six models have been trained with parameters $k$ being 2, 3, 4, 16, 32 and 64. Setting $k$ to 2 or 3, resulted in one single segment and therefore lost all its information. In Figure 6 the results of the segmentations are shown with the other $k$ values. In Table 1
the mean IoU results are shown per variation. The model with parameter \(k=4\) has the best mean IoU of 0.213.

![Segmentations](image)

Figure 6: Segmentations generated without pre-processing the training data

<table>
<thead>
<tr>
<th>model_nr</th>
<th>k</th>
<th>mean_iou</th>
<th>best_class</th>
<th>recall@0.01</th>
<th>precision@0.01</th>
<th>precision@0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>2</td>
<td>0.173</td>
<td>1</td>
<td>0.0002</td>
<td>1</td>
<td>0.077</td>
</tr>
<tr>
<td><strong>37</strong></td>
<td><strong>4</strong></td>
<td><strong>0.213</strong></td>
<td><strong>2</strong></td>
<td><strong>0.384</strong></td>
<td><strong>0.663</strong></td>
<td><strong>0.161</strong></td>
</tr>
<tr>
<td>38</td>
<td>16</td>
<td>0.169</td>
<td>14</td>
<td>0.320</td>
<td>0.479</td>
<td>0.172</td>
</tr>
<tr>
<td>36</td>
<td>32</td>
<td>0.139</td>
<td>20</td>
<td>0.120</td>
<td>0.682</td>
<td>0.0556</td>
</tr>
<tr>
<td>32</td>
<td>64</td>
<td>0.144</td>
<td>40</td>
<td>0.186</td>
<td>0.616</td>
<td>0.099</td>
</tr>
</tbody>
</table>

Table 1: Performance of the models without pre-processing. Model 37 with \(k=4\) has the best mean IoU with 0.213.

### 4.3 Exp 3: Investigate the accuracy using a custom filter

In experiment 2 we have seen the accuracy of the W-Net without pre-processing the training data. Now the training data will be pre-processed using a custom filter as described in section 3.3. The W-Net has been trained with parameter \(k\) is 2, 3, 4, 16, 32, 64, 128 and 256. The choice to increase the number of \(k\) classes was motivated because the segmentations below \(k=64\) consistently converted into one segment. However, increasing the number to \(k=128\) or 256 did not improve the result. In Figure 7 the best segmented images are picked out, but as can be seen, also those do not segment well. In Table ?? the results of model 39 is shown. The mean IoU of the other models has not be calculated since they will be around zero.

![Segmentations](image)

Figure 7: Segmentations generated when filtering was based on frequencies found on the bounding boxes inside the training data. Note, the best results were manually picked out of the test set. Most of the images segmented into one big segment.
<table>
<thead>
<tr>
<th>model_nr</th>
<th>k</th>
<th>mean_iou</th>
<th>best_class</th>
<th>recall@0.01</th>
<th>precision@0.01</th>
<th>precision@0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>43</td>
<td>4</td>
<td>0.036</td>
<td>0</td>
<td>0.190</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>41</td>
<td>16</td>
<td>0.178</td>
<td>16</td>
<td>0.190</td>
<td>0.0956</td>
<td>0</td>
</tr>
<tr>
<td>44</td>
<td>32</td>
<td>0.025</td>
<td>12</td>
<td>0.032</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>39</td>
<td>64</td>
<td>0.110</td>
<td>12</td>
<td>0.037</td>
<td>0.857</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: The only result worth mentioning is the model with k=64. All other models failed to generate segmentations.

### 4.4 Exp 4: Investigate the accuracy using a high pass filter

Besides the custom filter the accuracy of the W-Net is tested on a high pass filter. The high pass filter uses a mask of 40x40 pixels. The W-Net has been trained with k is 16, 32 and 64. The segmentations showed promising results (Figure 8). The model with the best result as k = 64 with a mean IoU of 0.217. Based on the three trained models, it seems increasing the number of k classes, increases the mean IoU. The precision is 0.740 when a match is considered with an IoU above 0.01. The precision drops to 0.159 at an IoU threshold above 0.5 but does not drop as low as the other two models.

![Segmentations generated when pre-processing the training data with a high pass filter.](image)

Figure 8: Segmentations generated when pre-processing the training data with a high pass filter.

<table>
<thead>
<tr>
<th>model_nr</th>
<th>k</th>
<th>mean_iou</th>
<th>class</th>
<th>recall@0.01</th>
<th>precision@0.01</th>
<th>precision@0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>16</td>
<td>0.083</td>
<td>14</td>
<td>0.079</td>
<td>0.523</td>
<td>0.008</td>
</tr>
<tr>
<td>49</td>
<td>32</td>
<td>0.170</td>
<td>9</td>
<td>0.060</td>
<td>0.802</td>
<td>0.058</td>
</tr>
<tr>
<td><strong>48</strong></td>
<td><strong>38</strong></td>
<td><strong>0.217</strong></td>
<td><strong>38</strong></td>
<td><strong>0.150</strong></td>
<td><strong>0.740</strong></td>
<td><strong>0.159</strong></td>
</tr>
</tbody>
</table>

Table 3: Accuracy when the images are pre-processed using a high pass filter. Model 48, with k=64 has the best performance with a mean IoU of 0.216

### 4.5 Comparison

With or without pre-processing the training data, the soft n-cut losses followed about the same pattern. Increasing the number of k classes increases the n-cut loss. At k = 64 the loss is around 30 and at k = 16 the loss is around 3.0 (Figure 9a). Pre-processing the data showed to create less deviation between the maximum and minimum reconstruction losses, compared to the models trained without pre-processed data (Figure 9b). The models trained with the custom filter showed a small reconstruction loss, but their accuracy the
Looking at the deviation of the mean IoU, the deviation without pre-processing is 1.4 but the deviation when the high pass filter is applied is 8.7. The best models of the three cases are combined in Table 4. Pre-processing the images using the high-frequency filter increases the mean IoU by 1.49%.

(a) N-cut losses, the different cases follow about the same pattern.

(b) Reconstruction loss. The deviation of the methods without pre-processing is larger than with pre-processing.

Figure 9: The mean losses of the models trained with $k$ is 16, 32 and 64, grouped by pre-processing case. The padding around the lines is the difference between the maximum and minimum loss. np: models without pre-processing, cf, models trained with the custom filter data. hf: models trained with the high pass filter data.
Figure 10: Reconstruction loss of the different models. The deviation of the losses in a are larger compared to b and c. Figures created using smoothing 0.95.
Table 4: Comparison between the best performing models. The model trained with the HPF gives the best mean IoU, but its precision is not the best.

5 Responsible Research

The field of computer vision can lead to many ethical concerns, especially in combination with facial recognition. This study does not raise such concerns directly, since we focus on the agricultural sector.

During this study the W-Net model needed to be reproduced. Some of its key hyperparameters were undocumented and the code was not made public. This made reproducing the paper difficult and made us pay extra attention to the reproducibility of this paper.

To ensure reproducibility the setup and all its parameters are described in the paper, in addition the source code will be made available on https://gitlab.com/LifdAai/wheat-detection-wnet-frequency-information.git. All models trained for this study are numbered and their filename contains the hyperparameters. This makes the configuration of each model instantly visible. The results shown in the tables in section 4 contain model numbers that can be traced back in the code.

6 Discussion

We compared the precision of the W-Net with the baseline method associated with the GWHD dataset [11] in Table 5. The proposed approach failed to compete with the baseline method. The W-Net model generates semantic segmentation, but the ground truth labelling consists out of bounding boxes. The comparison, therefore, measures in two different measurements of truth and might be hard to compare directly. The method to convert segmentations into bounding boxes may have a significant impact on the accuracy of the W-Net.

<table>
<thead>
<tr>
<th>model</th>
<th>precision@0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>0.77</td>
</tr>
<tr>
<td>W-Net with HPF</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 5: Comparison of the baseline method association with the GWHD dataset [11] and the best performing model, with the high pass filter.

6.1 Process

For this study the novel W-Net model has been used [2]. The authors did not share their code and some details in their paper were missing to fully be able to reproduce their paper.
To use the W-Net more than 12 reproductions have been considered, but none of them had managed to reproduce the results of the original paper. From the 12 reproductions a top 3 was chosen and tested and the best performing reproduction had been chosen for this study. After choosing the repository and trying to get some statistics, an extra 'post-processing' that did not follow the original paper was found. This step tried to map the unsupervised segmentations with the actual ground truth segmentations. This step optimized the results and should not have been in the reproduction. The whole code had to be scanned from top to bottom and all ambiguities had to be removed.

The work put into finding a repository, understanding, debugging and restoring the ambiguities took considerable time. Documenting this process was not the topic of this study and therefore not included in this paper but had an effect on the final result. We would like to dive deeper in the analysis of the precision.

7 Conclusions and Future Work

In this study we have tried to answer the following question:

"How can frequency information be used to improve the accuracy of the unsupervised segmentation model W-Net, when applied to identify wheat heads in images."

Three datasets were created. The first dataset was a subset of the Global Wheat Head Detection dataset. The other two sets consist of the same set of images but modified in the frequency domain. One set was modified using a custom filter (CF), the other was modified using a high pass filter (HPF). The custom filter tried to filter all other frequencies unique to the ground truth training data.

The segmentations outputted by the W-Net were mapped to bounding boxes based on the contours of the segments. The training set without modifications had an intersection over union (IoU) of 0.213, using a high pass filter this was slightly improved with 1.4% to 0.217. The custom filter had an IoU of only 0.110. The significance of the 1.4% might be debatable because the training set (500 images) and test set (50 images) are relatively small compared to the 4700 images in the GWHD dataset and can easily be increased in size multiple times.

An interesting finding is that using frequency information seems to affect the deviation of the reconstruction loss (standard deviation of 33 (CF) and 858 (HPF) against 2514). This might be caused because the frequency filters might have filtered out the noise.

Another interesting finding was that the reconstruction loss of models trained using the custom filter was significantly lower compared to the other models, but did not result in a high IoU score. The low reconstruction loss could be caused by the dark blue monotonic images produced by the custom filter. Normalizing the colours of these images and retrain the model might be investigated in further research.

Future work can be done by evaluating the W-Net wheat head detection on a dataset consisting of segmentations as ground truth instead of bounding boxes.

The precision with threshold IoU 0.01 shows high precision. This may indicate that the location of the segmentation is correct, but the size is incorrect. A future study could
analyse what percentage of the generated segmentation lies inside the ground truth, instead of taking the IoU.

8 Acknowledgement

I am indebted to Attila Lengyel, Nergis Tomen, Yancong Lin and Silvia Pintea for their advice and supervision during the research and would like to thank Elvin Isulfi for examining the research paper. I would also thank my fellow students Dani Rogmans, Alin Prundeanu, Nick Mertzanis and Petar Ulev for their collaboration during the project.

References


