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1
Introduction

1.1 The Need for CO2 Capture
The advent of the industrial revolution in the 18th century brought about the use
of fossil fuels to satisfy the demand in energy [1–5]. The combustion of these fossil
fuels release greenhouse gases like carbon dioxide, oxides of nitrogen, sulphur into
the atmosphere. According to the fifth assessment report of the Intergovernmental
Panel on Climate Change (IPCC) [1, 3], the increase in concentration of these green-
house gases in the atmosphere has resulted in global warming. Global warming is
characterized by warming up of the atmosphere and water bodies, melting of the
polar ice caps and increase in sea water levels. Increasing concentrations of carbon
dioxide (CO2) have led to an average increase in global temperatures of the earth’s
atmosphere and oceans.

Rising demand for energy stems from the worldwide economic growth and de-
velopment [6]. The energy sector is responsible for the release of around 70% of the
anthropogenic greenhouse gases into the atmosphere [2, 3]. Fossil fuels account for
82% of the global total energy supply. In 2012, global CO2 emissions were measured
to be 31.7 Giga ton CO2 [2, 3]. Effluent gases from power plants and industries ac-
count for the majority of the global carbon dioxide emissions into the atmosphere
[3]. In order to mitigate the effects of climate change and to lower the global average
temperatures, the emissions of greenhouse gases, mainly CO2, must be reduced [1].
Carbon Capture and Storage (CCS) is one of the important methods to reduce the
emissions of CO2 in the atmosphere. CCS describes a set of technologies which can
be used to collect CO2 from industrial processes and power generation. This cap-
tured CO2 is then separated and purified and then it is transported and compressed
to a form suitable for storage. This compressed form of CO2 is stored in a storage
site which is usually situated underground in geological formations [4, 5, 7]. The
different CO2 capture methods are shown schematically in Fig. 1.1 and they are
explained in detail below.

1.1.1. Pre-combustion CO2 Capture
Pre-combustion capture refers to the capture of CO2 from fossil fuels before combus-
tion. In the pre-combustion capture process, fossil fuel is converted to gaseous fuel
through a high temperature process known as gasification. The fossil fuel, usually

1



1

2 Introduction

Gasification or 

Partial 

Oxidation shift

CO2 

Separation
Combustion

Air SeparationAir

Air

Fuel

N2

O2

CO2, H2 H2

Pre-Combustion

Post-Combustion Combustion
CO2 

Separation

Fuel
Flue gas

Air

Combustion

Air SeparationAir

Fuel

N2

O2

CO2 (H2O)

Oxyfuel

Recycle (CO2, H2O)

CO2 dehydration 

and compression

CO2

CO2

N2, O2, H2O

N2, O2, H2O

Figure 1.1: An overview of the different CO2 capture methods from the combustion of fossil fuels.
Pre-combustion CO2 capture method is when the capture of CO2 takes place prior to the combustion
of fossil fuels [4, 5, 8]. Post-combustion CO2 capture is the capture of CO2 from flue gas streams
produced by combustion of fossil fuels [9–12]. Oxyfuel combustion is when CO2 is captured from CO2

rich streams produced from combustion in presence of a pure oxygen stream [5, 13, 14].

coal or heavy residue, undergoes a partial oxidation to produce synthesis gas which
mainly comprises of carbon monoxide (CO) and hydrogen (H2) along with CO2,
methane, hydrocarbons and other compounds at high pressures. This synthesis gas
then undergoes a water-gas shift reaction where the CO reacts with the steam to
produce CO2 and H2.

CO + H2O 
 CO2 + H2 (R1)

The generated CO2 can be removed using absorption using physical solvents [4, 5, 8],
pressure swing adsorption [4, 5, 15, 16] or membranes [17]. The captured CO2 is
later recovered and transported to various sites to be stored.

1.1.2. Post-combustion CO2 Capture
Post-combustion CO2 capture refers to the capture of CO2 from the flue gas streams
that are produced by combustion of fossil fuels like coal, natural gas or biomass.
These “huge volume” flue gas streams have low CO2 partial pressures and also con-
tain other contaminants like SOx and NOx. Absorption processes using chemi-
cal solvents are widely used in the industry for the removal of CO2 from flue
gas [9, 10, 18, 19]. The chemisorption process is economical in principle and provides
the option to retrofit existing industries without major modifications to the plant
setup [20]. Chemisorption processes have high selectivities and capacities towards
capturing CO2 at atmospheric pressures but require high energies to regenerate
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Figure 1.2: Process flow scheme of a chemisorption based post-combustion CO2 capture plant [11,
12, 20]. The flue gas rich in CO2 enters the absorber where it is contacted with the lean amine
solvent. After the chemisorption of CO2 with the amine solvent, the CO2 free flue gas is let off into the
atmosphere. The CO2 rich amine solvent is pumped to the stripper column where the amine solvent is
regenerated by the application of heat energy. The lean amine solvent is circulated back to the absorber
while the CO2 is collected in the condenser to be compressed for storage [11, 12].

the CO2 from the rich solvent [8, 11, 12]. The SOx and NOx are usually removed
to acceptable levels in a pre-treatment process before the actual chemisorption of
CO2 takes place. Other methods for post-combustion CO2 capture include adsorp-
tion using zeolites, metal organic frameworks, membrane separations, etc. are still
in the development phase [7, 21–25]. A typical absorption-desorption based post-
combustion CO2 capture process is shown in Fig. 1.2.

The flue gas from the coal-fired power plant is cooled and is pre-treated to remove
the SO2 before it enters the absorber. In the absorption column, the flue gas, rich
in CO2, comes into contact with the lean chemical solvent. Monoethanolamine is
one of the most widely used solvents in the industry to capture CO2 [11, 12]. CO2

from the flue gas reacts with the amine and the CO2 rich amine solvent is pumped
to the stripper column via a heat exchanger which preheats the rich amine solvent.
In the stripper/regenerator, heat is supplied to the rich solvent and the desorption
of CO2 from the amine solvent takes place. The lean solvent is pumped back to the
absorber and the CO2 stream gets collected in the condenser to be compressed for
storage.
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1.1.3. Oxyfuel Combustion
Oxyfuel combustion involves the burning of hydrocarbon fossil fuel in the presence
of pure oxygen. The flue gas resulting from the products of combustion are primarily
CO2 and water vapor along with gases like argon and nitrogen as contaminants.

C(fossilfuel) + O2 → CO2 (R2)
4H(fossilfuel) + O2 → 2H2O (R3)

The heat released from combustion is used to produce steam which in turn runs the
turbines to generate electricity. The flue gas is cooled to condense the water vapor
which results in a highly concentrated CO2 stream [5, 13, 14]. The CO2 can then
be compressed and transferred for storage. One of the methods to achieve oxyfuel
combustion is the chemical looping mechanism where a metal/metal oxide is used
to “carry” the oxygen from an air stream to a fuel reactor. The oxygen produced
this way is cheaper and less energy intensive [26].

1.2 Solvents for CO2 Capture
Post-combustion CO2 capture is a mature technology which can be implemented
in fossil fuel fired power plants without significant changes to the plant setup [20].
Conventionally, both physical and chemical solvents have been proposed for use in
CO2 capture [10, 15, 19]. Physical solvents maybe used in the pre-combustion CO2

capture method where the partial pressure of the CO2 is quite high [8]. Physical
solvents like dimethyl ethers of polyethylene glycol (Selexol), methanol (Rectisol),
N-methyl 2-pyrrolidone (Purisol), propylene carbonate (Fluor solvent) are commer-
cially available for separating CO2 from gas mixtures [8]. For post-combustion CO2

capture, chemical solvents are mostly preferred since the partial pressure of CO2

in the flue gas streams is quite low [8, 10, 11, 15]. Traditionally, amine solvents
are used in industries for acid gas treatment of effluent gas streams since they have
high reactivity with CO2 [27, 28]. Primary and secondary amines react with CO2

to form carbamates, while tertiary and sterically hindered amines predominantly
form bicarbonates [18]. Monoethanolamine (MEA) is the most commonly used in-
dustrial solvent which has been used for more than sixty years in process plants
for sweetening sour gases [11, 12]. The advantages of using MEA as a solvent is
the high reactivity with CO2 leading to high CO2 solubilities, low solvent cost, and
low molecular weight [29–35]. However, MEA is volatile, corrosive, subjected to
degradation and requires high energy to regenerate the solvent [36, 37]. Other sol-
vents like methyldiethanolamine (MDEA) are also used for CO2 capture. MDEA
is a tertiary amine and forms bicarbonates which increases the capacity for CO2

absorption. As MDEA is a tertiary amine, it suffers from reduced reactivity with
CO2 [30, 33, 38–41]. Sterically hindered solvents like 2-amino-2-methyl-1-propanol
(AMP) are also used for CO2 capture in the industry. AMP has a higher capacity
of CO2 absorption due to the formation of bicarbonates. AMP also suffers from
low reactivity with CO2 [35, 42–44]. A promoter, like piperazine (PZ), is added to
AMP to increase the reactivity of CO2 in AMP [41, 45, 46]. There are other new
materials which have been studied in recent times to capture CO2: zeolites [7, 25],
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metal-organic frameworks (MOFs), zeolitic imidazolate frameworks (ZIFs) [23, 24],
metal oxides [7, 25], ionic liquids [8, 47–49], etc. Many of these new materials are
promising, since they can be tailor-made to suit certain conditions, but are not
suited for CO2 capture from industrial flue gases due to high costs, instability when
in contact with water, etc. Liquid solvents still remain the most preferred choice in
chemical industries for CO2 capture from flue gases.

1.3 Need for New Solvents
It is inevitable that fossil fuel based power plants are required to fill the gap between
the demand for power and use of renewable sources of energy [1, 3]. CCS remains
one of the most attractive and feasible processes to decrease the amount of green-
house gases in the atmosphere to mitigate global warming. Since fossil fuel powered
power plants emit most greenhouse gases, there is a need for a reliable and efficient
post-combustion CO2 capture technology to be implemented in these power plants
to capture the CO2 from the effluent flue gas [20]. Chemical solvents available in
the industry require energy to regenerate the solvents and therefore makes the CCS
process expensive [36, 37]. It is imperative that new solvents are formulated which
are less energy intensive and less toxic and less corrosive than the existing ones.
There might exist millions of structures which can be used for CO2 capture, but to
select the most promising ones is extremely difficult and time consuming. Exper-
imental approaches to this issue include synthesizing new molecules and studying
the solubilities, diffusivities of CO2 in the solvents, which are time consuming and
challenging. An alternate approach is to use a pre-screening tool to potentially
screen out few solvent structures from the database [50]. This pre-screening tool
should take into account the thermodynamic processes that take place during the
chemisorption/physisorption of CO2 in solvents. In this thesis, we discuss the role
of molecular simulations in describing the thermodynamic processes that take place
during chemisorption of CO2 with liquid solvents.

1.4 Molecular Simulation
The emergence of computational power since the Second World War has spurred the
growth of computer simulations [51]. Computer simulations use models to study be-
haviours of a system. They are used in many applications in the fields of chemistry,
physics, weather forecasting, engineering, etc [51–55]. Computational methods are
useful in solving complex problems where analytical solutions cannot be applied.
With the advent of computational methods, it is possible to support or reinter-
pret experimental observations and also to understand fundamental processes from
a molecular perspective [51, 54]. To make rapid advancements in developing new
catalysts, solvents, organic electronics, new pharmaceutical drugs, etc. a molecular
understanding of absorption, reaction and diffusion processes is important. Molec-
ular simulations model the microscopic interactions of the system to obtain the
macroscopic properties that are of interest. Molecular modeling methods can be
classified into two broad categories: ab-initio and semi-empirical electronic struc-
ture calculations and molecular mechanics [52]. Ab-initio methods are based upon
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quantum mechanics and describe the electronic structures of molecules and their
reactivities. Ab-initio methods are very accurate and extremely computer intensive.
Molecular mechanics methods are based on the principles of classical physics and
as such are computationally fast. Molecular mechanics neglect the explicit treat-
ment of the electronic structures and provide more efficient means to determine bulk
properties [52, 53].

Classical molecular simulations are used in predicting the behaviour of large
systems. Classical molecular simulations neglect the explicit treatment of electrons
and rely only on laws of classical physics to predict the chemical properties of the
molecules [51, 53, 56]. Classical simulations compute values of thermodynamic prop-
erties by simulating microscopic representative configurations of the macroscopic
systems. Some of the properties to be computed depend on the positions of the
molecules and/or their momenta. The properties fluctuate as a function of time
depending on the interactions of the atoms/molecules. The interactions between
atoms/molecules are described by a force field [53]. The force field consists of a
functional form and parameter sets based on the positions of the atoms and param-
eter sets to calculate the potential energy of the system. The functional form of
the force fields includes non-bonded interactions and bonded interactions. The non-
bonded interactions include the van der Waals and electrostatic interactions [53].
The Lennard-Jones potential is commonly used for the computation of the van der
Waals interactions and repulsions [53]:

uLJ = 4ε

[(σ
r

)12

−
(σ
r

)6
]

(1.1)

where u is the interatomic potential energy, σ is the finite distance at which the
inter-particle potential is zero, ε is the depth of the potential well, and r is the
distance between the particles. Bonded interactions include the energies of bond
stretching, bending, torsion and intra-molecular Lennard-Jones interactions. The
value of the force field parameters are usually obtained from different methods.
Bonded interactions are usually obtained from quantum mechanical simulations
while Lennard-Jones parameters are usually obtained by fitting to experimental
data [53, 57–64].

There are two approaches to performing classical molecular simulations: Monte
Carlo and Molecular Dynamics simulations. Monte Carlo simulations, which are
stochastic in nature, sample configuration states to probe the potential energy sur-
face [51, 53]. The second method, called Molecular Dynamics, simulates the time
evolution of the molecular system to provide the trajectory of the system [51, 53].
Macroscopic systems are described by the partition function Q, which can be a
function of the number of particles N , volume V , temperature T (for a canonical
system) [52–54]. For a complete understanding in molecular simulations, the reader
is referred to several textbooks on this subject [51, 53, 54, 56].

Monte Carlo (MC) simulations computes macroscopic properties of a system
by sampling configurations from a chosen statistical ensemble [53]. There are a
huge number of possible configuration states that are available and it is practi-
cally impossible to compute the energy of all of them. Most of these configuration
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states have statistically zero weight in the partition function and relatively only few
states have significant non-zero weights. It is therefore advantageous to generate
configurations with a weight that is proportional to the statistical weight for a par-
tition function [51, 53]. This is called importance sampling. Using the method of
importance sampling, the Metropolis algorithms generates random configurations
according to the Boltzmann distribution [65]. From an initial configuration in con-
figuration space, a proposed Monte Carlo trial move is generated resulting in a
new configuration. The new configuration is accepted or rejected according to the
Boltzmann factor. Monte Carlo methods can be used to compute phase diagrams,
pressures, densities, free energies [53, 56].

Molecular Dynamics (MD) simulations are able to calculate the time averages
of properties by numerically solving the Newton’s equations of motion [53]. From
the spatial derivative of the potential energy, the force on the molecule can be
calculated and the system is integrated to obtain positions and velocities at the
new time step [53]. Given the positions, masses and forces of the molecules in
the system, representative single particle trajectories can be calculated. Molecular
Dynamics is predominantly a deterministic method, which means that the state
of the system at any future time can be calculated from the current state. The
evolution of the molecular system is studied as a series of snapshots taken at close
time intervals. This integration is repeated many times to obtain trajectories over
a specified time interval. Average properties can be calculated from these atomic or
molecular trajectories. In order to maintain constant temperatures and/or pressures,
appropriate thermostats and/or barostats are used [53]. MD simulations can be used
to compute dynamic properties like diffusion, heat conductivities, viscosities [51, 53].

The main aim of the thesis is to understand the various thermodynamic pro-
cesses that occur when greenhouse gases like CO2 are captured using a chemical sol-
vent. Understanding the thermodynamic processes taking place during chemisorp-
tion help in studying the effects of solvents on the absorption/desorption of CO2

in the solvents and their constituent reactions. Ultimately, these aid in developing
new solvents that have high capacity to absorb CO2 and low energy penalties to
regenerate the CO2 rich solvents. Some of the thermodynamic processes that take
place are absorption/desorption from the gas phase, the reaction of CO2 with the
aqueous solvent and the diffusion of CO2 molecules into the aqueous solvent mix-
ture. Understanding these processes can help in developing a screening tool that
can predict the solubilities, equilibrium constants and conversions, diffusivities of
CO2 in different solvents. Molecular simulations can be used in this regard to great
effect. Monte Carlo simulations can be used to study equilibrium conversions of the
different species in the reacting mixture with great efficiency and accuracy [66–69].
They can also measure the absorption/desorption of CO2 from the gas phase into
the solvent [49, 70, 71]. Molecular Dynamics simulations can help calculate diffusion
coefficients of CO2 in the reacting mixture [71]. The high accuracies and efficiencies
of molecular simulations make it an attractive tool in designing new solvents which
are more efficient, less toxic and less corrosive than the ones that are available in
the market.
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1.5 Scope and Outline of this Thesis
The overall aim of this thesis is to understand the various thermodynamic processes
(i.e. solubility and diffusion) that take place during the absorption of greenhouse
gases in liquid solvents. In more detail, this means:

1. To develop advanced Monte Carlo methods to compute the thermodynamic
factors which are used to calculate Fick diffusivities for multicomponent sys-
tems

2. To develop advanced Monte Carlo methods to efficiently simulate open ensem-
ble systems and to study the reactions of CO2 in liquid solvents like aqueous
monoethanolamine

3. To validate the so-called “CO2/N2O analogy” used to obtain diffusivities and
Henry coefficients in chemical solvents using molecular simulations

4. To obtain physical solubilities of pre-combustion gases in complex solvents
using advanced Monte Carlo methods

In chapter 2, a new method called PermutedWidom Test Particle Insertion (PWTPI)
method is introduced and discussed in detail. In chemical industries, the knowledge
of the values of Fick diffusion coefficients is essential in order to design separation
equipment. It is very difficult to obtain the Fick diffusivities for multicomponent
systems from Fick’s laws as multicomponent Fick diffusivities are unrelated to their
binary counterparts [72]. The Maxwell-Stefan approach is a thermodynamically
more correct approach and the Maxwell-Stefan diffusivities usually depend less on
the concentration [72, 73]. Maxwell-Stefan diffusivities can be calculated from molec-
ular simulations [74, 75]. Since both Fick’s laws and Maxwell-Stefan theory describe
the same diffusion process, the value of the diffusion coefficients can be related using
the so-called thermodynamic factor [72, 73, 76]. Existing methods to calculate these
thermodynamic factors from experiments and molecular simulations are either inac-
curate or require a non-trivial interpretation of the results from simulations. In this
regard, the PWTPI method is developed which can calculate the matrix of ther-
modynamic factors from a single simulation without any additional computational
cost. The PWTPI method has been used to validate the application of the newly
developed Kirkwood-Buff theory in closed systems to ionic species.

Chemisorption of CO2 in a chemical solvent involves the transfer of CO2 molecules
to/from the gas phase to the liquid phase and the reactions of CO2 with the chemical
solvent. Existing methods are inefficient to handle simulations of the chemisorption
process, since probability of successful insertions and deletions of molecules in a
dense system is extremely low [77]. The Continuous Fractional Component Monte
Carlo method (CFCMC) was developed by Maginn et al. [78, 79] to increase the
efficiency of the insertions/deletions. In chapter 3, the CFCMC has been compared
with the well-known Configurational-Bias Monte Carlo (CBMC) at high densities. A
new hybrid method Configurational-Bias/Continuous Fractional Component Monte
Carlo (CB/CFCMC) which combines the CBMC and the CFCMC methods is pro-
posed. This CB/CFCMCmethod is also compared with the CBMC and the CFCMC
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in high densities as well as in complex systems. The CB/CFCMC method is found
to be more efficient than the CBMC and CFCMC at medium to high densities since
it combines the “biased growth” of the CBMC with the insertion/deletion of the
“fractional molecule” in the CFCMC.

To model the chemisorption of the CO2 in a chemical solvent, it is necessary to
model the reactions of the CO2 with the liquid solvent and to study the impact of
different reaction pathways on the equilibrium concentrations of all the species in
the reacting mixture. Chapter 4 discusses the Reaction Ensemble Monte Carlo using
the Continuous Fractional Component method (RxMC/CFC) which is developed to
obtain the different equilibrium concentrations of CO2 reacting with aqueous MEA
solutions using classical molecular simulations [66–68, 80, 81]. The effect of different
reaction pathways can be studied using this RxMC/CFC method and also opens
up the possibilities to investigate effects of different solvents in the reactions. This
RxMC/CFC method along with the CFCMC method in the osmotic ensemble is
used to compute the solubilities of CO2 in aqueous MEA solutions.

It is imperative to study the diffusion and physical solubility of CO2 molecules
in aqueous amine solutions in order to obtain the Fick diffusivities and the Henry’s
constant respectively. The diffusivities and the Henry’s constant of CO2 in amine
solvents are extremely difficult to calculate using experiments since the reactions and
diffusion of CO2 take place simultaneously and there is almost no unreacted CO2 [39,
82]. The so-called “CO2/N2O analogy” has been used to calculate these physical
constants by substituting CO2 with the molecularly similar N2O [32, 82]. In chapter
5, molecular simulations are used to validate the “CO2/N2O analogy”. Diffusivities
and solubilities of CO2 in various solvents can be computed using classical molecular
simulations and compared to the diffusivities and solubilities obtained using the
“CO2/N2O analogy”.

In chapter 6, the physical solubilities of gases in physical solvents are studied.
The Continuous Fractional Component Monte Carlo method (CFCMC) [70, 78, 79]
in open ensemble is used to study the physical solubilities of various gases in ionic
liquids (ILs) and compared to experimental results. The success of these simulations
in predicting the physical solubilities in complex solvents like ILs can be exploited
in pre-screening potential solvents for pre-combustion CO2 capture as well.
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A. Bardow, T.J.H. Vlugt, How to apply the Kirkwood–Buff theory to individual species in salt
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2.1 Introduction
Understanding mass transfer in multicomponent systems is important as it plays
an important role in many industrial processes [86–92]. Since diffusion-controlled
reactions are often prevalent in chemical processes and separations involving a liquid
phase, knowledge of the diffusion coefficients for ternary and multicomponent mix-
tures is very relevant due to their frequent use in industrial processes [72, 87, 91, 92].
To describe mass transport by diffusion in liquid mixtures, both the Maxwell-Stefan
theory and extensions to Fick laws are used. Maxwell-Stefan diffusivities can be
obtained directly from Molecular Dynamics simulations [74, 75] and theory, while
Fick diffusivities are obtained from experiments [72, 73, 93]. Fick’s law for an n-
component system in a molar reference frame is given by [87]

Ji = −c
n−1∑
k=1

DFick
ik ∇xk (2.1)

where Ji is the molar flux of component i, c is the total molar concentration, DFick
ik

is the Fick’s multicomponent diffusion coefficient for components i and k, and xk is
the mole fraction of component k. The diffusivity DFick

ik is concentration dependent
but independent of ∇xk. As a molar reference frame is used in Eq. (2.1), the
fluxes are constraint by

∑n
i=1 Ji = 0. The Maxwell-Stefan theory is an alternative

formulation which uses a gradient in chemical potential at constant temperature and
pressure as driving force for mass transport [72, 73]. This driving force is balanced by
friction forces between the species, which are proportional to differences in average
molar velocities. The Maxwell-Stefan theory for a n-component system is given
by [72, 88, 89, 91, 92]

− 1

RT
∇T,Pµi =

n∑
j=1,j 6=i

xj(ui − uj)
D̄ij

(2.2)

in which R is the universal gas constant, T is the absolute temperature, ∇T,Pµi
is the chemical potential gradient of component i at constant T,P and ui and uj
are the average velocities of the components i and j, respectively. The Maxwell-
Stefan diffusivity D̄ij , can be considered as an inverse friction coefficient between
components i and j and often depends less strongly on the concentration than Fick
diffusivities [72].

On a macroscopic scale, Fick diffusivities are required, since they can be di-
rectly calculated from measurable quantities (i.e. concentrations) obtained from
experiments. To describe diffusion in multicomponent systems, direct application
of Fick’s law is difficult as multicomponent Fick diffusivities are unrelated to their
binary counterparts [72]. Maxwell-Stefan diffusivities can be computed directly
from molecular simulations [74–76, 88–90, 94–98] and predictive models for D̄ij are
available that work reasonably well for systems in which molecules do not strongly
interact [89]. It is possible to relate both Fick’s law and the Maxwell-Stefan theory,
since they both describe the same diffusion process [72, 73, 76]. From Eqs. (2.1)
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and (2.2) it can be derived that [72, 73, 76]

[DFick] = [B]−1[Γ] (2.3)

where [DFick] is the (n − 1) × (n − 1) matrix of Fick diffusivities. Matrix [B] is a
square matrix of dimension (n−1)×(n−1) and its elements are given by [73, 76, 99]

Bii =
xi
D̄in

+

n∑
j=1,j 6=i

xj
D̄ij

with i = 1, ..., (n− 1) (2.4)

Bij = −xi
(

1

D̄ij

− 1

D̄in

)
with i,j = 1, ..., (n− 1), i 6= j. (2.5)

[Γ] is the so-called matrix of thermodynamic factors in which the elements are
defined as [72, 73, 76, 99]

Γij = δij + xi

(
∂ ln γi
∂xj

)
T,P,Σ

(2.6)

with i ≤ n and j < n. Although the matrix [Γ] is a (n− 1)× (n− 1) matrix, we will
see later that it is convenient to define Γij for i ≤ n and j < n. In Eq. (2.6), δij is
the Kronecker delta and γi is the activity coefficient of component i with i, j < n.
The symbol Σ is used to indicate that the differentiation is carried out while keeping
the mole fractions of all components constant except the n-th, so that during the
differentiation,

∑n
i=1 xi = 1 [93]. The thermodynamic factor can be considered as

a measure of the non-ideality of the mixture. For an ideal mixture, Γij = δij .
The matrix [Γ] can be obtained in two ways: (1) from experiments, and (2)

from molecular simulations. The calculation of [Γ] from experiments involves ob-
taining activity coefficients from vapor-liquid equilibrium data or by an equation of
state, and in a next step evaluating [Γ] from physical models for the excess Gibbs
energy or by numerical differentiation of the activity coefficients. Since Maxwell-
Stefan diffusivities can be calculated from molecular simulations, it is desirable to
also compute [Γ] from simulations [93] for the sake of consistency. Predicting [Γ]
from experiments often introduces large inaccuracies as there is only limited exper-
imental data available for verification of the models [93, 100]. Model predictions
for obtaining [Γ] from vapor-liquid equilibrium data can differ up to 25% for cer-
tain systems [99]. Computing [Γ] from simulations can be done in three ways: (1)
from Kirkwood-Buff integrals [88, 101–104], (2) from activity coefficients obtained
from conventional Widom test particle simulations or related methods, and (3) sim-
ulations in the grand-canonical ensemble. Calculation of [Γ] from Kirkwood-Buff
integrals involves the computation of the radial distribution function, g(r) and its
integration over volume [104]. This method has the advantage that insertions of
particles (either as test particles or in the grand-canonical ensemble) are avoided as
these are inefficient at high densities [53]. A major disadvantage is that the integral
of the radial distribution function over volume only converges for large systems and
a non-trivial interpretation of simulation results is needed in this case. Schnell et
al. [102, 103] have presented a method for calculating the thermodynamic factor
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using these Kirkwood-Buff integrals directly from equilibrium MD simulations for
Lennard-Jones fluids. These authors sample concentration fluctuations inside small
sub volumes inside a large simulation box and correct for finite size effects. Liu
et al. [88, 101] have demonstrated the calculation of the thermodynamic factors
for binary acetone-methanol and acetone-tetrachloromethane liquid mixtures and
found excellent agreement when compared to the experimental values. Wedberg et
al. [105, 106] and Christensen et al. [107, 108] have also calculated thermodynamic
factors using the Kirkwood-Buff integrals, but used truncation and interpolation
of the radial distribution function. Calculation of the thermodynamic factors from
Kirkwood-Buff integrals involves the computation of the radial distribution function
g(r) and its integration over volume. The integral of (g(r) − 1) over volume only
converges for large systems in the thermodynamic limit and thus a non-trivial inter-
pretation of simulation results is needed [91, 102–104]. The conventional Widom test
particle insertion method is often used to obtain activity coefficients [109]. These
activity coefficients can be fitted with a physical model for the excess Gibbs energy
like Margules, van Laar, NRTL [93], or by numerical differentiation [109] to obtain
[Γ]. The disadvantage of this method is that more than one simulation is required
for the computation of [Γ] and also numerical differentiation is less accurate. Our
method of using a modified version of Widom test particle insertion method com-
putes [Γ] in a single simulation. This has the following advantages: (1) The problem
of numerical differentiation is avoided and no physical model needs to be fitted to
the simulation data; (2) Only minor modifications of the conventional Widom test
particle method are needed. Therefore, [Γ] can be calculated at virtually no extra
computational cost at the same time when the activity coefficients are calculated.

Our method of calculating the thermodynamic factors directly follows from MC
simulations without any numerical differentiation is presented below. We use a mod-
ified version of Widom Test Particle Insertion (WTPI) method using the simulta-
neous insertion of two test particles for the computation of [Γ]. Since conventional
Widom two test particle insertions are not efficient, we introduce a new method
called the Permuted Widom Test Particle Insertion (PWTPI) method. We derive a
general expression for the thermodynamic factors for multicomponent systems and
this is verified for a binary and ternary system. Our method is compared to the
standard method of calculating thermodynamic factors which is numerically differ-
entiating the activity coefficients computed from the conventional WTPI method.
We find an excellent agreement between these approaches. The advantage of our
approach is that, we can compute the thermodynamic factors for multicomponent
systems directly from a single simulation. There is no need for an explicit numerical
differentiation of activity coefficients to calculate thermodynamic factors. For the
same computational cost required for calculating activity coefficients, all elements
of the matrix [Γ] can be calculated from the same simulation.

We apply the PWTPI method to validate the application of the newly derived
Kirkwood-Buff theory for closed systems [85, 104] to ionic systems. For ionic systems
consisting of monovalent fully dissociated ions (A and B) in a solvent (denoted by
W), the constraints in the mole fractions of xA and xB introduce a singularity in
the equations for calculating macroscopic properties, so whenever these constraints
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simultaneously hold, the KB approach for closed systems cannot be used [110]. A
way around the singularity is to consider the system as pseudo-binary and treat A
and B as indistinguishable [111], but then one cannot obtain thermodynamic data
for A and B individually. Krüger and co-workers [85, 104] have developed a new
theory to treat the system mentioned earlier (W, A, B, with xA = xB) as a ternary
one and to compute accurate ternary KB coefficients from MD simulations in the
canonical (NV T ) ensemble (i.e. a closed system), in sharp contrast to the fact that
the traditional KB formalism only applies to infinitely large open systems. These
authors derived the correct expressions for KB coefficients of open systems of volume
V : [104]

GVαβ ≡
1

V

∫
V

∫
V

(gαβ(r12)− 1)dr1dr2

= 4π

∫ 2R

0

(gαβ(r)− 1)r2

(
1− 3r

4R
+

r3

16R3

)
dr

≡ Gαβ(R) (2.7)

where R is the radius of a sphere with volume V , α, β are the component types,
Nα is the number of molecules of component α, gαβ(r12) is the pair correlation
function for α, β pairs and r12 = |r1 − r2|. The thermodynamic factors Γij from
KB coefficients can then be calculated [91, 112]. The PWTPI method can be as
an independent check to compute the thermodynamic factors of ternary systems
which are derived from chemical potentials and are not affected by the singularities
in calculation of KB coefficients.

This chapter is organised as follows. In section 2.2, we derive expressions for
the thermodynamic factors for multicomponent systems. In section 2.3, we discuss
how to obtain these thermodynamic factors from MC simulation using the PWTPI
method. Section 2.4 provides the details of the Monte Carlo simulations. Section 2.5
provides a comparison of our approach with the numerical differentiation method.
Our findings are summarized in section 2.6.

2.2 Thermodynamic Factors for Multicomponent
Systems

In an n-component system, we can express the activity coefficient γi for component
i in terms of the chemical potential µi [109]:

ln γi =

(
µi − µoi
kBT

)
− lnxi (2.8)

where µoi is the chemical potential of the pure component. The chemical potential
µi directly follows from the Gibbs energy:

µi =

(
∂G(N1, N2, ..., Nn, P, T )

∂Ni

)
T,P,Nj 6=i

(2.9)
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in which Ni is the number of molecules of component i, and T and P are the
absolute temperature and pressure of the system. The Gibbs energy is related to
the partition function Q(N1, N2, ..., Nn, P, T ) in the NPT ensemble by

G(N1, N2, ..., Nn, P, T ) = −kBT lnQ(N1, N2, ..., Nn, P, T ). (2.10)

The chemical potential µi of component i in principle follows from Widom’s test
particle insertion method [51, 53]

µi = −kBT ln
Q(N1, N2, ..., Ni + 1, ..., P, T )

Q(N1, N2, ..., Ni, ..., P, T )

= −kBT ln

〈
V

N + 1
exp[−β∆U ]

〉
(2.11)

where 〈· · ·〉 denotes the ensemble average in the NPT ensemble and ∆U+i is the
change in energy of the system when a single test particle of component i is inserted
in the system. It can be seen from Eq. (2.9) that µi is the first derivative of the
Gibbs energy. Obtaining the elements of [Γ] thus requires the second derivative of
the Gibbs energy. This can be derived as follows. For Γii and Γij , we have [83],

Γii = 1 + xi

[
∂ ln γi
∂xi

]
T,P,Σ

= xi

[
∂βµi
∂xi

]
T,P,Σ

(2.12)

Γij = xi

[
∂ ln γi
∂xj

]
T,P,Σ

= xi

[
∂βµi
∂xj

]
T,P,Σ

(2.13)

The differentiation is carried keeping the sum of the mole fractions constant. This
can be expressed as(

∂xi
∂Ni

)
Σ

=
(N1 +N2 + ...+Ni−1 +Ni+1 + ...+Nn)

(Ntotal)2
− −Ni

(Ntotal)2
=

1

Ntotal

(2.14)

where Ntotal is the total number of particles in the system. Substituting Eqs. (2.14)
and (2.9) into Eqs. (2.12), (2.13) yields

Γii =xi ·Ntotal ·

([
∂2βG(Ni, Nj , ..., Nn, P, T )

∂N2
i

]
T,P,Nj,j 6=i,n

−
[
∂2βG(Ni, Nj , ..., Nn, P, T )

∂Ni∂Nn

]
T,P,Nj,j 6=i,n

)
(2.15)

Γij =xi ·Ntotal ·

([
∂2βG(Ni, Nj , ..., Nn, P, T )

∂Ni∂Nj

]
T,P,Nj,j 6=i,n

−
[
∂2βG(Ni, Nj , ..., Nn, P, T )

∂Nj∂Nn

]
T,P,Nj,j 6=i,n

)
(2.16)
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where β = 1/(kBT ) and Ntotal is the total number of molecules in the system. The
Gibbs energy can be expressed as,

G(Ni, Nj , ..., Nn, P, T ) =Gidealgas(Ni, Nj , ..., Nn, P, T )

+ [G(Ni, Nj , ..., Nn, P, T )

−Gidealgas(Ni, Nj , ..., Nn, P, T )] (2.17)

in which Gidealgas is the Gibbs energy of the system if it would be an ideal gas
mixture. The first term Gidealgas(Ni, Nj , ..., Nn, P, T ) from Eq. (2.17) results in
a contribution of the ideal gas term (δij) to the thermodynamic factor Γij . For
the term G−Gidealgas(Ni, Nj , ..., Nn, P, T ), we use the partition function from Eq.
(2.10) and use a numerical differentiation scheme to carry out the differentiation
of Eq. (2.15). When the second derivative of the Gibbs free energy without the
ideal gas term is evaluated, the contribution of the ideal gas term is ignored and
this introduces finite size effects. The approach of Eq. (2.17) takes into account
the contribution of the ideal gas term and eliminates finite size effects. The central
assumption is that the second order derivative can be approximated by a forward
differencing scheme [113]. Using the right hand side of Eq. (2.17) leads to(

∂2G(Ni, Nj , ..., Nn, P, T )

∂N2
i

)
T,P,Nj,j 6=i,n

≈ 1

βNi
+ [G(Ni + 2, Nj , ..., Nn, P, T )

− 2G(Ni + 1, Nj , ..., Nn, P, T )

+G(Ni, Nj , ..., Nn, P, T )]−
[Gidealgas(Ni + 2, Nj , ..., Nn, P, T )

− 2Gidealgas(Ni + 1, Nj , ..., Nn, P, T )

+Gidealgas(Ni, Nj , ..., Nn, P, T )] (2.18)

(
∂2G(Ni, Nj , ..., Nn, P, T )

∂Ni∂Nn

)
T,P,Nj,j 6=i,n

≈ [G(Ni + 1, Nj , ..., Nn + 1, P, T )

− G(Ni + 1, Nj , ..., Nn, P, T )

− G(Ni, Nj , ..., Nn + 1, P, T )

+ G(Ni, Nj , ..., Nn, P, T )]

−
[
Gidealgas(Ni + 1, Nj , ..., Nn + 1, P, T )

− Gidealgas(Ni + 1, Nj , ..., Nn, P, T )

− Gidealgas(Ni, Nj , ..., Nn + 1, P, T )

+ Gidealgas(Ni, Nj , ..., Nn, P, T )
]
.
(2.19)



2

18 Calculating Thermodynamic Factors for Multicomponent Liquid Mixtures

Applying the forward difference method from Eqs. (2.18) and (2.19) and substituting
the expression for Gibbs energy from Eq. (2.10) in Eq. (2.15), we finally obtain,

Γii ≈ δii − xi ·Ntotal · [{(lnQ(Ni + 2, Nj , ..., Nn, P, T )

− lnQ(Ni + 1, Nj , ..., Nn, P, T ))− (lnQ(Ni + 1, Nj , ..., Nn, P, T )

− lnQ(Ni, Nj , ..., Nn, P, T ))}
− {(lnQ(Ni + 1, Nj , ..., Nn + 1, P, T )− lnQ(Ni, Nj , ..., Nn + 1, P, T ))

− (lnQ(Ni + 1, Nj , ..., Nn, P, T )− lnQ(Ni, Nj , ..., Nn, P, T ))}]
+ xi ·Ntotal · [{(lnQidealgas(Ni + 2, Nj , ..., Nn, P, T )

− lnQidealgas(Ni + 1, Nj , ..., Nn, P, T ))

− (lnQidealgas(Ni + 1, Nj , ..., Nn, P, T )

− lnQidealgas(Ni, Nj , ..., Nn, P, T ))}
− {(lnQidealgas(Ni + 1, Nj , ..., Nn + 1, P, T )

− lnQidealgas(Ni, Nj , ..., Nn + 1, P, T ))

− (lnQidealgas(Ni + 1, Nj , ..., Nn, P, T )

− lnQidealgas(Ni, Nj , ..., Nn, P, T ))}] (2.20)

= 1− xi ·Ntotal ·
[
ln

〈
V 2

(Ni + 1)(Ni + 2)
exp(−β∆U+ii)

〉
− ln

〈
V

Ni + 1
exp(−β∆U+i)

〉
− ln

〈
V 2

(Ni + 1)(Nn + 1)
exp(−β∆U+in)

〉
+ ln

〈
V

Nn + 1
exp(−β∆U+n)

〉]
+ xi ·Ntotal ·

[
ln

〈
V 2

(Ni + 1)(Ni + 2)

〉
− ln

〈
V

Ni + 1

〉
− ln

〈
V 2

(Ni + 1)(Nn + 1)

〉
+ ln

〈
V

Nn + 1

〉]
. (2.21)

〈···〉 represents an ensemble average in the NPT ensemble (where Ni, Nj , ..., Nn, P, T
are constant) as well as an average over all possible positions of the test particles.
The notation ∆U+i refers to the change in energy of the system when a single test
particle of component i is inserted at a random position [53]. The notation ∆U+ij

refers to the change in energy of the system when test particles of type i and j are
inserted simultaneously. When one test particle of type i and one test particle of
type j are inserted simultaneously, the interaction energy between these particles
is included in ∆U+ij . The accuracy of calculating [Γ] not only depends on finding
reasonable positions for inserting two test particles simultaneously according to the
Permuted Widom test-particle insertion method, but also depends on the error due
to the forward difference method (Eqs. (2.18) and (2.19)). The relative error in our
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case is (1/Ni) so the convergence to the correct value of [Γ] will scale as (1/Ni) [113].
The derivation of Γij,j 6=i follows in an analogous way from the derivation of Γii
resulting in,

Γij,j 6=i ≈ −xi ·Ntotal · [{(lnQ(Ni + 1, Nj + 1, ..., Nn, P, T )

− lnQ(Ni + 1, Nj , ..., Nn, P, T ))− (lnQ(Ni, Nj + 1, ..., Nn, P, T )

− lnQ(Ni, Nj , ..., Nn, P, T ))}
− {(lnQ(Ni + 1, Nj , ..., Nn + 1, P, T )− lnQ(Ni, Nj , ..., Nn + 1, P, T ))

− (lnQ(Ni + 1, Nj , ..., Nn, P, T )− lnQ(Ni, Nj , ..., Nn, P, T ))}]
+ xi ·Ntotal · [{(lnQidealgas(Ni+, Nj + 1, ..., Nn, P, T )

− lnQidealgas(Ni + 1, Nj , ..., Nn, P, T ))

− (lnQidealgas(Ni, Nj + 1, ..., Nn, P, T )

− lnQidealgas(Ni, Nj , ..., Nn, P, T ))}
− {(lnQidealgas(Ni + 1, Nj , ..., Nn + 1, P, T )

− lnQidealgas(Ni, Nj , ..., Nn + 1, P, T ))

− (lnQidealgas(Ni + 1, Nj , ..., Nn, P, T )

− lnQidealgas(Ni, Nj , ..., Nn, P, T ))}] (2.22)

= −xi ·Ntotal ·
[
ln

〈
V 2

(Ni + 1)(Nj + 1)
exp(−β∆U+ij)

〉
− ln

〈
V

Nj + 1
exp(−β∆U+j)

〉
− ln

〈
V 2

(Ni + 1)(Nn + 1)
exp(−β∆U+in)

〉
+ ln

〈
V

Nn + 1
exp(−β∆U+n)

〉]
+ xi ·Ntotal ·

[
ln

〈
V 2

(Ni + 1)(Nj + 1)

〉
− ln

〈
V

Nj + 1

〉
− ln

〈
V 2

(Ni + 1)(Nn + 1)

〉
+ ln

〈
V

Nn + 1

〉]
. (2.23)

We can derive the different matrices of thermodynamic factors for the multicompo-
nent system from these set of equations. If we substitute n = 2 for a binary system
in Eq. (2.21), we obtain the expression for the thermodynamic factor:
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Γ = 1− x1 ·Ntotal ·
[
ln

〈
V 2

(N1 + 1)(N1 + 2)
exp(−β∆U+11)

〉
− ln

〈
V

N1 + 1
exp(−β∆U+1)

〉
− ln

〈
V 2

(N1 + 1)(N2 + 1)
exp(−β∆U+12)

〉
+ ln

〈
V

N2 + 1
exp(−β∆U+2)

〉]
+ x1 ·Ntotal ·

[
ln

〈
V 2

(N1 + 1)(N1 + 2)

〉
− ln

〈
V

N1 + 1

〉
− ln

〈
V 2

(N1 + 1)(N2 + 1)

〉
+ ln

〈
V

N2 + 1

〉]
. (2.24)

The elements of the matrix of thermodynamic factors [Γ] for a ternary system are,

Γ11 = 1− x1 ·Ntotal ·
[
ln

〈
V 2

(N1 + 1)(N1 + 2)
exp(−β∆U+11)

〉
− ln

〈
V

N1 + 1
exp(−β∆U+1)

〉
− ln

〈
V 2

(N1 + 1)(N3 + 1)
exp(−β∆U+13)

〉
+ ln

〈
V

N3 + 1
exp(−β∆U+3)

〉]
+ x1 ·Ntotal ·

[
ln

〈
V 2

(N1 + 1)(N1 + 2)

〉
− ln

〈
V

N1 + 1

〉
− ln

〈
V 2

(N1 + 1)(N3 + 1)

〉
+ ln

〈
V

N3 + 1

〉]
(2.25)

Γ12 = −x1 ·Ntotal ·
[
ln

〈
V 2

(N1 + 1)(N2 + 1)
exp(−β∆U+12)

〉
− ln

〈
V

N2 + 1
exp(−β∆U+2)

〉
− ln

〈
V 2

(N1 + 1)(N3 + 1)
exp(−β∆U+13)

〉
+ ln

〈
V

N3 + 1
exp(−β∆U+3)

〉]
+ x1 ·Ntotal ·

[
ln

〈
V 2

(N1 + 1)(N2 + 1)

〉
− ln

〈
V

N2 + 1

〉
− ln

〈
V 2

(N1 + 1)(N3 + 1)

〉
+ ln

〈
V

N3 + 1

〉]
(2.26)
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Γ21 = −x2 ·Ntotal ·
[
ln

〈
V 2

(N1 + 1)(N2 + 1)
exp(−β∆U+12)

〉
− ln

〈
V

N1 + 1
exp(−β∆U+1)

〉
− ln

〈
V 2

(N2 + 1)(N3 + 1)
exp(−β∆U+23)

〉
+ ln

〈
V

N3 + 1
exp(−β∆U+3)

〉]
+ x2 ·Ntotal ·

[
ln

〈
V 2

(N1 + 1)(N2 + 1)

〉
− ln

〈
V

N1 + 1

〉
− ln

〈
V 2

(N2 + 1)(N3 + 1)

〉
+ ln

〈
V

N3 + 1

〉]
(2.27)

Γ22 = 1− x2 ·Ntotal ·
[
ln

〈
V 2

(N2 + 1)(N2 + 2)
exp(−β∆U+22)

〉
− ln

〈
V

N2 + 1
exp(−β∆U+2)

〉
− ln

〈
V 2

(N2 + 1)(N3 + 1)
exp(−β∆U+23)

〉
+ ln

〈
V

N3 + 1
exp(−β∆U+3)

〉]
+ x2 ·Ntotal ·

[
ln

〈
V 2

(N2 + 1)(N2 + 2)

〉
− ln

〈
V

N2 + 1

〉
− ln

〈
V 2

(N2 + 1)(N3 + 1)

〉
+ ln

〈
V

N3 + 1

〉]
(2.28)

It is helpful to use the Gibbs-Duhem equation in the calculation of the elements of
[Γ]. At constant temperature and pressure, the general expression for the Gibbs-
Duhem equation is

n∑
i=1

Nidµi = 0 (2.29)

For a binary system, the Gibbs-Duhem equation reduces to

x1

[
∂ ln γ1

∂x1

]
p,T

= x2

[
∂ ln γ2

∂x2

]
p,T

(2.30)
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Applying the Gibbs-Duhem equation (Eq. (2.30)) for a binary system, we obtain
an expression equivalent to Eq. (2.24),

Γ = 1− x2 ·Ntotal ·
[
ln

〈
V 2

(N2 + 1)(N2 + 2)
exp(−β∆U+22)

〉
− ln

〈
V

N2 + 1
exp(−β∆U+2)

〉
− ln

〈
V 2

(N1 + 1)(N2 + 1)
exp(−β∆U+12)

〉
+ ln

〈
V

N1 + 1
exp(−β∆U+1)

〉]
+ x1 ·Ntotal ·

[
ln

〈
V 2

(N2 + 1)(N2 + 2)

〉
− ln

〈
V

N2 + 1

〉
− ln

〈
V 2

(N1 + 1)(N2 + 1)

〉
+ ln

〈
V

N1 + 1

〉]
. (2.31)

It is clear that Γ calculated from both Eqs. (2.24) and (2.31) must converge
to the same value for Γ. Eqs. (2.24) and (2.31) can be written as −Ntotalx1A
and −Ntotalx2B respectively, where A and B are the sum of the logarithms of the
different ensemble averages. Since Eqs. (2.24) and (2.31) should provide the same
result, the magnitude of the terms A and B depend on the composition. 〈Γ〉 is
defined as the weighted mean of the individual Γ calculated from Eqs. (2.24) and
(2.31) to significantly improve the statistics, avoid propagation of the relative error
in A and B and to arrive at the converged value faster. The weights are the mole
fractions of the components. 〈Γ〉 is defined as

〈Γ〉 = x2ΓEq.(2.24) + x1ΓEq.(2.31) (2.32)

For a ternary system, the Gibbs-Duhem equation can be expressed as,

x1

[
∂ ln γ1x1

∂x1

]
T,P,Σ

+ x2

[
∂ ln γ2x2

∂x1

]
T,P,Σ

+ x3

[
∂ ln γ3x3

∂x1

]
T,P,Σ

= 0 (2.33)

x1

[
∂ ln γ1x1

∂x2

]
T,P,Σ

+ x2

[
∂ ln γ2x2

∂x2

]
T,P,Σ

+ x3

[
∂ ln γ3x3

∂x2

]
T,P,Σ

= 0 (2.34)

resulting in,

Γ11 = 1− Γ21 − Γ31 (2.35)
Γ12 = 1− Γ22 − Γ32 (2.36)

with Γij defined according to Eq. (2.6). As explained for the binary system, the
statistics of our calculation are significantly improved if the term Γij has a weight
factor xi and the equivalent term from the Gibbs-Duhem equation a weight fac-
tor (1 − xi). Thus we define the term 〈Γij〉 to obtain the converged value for Γij
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computed Eqs. (2.25)-(2.28) and by using the Gibbs-Duhem equations (substitut-
ing values of Eqs. (2.25)-(2.28) in Eqs. (2.35)-(2.36)). For a ternary system, the
thermodynamic factors 〈Γ〉 then become

〈Γ11〉 = x1Γ11 + (x2 + x3)(1− Γ21 − Γ31) (2.37)
〈Γ12〉 = x1Γ12 + (x2 + x3)(1− Γ22 − Γ32) (2.38)
〈Γ21〉 = x2Γ21 + (x1 + x3)(1− Γ11 − Γ31) (2.39)
〈Γ22〉 = x2Γ22 + (x1 + x3)(1− Γ12 − Γ32) (2.40)

with all the elements of Γ on the right hand side of the equation computed using
Eqs. (2.25)-(2.28).

2.3 Permuted Widom Particle Insertion Method
For multicomponent systems, Γ is calculated by carrying out Widom Test Particle
Insertion (WTPI) method from simulations in the NPT ensemble (Eqs. (2.37)-
(2.40)). Four different kinds of test particle insertions are performed:

1. Insertion of two test particles of component i keeping the number of particles
of component j constant, thereby obtaining < exp(∆U+ii) >

2. Insertion of one test particle of component i and one test particle of component
j simultaneously, thereby obtaining < exp(∆U+ij) >

3. Insertion of a single test particle of component i keeping the number of parti-
cles of component j constant, thereby obtaining < exp(∆U+i) > which is the
conventional WTPI method

4. Insertion of a single test particle of component j keeping the number of parti-
cles of component i constant, thereby obtaining < exp(∆U+j) > which is the
conventional WTPI method

Therefore, only a single simulation is needed to calculate [Γ] from Eqs. (2.37)-(2.40).
Accurate calculation of thermodynamic factors depends on the probability of

finding reasonable positions for the test particle(s) to be inserted. Reasonable po-
sitions are those which do not overlap with any existing particles (overlap of the
positions causes the terms exp(∆U+i) or exp(∆U+ij) to be zero). The probability
of finding reasonable positions for the two-test particle insertions in dense systems
is very low. This is because, in a dense system, the number of positions that can
be generated without overlap is less. To solve this issue, we have developed a new
method called the “Permuted Widom Test Particle Insertion (PWTPI)” method.
This method uses combinatorics to increase the probability of finding reasonable
positions for the test particle insertions. We pre-generate a list of random trial po-
sitions before every insertion of two Widom test particles. The change in energy of
inserting one test particle for each of the pre-generated positions (∆U+i) is calcu-
lated and stored in memory. This is essentially the conventional Widom single test
particle insertion method. For performing the Widom two-test particle insertion,
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we insert the two test particles in all possible combinations of the pair of the pre-
generated positions. To calculate the change in energy of the system for the two test
particle insertion, we only need to calculate the mutual interaction energies of the
two test particles. This significantly decreases the time for the actual computation
of the change in energies as the change in energies of a two particle insertion for
each position is not calculated every time.

The conventional Widom two-test particle insertion method essentially corre-
sponds to calculating the average of a function f(r1, r2), where f(r1, r2) can be
written as: f(r1, r2) = g(r1) + h(r2) + k(r1, r2) in which the functions g and h
are computationally expensive, but the function k is not. The functions g and h
denote interactions of the test particles with the medium, while k denotes the in-
teractions between the test particles themselves. The PWTPI method essentially
pre-calculates the functions g and h for all the combinations of the pairs of pre-
generated trial positions and only computes the function k every time the two test
particles are considered for different combination of the trial positions.

The algorithm for the insertion of two types of particles i and j is stated below.

1. Generate Ntrial random positions (rk∈{1,2,...,Ntrial})

2. For each molecule type i at position rk, compute and store the value of
exp(−β∆U+i(rk)) which is used for the calculation of the activity coefficients
(Eq. (2.8)).

3. For all pairs of positions rk, rm (k > m), compute exp(−β∆U+ij(rk, rm))
for particles of type i and j. Here, only the interactions between the test
particles need to be computed, so this computation is fast. The value of
exp(−β∆U+ij(rk, rm)) follows from:

exp(−β∆U+ij(rk, rm)) = exp(−β∆U+i(rk)) · exp(−β∆U+j(rm)) (2.41)
× exp(−βϕ(rk, rm)),

where ϕ(rk, rm) is the interaction energy between particles at positions rk and
rm. The factors exp(−β∆U+i(rk)) and exp(−β∆U+j(rm)) have already been
computed in step 2.

The number of pre-generated trial positions (Ntrial) in the Permuted Widom test
particle insertion algorithm is the demanding factor for the efficiency of the algo-
rithm. If Ntrial is small, the algorithm essentially reduces to the conventional Widom
two test particle method, which is inefficient as explained earlier. If Ntrial is large,
there is an increase in the computational time but no additional gain in accuracy as
many combinations of trial positions will provide essentially the same information
for the current configuration of the system. To explain the gain in efficiency, in
the thermodynamic limit we define a factor p, which is defined as the probability
of finding a reasonable (i.e. a non-zero Boltzmann factor) position for the inser-
tion of a single Widom test particle. For a conventional Widom two test particle
insertion, the number of reasonable positions resulting from Ntrial random positions
is Ntrial · p2. In the Permuted Widom test particle, the number of reasonable po-
sitions resulting from Ntrial random positions for the two test particles insertion is
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Table 2.1: The different Lennard-Jones parameters σij and εij for the ternary mixture in reduced units.

Lennard-Jones Interaction Parameters: σij
j/i 1 2 3
1 1.0 1.1 1.05
2 1.1 1.2 1.15
3 1.05 1.15 1.1

Lennard-Jones Interaction Parameters: εij
j/i 1 2 3
1 1.0 0.5 0.3
2 0.1 0.5 0.2
3 0.3 0.2 0.75

( 1
2 ·N

2
trial ·p2). The factor ( 1

2 ·N
2
trial) arises from the fact that we insert the particles

in different permutations of pre-generated positions and store this information. The
PWTPI method is thus a factor ( 1

2 · Ntrial) more efficient than the conventional
WTPI for insertion of two test particles.

2.4 Monte Carlo Simulations
A binary system consisting of Lennard-Jones particles was studied [51, 53]. Reduced
units are used in the remainder of this chapter [51, 53]. The two Lennard-Jones
particles have different interaction parameters: σ1 = 1.0, σ2 = 1.2, ε11 = 1.0 and
ε22 = 0.5. ε12 = ε21 = 0.1. A ternary system consisting of Lennard-Jones (LJ)
particles was also studied. The different interaction parameters for the ternary
system are tabulated in Table 2.1. Monte Carlo simulations in the NPT ensemble
were used to calculate the different thermodynamic factors for both binary and
ternary systems. Periodic boundary conditions were applied to the simulation box.
The LJ potential is shifted and truncated at 2.5σ1. The reduced temperature and
reduced pressure for all systems were set at T = 2.0 and P = 2.8 respectively
resulting in overall number densities of around 0.5. For the MC simulations, 99%
of the trial moves were translation moves and 1% of the trial moves were volume
change moves. The minimum displacements and volume changes were set such that
the acceptance of the translation and the volume change moves were roughly 50%.

The simulations for the binary system were performed for different mole fractions
ranging from x1 = 0.05 to x1 = 0.95 for Ntrial = 500 and different number of
particles in the system, Ntotal = 100, 200, 400. The thermodynamic factor was
calculated using the PWTPI method from Eq. (2.32). The value of Ntrial (different
number of trial positions) was set to 500. For ternary systems, the thermodynamic
factor was calculated using the PWTPI method from Eqs. (2.25)-(2.28) and Eqs.
(2.37)-(2.40). Chemical potentials were also computed using conventional WTPI
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method to calculate the activity coefficients using Eq. (2.8). The value of µoi follows
by setting the reference state, i.e. limxi→1 γi(xi) = 1. The CPU time required
to compute Γij ranged from 2 weeks to 3 weeks using state-of-the-art computation
facilities.

To demonstrate that one indeed can compute thermodynamic factors Γij from
KB theory, we simulated a ternary system (W, A, B) of particles interacting with
WCA [114] potentials with xA = xB. The WCA potential is a soft-repulsive po-
tential consisting of a shifted Lennard-Jones potential with the attractive tail cut
off. As the KB theory is formulated regardless of the type of interactions between
components, this system can be considered as a simple model for a salt solution with
solvent W (albeit with significantly reduced interaction ranges). Reduced units are
used in all cases for this system. All particles have the same diameter, σ, but the
energy parameters ε are different: εWW = εAA = εBB = 1, εAW = 4/10, εBW = 2/10,
and εAB = 5/10.

2.5 Results and Discussion
Fig. 2.1 shows the values of Γ calculated from Eqs. (2.24) and (2.31) and the
average Γ calculated from Eq. (2.32) for a binary Lennard-Jones mixture of 400
particles with T = 2.0, P = 2.8 and x1 = 0.5. We verified that, for much longer
simulations, Γ calculated from Eqs. (2.24) and (2.31) will converge to Γavg. Clearly,
the convergence of Γavg (Eq. (2.32)) is much faster due to the reasons described in
section 2.2.

From section 2.3, it is expected that the PWTPI method leads to better statistics
than the conventional Widom two test particle insertion method. Fig. 2.2 compares
the Γ obtained from different Ntrial for Ntotal = 400. We can observe from Fig. 2.2
that as the number of pre-generated trial positions, Ntrial, increases, Γ converges
faster for the same number of MC steps. The conventional Widom two-test particle
insertion method is when Ntrial = 2 and this is very inefficient. It can already be
observed that sufficiently accurate results are obtained for Ntrial = 1000.

To test Eq. (2.32) for 〈Γ〉, molecular simulations were performed for binary
systems for different numbers of particles, Ntotal = 100, 200 and 400 for Ntrial = 500,
T = 2.0, P = 2.8. The conventional WTPI method was used to compute the
activity coefficients which were then fitted to the NRTL model to obtain Γ. This
was compared to 〈Γ〉 calculated from Eq. (2.32). From Fig. 2.3, it can be observed
that our results agree excellently with the prediction of Γ from NRTL model. The
value of Γ obtained from the fitting of activity coefficients to the NRTL model show
deviations for different number of particles for a given mole fraction. This is due to
the finite size effect for γ, which apparently are stronger than that for 〈Γ〉. Since
we incorporate the term Gidealgas in the Gibbs free energy (Eq. (2.10)) leads to Eq.
(2.17). Eq. (2.17) is then substituted instead of Eq. (2.10) when evaluating the
second derivative using the first-order forward difference scheme to obtain the new
expression for Γ (Eq. (2.24)). Eq. (2.24) takes into account the contribution of the
ideal gas term and thus suffers less from finite size effects.

Fig. 2.4 shows the values of Γ11 calculated from Eq. (2.25), Eqs. (2.27)+(2.35)
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Figure 2.1: Average thermodynamic factor Γ calculated from Eqs. (2.24), (2.31) and (2.32) for a
binary Lennard-Jones system as a function of the number of trial moves for x1 = 0.5, Ntotal = 400,
Ntrial = 2000, T = 2.0 and P = 2.8.

and 〈Γ11〉 calculated from Eq. (2.37) for a ternary Lennard-Jones mixture of 100
particles with T = 2.0, P = 2.8, x1 = 0.25, x2 = 0.25 and x3 = 0.5. It can be
observed from Fig. 2.4 that the value of 〈Γ11〉 computed from Eq. (2.37) converges
to the result much faster than Γ11 calculated from Eqs. (2.25) or (2.35). We verified
that for longer simulations, Γ11 calculated from Eqs. (2.25) and (2.35) converge to
exactly the same value of 〈Γ11〉 calculated from Eq. (2.37).

Fig. 2.5 compares the elements of [Γ] obtained from numerically differentiating
the activity coefficients obtained from the conventional WTPI method with our
simulation results for x1 = 0.3, x2 = 0.3, x3 = 0.4 for different total number of
particles of the system, Ntotal = 100, 200. 〈Γ11〉, 〈Γ12〉, 〈Γ21〉 and 〈Γ22〉 (Eqs. (2.37)-
(2.40)) are computed from simulation using the PWTPI method. The elements of
[Γ] are obtained from direct numerical differentiation by using a central difference
method. The chemical potentials µ1, µ2, µ3 obtained from the conventional WTPI
method were used to calculate the activity coefficients γi and these are numerically
differentiated to provide the elements of [Γ] using the expression:

Γij ≈ δij + xi

 ln
(
γi(x

′
j)

γi(xj)

)
x′j − xj

 . (2.42)

Here ∆x = x′j − xj = 0.04. The error from Eqs. (2.18), (2.19) also appear in the
numerical calculation of [Γ].
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We observe an excellent agreement between thermodynamic factors computed
from the PWTPI method and the Γij obtained from the central difference method
Eq. (2.42). The central difference method requires two separate simulations (for two
different mole fractions) to obtain an element of [Γ] for a particular mole fraction.
Our method requires only a single simulation to calculate all [Γ] for a particular mole
fraction. Finite size effects are observed in the computation of [Γ] for Ntotal = 100
and Ntotal = 200 using the central difference method. Better statistics can be
observed by having larger number of particles and simulating longer, but this is
computationally expensive. It can be observed from Fig. 2.5 that our method for
calculating Γ has a much better convergence than the central difference method and
does not suffer from finite size effects.

To test that the thermodynamic properties resulting from Eq. 2.7 indeed match
those calculated in the open ensemble, we investigated the variation of the ther-
modynamic factors using the Permuted Widom test particle insertion method in
a ternary system (W, A, B) of particles interacting with WCA potentials. Here,
xA = xB. The matrix of thermodynamic factors were calculated as a function of
xW with component B being chosen as the n-th component, but other choices lead
to identical conclusions. The KB coefficients were obtained from MD simulations in
the canonical (NVT) ensemble (with xA = xB). The expressions for Γij for ternary
systems as a function of the KB coefficients can be found in Refs. [91, 112]. In
Fig. 2.6, we plot the thermodynamic factors as a function of the mole fraction sol-
vent (with number densities corresponding to a reduced pressure P = 6.8). There is
an excellent agreement of the values of the thermodynamic factors calculated from
KB coefficients as well as the PWTPI method. Clearly, the PWTPI method is not
directly related to the KB theory approach. Fig. 2.6 shows that it leads to identical
values of Γij , confirming the validity of Eq. (2.7).
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Figure 2.2: Thermodynamic factor Γ as a function of the number of Monte Carlo steps for Ntotal = 400
for a different number of pre-generated trial positions (Ntrial), T = 2.0 and P = 2.8. Ntrial = 2 is
the conventional WTPI method. Simulations for other values of Ntrial show that the convergence
significantly improves for larger values of Ntrial. Fig. (b) shows a closeup of Fig. (a).
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circles denote 〈Γ〉 calculated by the PWTPI method for different number of particles (Eq. (2.32)). The
dashed lines are the values for Γ evaluated by fitting activity coefficients obtained via the conventional
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Figure 2.5: Thermodynamic factors (a) 〈Γ11〉, (b) 〈Γ12〉, (c) 〈Γ21〉 and (d) 〈Γ22〉 as a function of MC
steps for a ternary Lennard-Jones system for x1 = 0.3, x2 = 0.3, x3 = 0.4, Ntrial = 500, T = 2.0 and
P = 2.8. Two different methods are used to evaluate Γij . The solid red line denote the 〈Γ〉 evaluated
by the PWTPI method for Ntotal = 100. The solid green line denote the 〈Γ〉 evaluated by the PWTPI
method for Ntotal = 200. The solid blue line is the Γ evaluated from activity coefficients by a central
difference method (Eq. (2.42)) for Ntotal = 100. The solid purple line is the Γ evaluated from activity
coefficients by a central difference method (Eq. (2.42)) for Ntotal = 200.
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Figure 2.6: Thermodynamic factors for the ternary WCA system (W, A, B) with xA = xB as a function
of the mole fraction solvent (xW) computed using two different methods: (1) KB coefficients computed
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isobaric-isothermal ensemble using the PWTPI method, squares. T = 2 and in all cases xA = xB. The
number densities of all systems are around 0.7 and were set such that they correspond to a reduced
pressure P = 6.8. AA, AW, WA, WW denote the various elements of the matrix of thermodynamic
factors Γij . The dotted lines denote the extrapolation to the Γij values at the limits. The matrix of
thermodynamic factors computed from the PWTPI method agree excellently with the results computed
from KB coefficients.
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2.6 Conclusions
In this chapter, we have presented a new approach to compute the thermodynamic
factors Γij of n-component systems using the PWTPI method. Our method was
successfully tested for binary and ternary Lennard-Jones systems. We compared
the results with the thermodynamic factors obtained from a numerical differentia-
tion of activity coefficients using the central difference method and also the physical
NRTL model. The results for the thermodynamic factors from both methods are in
excellent agreement. Obtaining thermodynamic factors from computing/measuring
activity coefficients and then differentiating these activity coefficients introduces
numerical errors which can be reduced by computing the thermodynamic factors
directly. The key advantage of our approach is that we can compute the matrix of
thermodynamic factors [Γ] from a single simulation without any additional computa-
tional cost. By using the ideal gas reference state, the finite size effects in calculating
the [Γ] have been eliminated. A practical approach to compute Kirkwood-Buff co-
efficients of individual ions in an ionic system directly from MD simulations in the
canonical ensemble, leading to direct access of single-ion properties has been demon-
strated. The applicability of this newly formulated Kirkwood-Buff theory has been
independently validated by the PWTPI method.
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Advanced Monte Carlo Methods for Open Systems:
CB/CFCMC vs. CFCMC vs. CBMC

Parts of this chapter are based on the following publication: A Torres-Knoop, S.P. Balaji, T.J.H.
Vlugt, D. Dubbeldam, A Comparison of Advanced Monte Carlo Methods for Open Systems:
CFCMC vs. CBMC, J. Chem. Theory Comput. 2014, 10(3), 942-952 [70]
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3.1 Introduction
When studying adsorption properties of materials, we are interested in the amount
of molecules adsorbed (e.g. in units of mol/kg) as a function of the pressure and
temperature. Computational studies, usually using Monte Carlo (MC) simulations,
mimic this situation by attempting to insert and delete particles into and from the
system in the grand-canonical ensemble or µ, V, T ensemble [51, 53, 77]. In this
ensemble, the chemical potential µ, the volume V and the temperature T are fixed.
The fixed volume V follows from the definition and volume of the studied crystal
structure and the chemical potential µ can be directly related to the fugacity, which
is obtained using an equation of state from the pressure. Because the chemical
potential is fixed, the number of molecules fluctuates. Therefore the property that
is computed is the average number of molecules per unit of volume. A system
where the number of molecules varies is called an open system. All open-ensembles
methods suffer from a major drawback: the probability that an insertion/deletion is
accepted becomes vanishingly low at higher densities due to overlaps with the host
structure and/or molecules that are already adsorbed. This makes it e.g. difficult
to accurately compute the maximum loading of molecules in a structure (which is
required in theoretical models like the Langmuir model).

To increase the number of successfully inserted molecules the Configurational-
Bias Monte Carlo (CBMC) technique was developed [53, 115, 116]. In CBMC,
instead of generating ideal gas configurations and trying to insert the molecule
as a whole, chains are inserted segment by segment where the growth process is
biased towards energetically favorable configurations. The scheme is therefore able
to avoid (or at least reduce the amount of) configurations that overlap with the
framework and other particles. This scheme also works for configurations of long
molecules which become increasingly different from the gas phase as a function of
chain length.

The CBMC method starts to have problems at medium densities and fails at high
densities [77]. A new scheme to remedy this problem is the “Continuous Fractional
Component Monte Carlo” (CFCMC) method of Shi and Maginn [78, 79, 81]. In this
method the system is expanded with a single “fractional” molecule per component
type that has a scaled interaction with the other molecules and with the framework.
The scaling parameter λ ranges from 0 to 1, with λ = 0 meaning the molecule is not
felt by the surroundings (i.e. the host structure and the remaining molecules), while
λ = 1 means the molecule is fully present and the interactions with the surrounding
are at full strength. In addition to the usual set of MC moves, moves are now also
performed on λ, attempting to increase and decrease it. Effectively, increasing λ
corresponds to “inflating” the molecule, and decreasing λ corresponds to “deflating”
the molecule. A change of λ larger than 1 leads to insertion of a new chain. The
fractional molecule is made integer, and a new molecule is randomly inserted into
the system with the remainder of λ. This is the new fractional molecule. Similarly,
a decrease of λ below zero leads to a deletion of a molecule. Further details will be
provided in the methodology section. The crucial point to note here, however, is
that the λ moves can be biased, ideally making the λ-histogram flat. The method
therefore is able to force molecules in and out of the system, thereby allowing the
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open ensemble to be efficiently implemented in a simulation.
There are few papers investigating the use of CFCMC for adsorption simulations.

Ref. [77] demonstrated excellent agreement between CFCMC and CBMC for a few
simple cases: single component adsorption isotherms of small guest molecules in
several zeolites and MOFs. In this chapter, we combine the CFCMC and CBMC in a
CB/CFCMC hybrid method and evaluate this method with simulations in the grand-
canonical and Gibbs ensemble. We also compare the CB/CFCMC hybrid method
with the CFCMC and CBMC in a more complex scenario: alkanes in Fe2(BDP)3.
The algorithms are implemented in the RASPA code [117]. We will show that and
CB/CFCMC and CFCMC are very significant improvements over conventional MC
and even over CBMC.

3.2 Methodology
3.2.1. Configurational-Bias Monte Carlo
The CBMC framework is based on work by Rosenbluth and Rosenbluth [116] and
developed by a variety of researchers [115, 118–123]. In the CBMC scheme, it is
convenient to split the total potential energy U of a segment of a molecule into two
parts:

U = U int + U ext. (3.1)

The first part of the potential, the internal bonded potential U int, is used for the
generation of trial positions. The second part, the external potential U ext, is used to
bias the selection of a site from a set of trial positions. This bias is exactly removed
by adjusting the acceptance rules. In the CBMC technique a molecule is grown
segment-by-segment. For each segment a set of k trial positions is generated with a
probability proportional to the Boltzmann factor of the internal energy U int. The
number of trial positions k is usually between 10 and 20. For each trial position j of
segment i the external energy U ext

i (j) is computed [53]. One of these trial positions
is selected with a probability proportional to its Boltzmann factor

pi(j) =
exp[−βU ext

i (j)]
k∑
l=1

exp[−βU ext
i (l)]

=
exp[−βU ext

i (j)]

w(i)
. (3.2)

where β = 1/kBT is the inverse temperature, kB the Boltzmann factor. The selected
trial position is added to the chain and the procedure is repeated until the entire
molecule has been grown. For this newly grown molecule the Rosenbluth factor of
the new configuration W new is computed

W new =

n∏
i=1

w(i), (3.3)

in which n is the number of segments in the chain. To compute the old Rosenbluth
factor W old of an already existing chain, k− 1 trial positions are generated for each
segment. These positions, together with the already existing position, form the set
of k trial positions. W old is calculated in an analogous way [53].
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The acceptance rules for CBMC insertion and deletion moves in the grand-
canonical ensemble are expressed as [53, 124, 125]

acc(N → N + 1) = min

(
1,

fβV

N + 1

W new

〈W IG〉

)
(3.4)

acc(N → N − 1) = min

(
1,

N

fβV

〈
W IG

〉
W old

)
(3.5)

in which
〈
W IG

〉
is the average Rosenbluth factor of an isolated molecule in the

gas phase, f is the fugacity, V the volume and N the number of molecules. The
pressures and fugacities are related via the equation of state of the gas phase. The
“reinsertion”-move removes a randomly selected molecule and reinserts it at a ran-
dom position. For rigid molecules it uses orientational biasing [77], and for chains the
molecule is fully regrown (the internal configuration is modified). To properly sam-
ple the internal structure (i.e. bond/bend/torsions) the “partial reinsertion” move
is useful. Several atoms of the molecule are kept fixed, while others are regrown.
Because there is already space for the atoms the acceptance ratios are high. The
acceptance rule for full and partial regrowth is

acc (old→ new) = min

(
1,
W new

W old

)
. (3.6)

For mixtures, especially at higher density, the “identity-switch” move becomes cru-
cial. The identity-change trial move [126–129] is called semi-grand ensemble. One
of the component types is selected at random (here: A) and for a randomly selected
molecule of this component type, an attempt is made to change its identity. The
new identity of this component (here: B) is also selected randomly out of all com-
ponent types (but excluding component type A). The expression for the acceptance
rule is [124, 126, 129]

acc (A→ B) = min

(
1,

W newfB
〈
W IG
A

〉
NA

W oldfA
〈
W IG
B

〉
(NB + 1)

)
, (3.7)

where fA and fB are the fugacities of components A and B, and NA and NB are
the number of particles. Since the introduction of CBMC, the method has been
extended to include grow paths for branched molecules [53, 63, 64, 124, 130–133],
cyclic molecules [134–137] and reactive CBMC [138, 139].

3.2.2. Continuous Fractional Component Monte Carlo
Continuous Fractional Component Monte Carlo (CFCMC) was developed by Shi and
Maginn [78] inspired by a group of schemes known as “expanded ensembles” [140,
141]. The system is expanded with an additional particle which interactions with the
surrounding molecules are scaled using a parameter λ. Various choices for the scaling
are possible. In the original CFCMC method, and also in this work, Lennard-Jones
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(LJ) interactions uLJ (r) and electrostatic interactions uCoul are scaled as [78]

uLJ (r) = λ4ε

 1[
1
2 (1− λ)

2
+
(
r
σ

)6]2 − 1[
1
2 (1− λ)

2
+
(
r
σ

)6]
 (3.8)

uCoul = λ5 1

4πε0

qiqj
r
. (3.9)

where ε0 is the dielectric constant in vacuum, r is the interatomic distance, q is the
atomic charge, ε is the LJ strength parameter and σ is the LJ size parameter.

The modified form of the conventional LJ potential forces the potential to remain
finite when r → 0 for λ 6= 1. The scaled potential has the correct behavior at the
limits of λ = 0 and λ = 1, i.e. for λ = 0 there are no interactions, and for λ = 1 the
conventional LJ and Coulombic interactions are recovered. Note that only the inter-
molecular energy (U inter) is scaled. Many variations on the algorithm are possible.
For example λ can be changed per molecule or per atom. In any case the method
slowly “inflates” and “deflates” the molecule like a balloon.

CFCMC uses conventional MC for thermalization (such as translations, rota-
tions, and/or MC-MD hybrid moves [142, 143]), but in addition attempts to change
λ of the fractional molecule using λn = λo + ∆λ. The value of ∆λ is chosen uni-
formly between −∆λmax and +∆λmax and adjusted to achieve approximately 50%
acceptance. However, many systems show behavior where λ-changes are difficult
[77–79] because in the Boltzmann ensemble the distribution of λ can go through a
deep minimum. An additional bias η on λ can be used, where each state of λ has
an associated biasing factor η. This bias will be removed by the acceptance rules.
A careful calibration of η will make the λ histograms flat and hence can avoid sit-
uations where the system gets stuck in a certain λ-range. There are three possible
outcomes of a change from λo to λn:

• λ(n) remains between 0 and 1:
The change in energy of the particle with the new λn compared to the old
energy is computed and the move is accepted using

pacc = min (1, exp[−β (Uinter (n)− Uinter (o)) + η (λn)− η (λo)]) (3.10)

There is no change in the number of particles, the positions, or in the intra-
molecular energies. Only λ and the inter-molecular energy are changed.

• λn becomes larger than 1:
When λn exceeds unity, i.e λn = 1 + ε, the current fractional molecule is
made fully present (λ = 1), and an additional particle is randomly inserted
with λ = ε. In the original paper [78], an ideal gas molecule is taken form
a reservoir of equilibrated gas phase molecules stored in the memory of the
computer. In our implementation, the ideal gas molecule is generated “on the
fly” during the simulation.

• λn becomes smaller than 0:
When λn falls below 0, i.e λn = −ε, the current fractional molecule is removed
from the system (λ = 0) and a new fractional molecule is chosen with λ = 1−ε.
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The acceptance rules for insertion and deletion in the grand-canonical ensemble are
[77, 78]

pacc (N → N + 1) = min

(
1,

fβV

N + 1
exp[−β (Uinter (n)− Uinter (o))]

exp[η (λn)− η (λo)]

)
(3.11)

pacc (N → N − 1) = min

(
1,

N

fβV
exp[−β (Uinter (n)− Uinter (o))]

exp[η (λn)− η (λo)]

)
(3.12)

where N is the number of integer molecules. Hence, measured properties and load-
ings should exclude the fractional molecule.

The CFCMC method is able to force molecules into and out of the system. If
the molecule is too quickly removed after insertion then nothing is gained. The
environment should be able to adjust to the new insertion and equilibrate properly.
The adjustment is also called thermalization. CFCMC uses conventional MC moves
such as translation, rotation, and/or MC-MD hybrid moves for thermalization. In
our implementation we also use (partial-)reinsertion moves using configurational
biasing (identical to CBMC), for both integer molecules and the fractional molecules.
The insertion of an additional molecule is already biased using λ-biasing and as soon
as the molecule is present in the system the reinsertion is able to efficiently move
the molecules around in the system. For mixtures, we use the identity-switch move
but only on integer molecules because each component should always have one and
only one fractional molecule.

Shi and Maginn found that Wang-Landau sampling is very efficient in obtaining
the biasing factors for CFCMC [78, 79, 81], and our experience confirms this. The
objective of the Wang-Landau sampling method [144, 145] is to make all system
energy states equally probable. In CFCMC this translates in making all system λ
states equally probable. During a random walk the weights are iteratively adjusted
using importance sampling. The λ range is for example divided into 20 bins. Ini-
tially, all biasing factors are set to zero. During equilibration the bin corresponding
to the current λ is modified according to η (λj) → η (λj) − ν after a MC move
attempt, where ν is a scaling parameter initially set to 0.01. Histograms are mea-
sured and every 10000 attempts checked for flatness. The histogram is considered
sufficiently flat when all bins are at least 30% as often visited as the most visited
bin. If so, then the histograms are set to zero and the scaling factor is modified to
ν → 1

2ν. Equilibration of η can be stopped once the value of ν is lower than 10−6.
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3.2.3. Combining Configurational-Bias and Continuous
Fractional Component Monte Carlo

The insertion and deletion scheme of CFCMC can in certain cases be improved by
fractionally growing and retracing a molecule at a fixed λ using CBMC. In this sec-
tion, we derive the acceptance rules for the Continuous Fractional Component Monte
Carlo method combined with Configurational-Bias Monte Carlo (CB/CFCMC) in
the Gibbs Ensemble. In the Gibbs ensemble, the two simulation boxes are in equilib-
rium with each other. The two boxes are denoted by “1” and “2” respectively. In the
Gibbs ensemble, the equilibrium conditions are µ1 = µ2, P1 = P2, β1 = β2, where µi
is the chemical potential of molecules in box i, Pi is the pressure and β = 1/(kBT ).
We consider pure-component systems only, as the extension to mixtures is trivial
[146]. Let Nt denote the total number of molecules in the system. N1, N2 are the
number of molecules in the two phases/boxes respectively. V1, V2 are the volumes
of the boxes 1 and 2 respectively and Vt is the total volume (Vt = V1 + V2). The
partition function for the conventional Gibbs ensemble is [53],

Q(Nt, V1, V2, T ) =

Nt∑
N1=0

1

Λ3NtN1!N2!Vt

∫ Vt

0

dV1V
N1
1 (Vt − V2)N2

∫
dsN2

2 exp[−βU2(sN2
2 )]

∫
dsN1

1 exp[−βU1(sN1
1 )] (3.13)

where sN1
1 , sN2

2 are the configurations of all molecules in boxes 1 and 2 respectively
and U1(sN1

1 ), U2(sN2
2 ) are the total potential energies of the molecules in boxes 1

and 2. For the Continuous Fractional Component Gibbs ensemble, we introduce
one fractional molecule in each of the two boxes. We define λ as the parameter
to describe the interactions of the fractional molecule with the other molecules,
with λ ∈ [0, 1]. If λ = 0, the molecule has no intermolecular interactions with the
other molecules while for λ = 1, the interactions of the fractional molecule with
the other molecules are fully developed. The fractional molecule in each box is
denoted by Nf,1, Nf,2. λ is constraint by λ1 + λ2 = 1 where λ1 and λ2 refer to the
λ in the simulation boxes 1 and 2 respectively. Henceforth, the coupling parameter
will be denoted by λ only and it will specifically refer to box 1. Therefore the
coupling parameter for the fractional molecule inside box 2 is denoted by 1 − λ.
The potential energies of the boxes 1 and 2 are now denoted as U1(s

N1,Nf,1
1 , λ) and

U2(s
N2,Nf,2
2 , 1− λ) respectively. The CFCMC scheme now includes trial moves that

change λ. The partition function for this system is [79]

Q(Nt, V1, V2, T ) =

∫ 1

0

dλ

Nt∑
0

1

Vt

∫ Vt

0

dV1Z(N1, N2, V1, V2, Nf,1, Nf,2, λ, T ) (3.14)
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where,

Z(N1, N2, V1, V2, Nf,1, Nf,2, λ, T ) =
V N1+1

1 V N2+1
2

Λ3NtN1!N2!∫
ds
N2,Nf,2
2 exp[−βU2(s

N2,Nf,2
2 , 1− λ)]∫

ds
N1,Nf,1
1 exp[−βU1(s

N1,Nf,1
1 , λ)] (3.15)

Ideally, changes in λ should be made in such a way that there is a flat distribution
of λ. Suitable bias factors η(λ) can be introduced to improve the probability of
transitions in λ. The bias factors can be calculated on the fly using the Wang-
Landau method [144]. The partition function including the bias factor for box 1,
η(λ), can now be expressed as

Qbiased(Nt, V1, V2, T ) =

∫ 1

0

dλ

Nt∑
0

M∑
j=0

1

Vt

∫ Vt

0

dV1 exp[η(λ)]

Zbiased(N1, N2, V1, V2, Nf,1, Nf,2, λ, T ) (3.16)

Zbiased(N1, N2, V1, V2, Nf,1, Nf,2, λ, T ) =
V N1+1

1 V N2+1
2

Λ3NtN1!N2!∫
ds
N2,Nf,2
2 exp[−βU2(s

N2,Nf,2
2 , 1− λ)]∫

ds
N1,Nf,1
1 exp[−βU1(s

N1,Nf,1
1 , λ)] (3.17)

The probability of the system to exist in a certain state “m” is expressed by

pm =
1

Q(Nt, V1, V2, T )
· V

N1+1
1 V N2+1

2

Λ3NtN1!N2!Vt

exp[−β(U1(s
N1,Nf,1
1 , λ) + U2(s

N2,Nf,2
2 , 1− λ)) + η(λ)] (3.18)

Averages in the Boltzmann ensemble (denoted by 〈· · ·〉) follow directly from biased
averages (denoted by 〈· · ·〉biased) according to [51]

〈A〉 =
〈A exp[−η(λ)]〉biased

〈exp[−η(λ)]〉biased
(3.19)

In the Monte Carlo simulation, there are three Monte Carlo moves possible:

1. Change the position or orientation of a randomly selected molecule in a ran-
domly selected box (either the whole or a fractional molecule)

2. Change the volume of the boxes while keeping the total volume constant
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3. Change the coupling parameter λ
The change in λ can be further divided into 3 cases (λn being the value of λ
in the new configuration and λo being the value of λ in the old configuration):

(a) 0 < λn < 1

(b) λn < 0

(c) λn > 1.

For the displacement or rotation move, a random molecule (a whole or the fractional
molecule) is chosen and a random displacement (or rotation) is performed for the
chosen molecule. The old state is denoted by “o” and the new state is denoted by
“n”. The probabilities to exist in states “o” and “n” are expressed as,

po =
1

Q(Nt, V1, V2, T )
·
V
N1,o+1
1,o V

N2,o+1
2,o

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,o(s
N1,Nf,1
1 , λo) + U2,o(s

N2,Nf,2
2 , 1− λo)) + η(λo)] (3.20)

pn =
1

Q(Nt, V1, V2, T )
·
V
N1,o+1
1,o V

N2,o+1
2,o

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,n(s
N1,Nf,1
1 , λn) + U2,n(s

N2,Nf,2
2 , 1− λn)) + η(λn)] (3.21)

Since we are not performing a change in λ, the bias factors are equal: λo = λn. The
acceptance rule is

acc(o→ n) = min(1, exp[−β(U1,n(s
N1,Nf,1
1 , λn) + U2,n(s

N2,Nf,2
2 , 1− λn)

−U1,o(s
N1,Nf,1
1 , λo)− U2,o(s

N2,Nf,2
2 , 1− λo))]) (3.22)

For the volume change move, one of the simulation boxes is chosen randomly and a
random walk is performed in ln(V1/V2). This has the advantages that the domain
of the random walk coincides with all the possible values of V1 and the maximum
volume change turns out to be less sensitive to the density [53]. The probabilities
to be in the old and new configurations are,

po =
1

Q(Nt, V1, V2, T )
·
V
N1,o+2
1,o V

N2,o+2
2,o

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,o(s
N1,Nf,1
1 , λo) + U2,o(s

N2,Nf,2
2 , 1− λo)) + η(λo)] (3.23)

pn =
1

Q(Nt, V1, V2, T )
·
V
N1,o+2
1,n V

N2,o+2
2,n

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,n(s
N1,Nf,1
1 , λn) + U2,n(s

N2,Nf,2
2 , 1− λn)) + η(λn)] (3.24)
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As λ does not depend on the volume, we have λo = λn and the acceptance rule
becomes

acc(o→ n) = min

(
1,
V
N1,o+2
1,n V

N2,o+2
2,n

V
N1,o+2
1,o V

N2,o+2
2,o

exp[−β(U1,n(s
N1,Nf,1
1 , λn)

+ U2,n(s
N2,Nf,2
2 , 1− λn)− U1,o(s

N1,Nf,1
1 , λo)

− U2,o(s
N2,Nf,2
2 , 1− λo))]

)
(3.25)

Maginn et al. [79] have used random walks in (V1/V2) instead. The acceptance rule
is then expressed as

acc(o→ n) = min

(
1,
V
N1,o+1
1,n V

N2,o+1
2,n

V
N1,o+1
1,o V

N2,o+1
2,o

exp[−β(U1,n(s
N1,Nf,1
1 , λn)

+ U2,n(s
N2,Nf,2
2 , 1− λn)− U1,o(s

N1,Nf,1
1 , λo)

− U2,o(s
N2,Nf,2
2 , 1− λo))]

)
(3.26)

In the λ change move, the λ is changed by an amount ∆λ: λo and λn refer to the
value of λ in the old and new configurations respectively: λn = λo + ∆λ. When
0 < λn < 1, the pseudocoupling parameter increases/decreases. The probabilities
of existing in the old and new configurations are expressed as,

po =
1

Q(Nt, V1, V2, T )
·
V
N1,o+1
1,o V

N2,o+1
2,o

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,o(s
N1,Nf,1
1 , λo) + U2,o(s

N2,Nf,2
2 , 1− λo)) + η(λo)] (3.27)

pn =
1

Q(Nt, V1, V2, T )
·
V
N1,o+1
1,o V

N2,o+1
2,o

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,n(s
N1,Nf,1
1 , λn) + U2,n(s

N2,Nf,2
2 , 1− λn)) + η(λn)] (3.28)

As the number of molecules in each box is the same for the old and new configura-
tions, the acceptance criterion becomes

acc(o→ n) =min(1, exp[−β(U1,n(s
N1,Nf,1
1 , λn) + U2,n(s

N2,Nf,2
2 , 1− λn)

− U1,o(s
N1,Nf,1
1 , λo)− U2,o(s

N2,Nf,2
2 , 1− λo)) + η(λn)− η(λo)])

(3.29)

When λn < 0 or λn > 1, molecules are exchanged between the phases/boxes. First,
λn is set according to λn = λo + ∆λ. If λn > 1, then we set λn → λn − 1. If
λn < 0, then we set λn → λn + 1. We assume the molecule is transferred from box 2
to box 1 (the acceptance rule for the opposite transfer follows from a permutation
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of the labels of the boxes). In box 1, the existing fractional molecule is converted
to a whole molecule and a new fractional molecule with λn is randomly inserted in
the box. In box 2, the existing fractional molecule is deleted and a random whole
molecule is chosen and converted to a new fractional molecule with 1 − λn. To
make things clear, let us take an example. Assume the pseudocoupling factors are
λ1,o = 0.9 and λ2,o = 0.1 for box 1 and 2 respectively. If ∆λ = +0.3, λ1,n = 0.2 and
λ2,n = 0.8.

For the particle swap move in the Continuous Fractional Gibbs ensemble, the
condition for detailed balance is,

po · α(o→ n) · acc(o→ n) = pn · α(n→ o) · acc(n→ o) (3.30)

where α(o→ n) is the probability to select the trial move from o to n and acc(o→ n)
is the probability of accepting this trial move. Assume the molecule is inserted in
box 1 and deleted from box 2. The probabilities of existing in a states “o” and “n”

po =
1

Q(Nt, V1, V2, T )
·
V
N1,o+1
1,o V

N2,o+1
2,o

Λ3NtN1,o!N2,o!Vt

exp[−β(U1,o(s
N1,Nf,1
1 , λo) + U2,o(s

N2,Nf,2
2 , 1− λo)) + η(λo)] (3.31)

pn =
1

Q(Nt, V1, V2, T )
·

V
N1,o+2
1,o V

N2,o
2,o

Λ3Nt(N1,o + 1)!(N2,o − 1)!Vt

exp[−β(U1,n(s
N1+1,Nf,1
1 , λn) + U2,n(s

N2−1,Nf,2
2 , 1− λn)) + η(λn)] (3.32)

Since the box where the molecule is to be inserted is chosen at random and the
molecule is also inserted randomly, α(o→ n) = α(n→ o). Hence, we obtain,

acc(o→ n)

acc(n→ o)
=
pn

po

α(n→ o)

α(o→ n)
(3.33)

=
V
N1,o+2
1,o V

N2,o
2,o

V
N1,o+1
1,o V

N2,o+1
2,o

N1,o!N2,o!

(N1,o + 1)!(N2,o − 1)!

exp[−β(U1,n(s
N1+1,Nf,1
1 , λn) + U2,n(s

N2−1,Nf,2
2 , 1− λn)) + η(λn)]

exp[−β(U1,o(s
N1,Nf,1
1 , λo) + U2,o(s

N2,Nf,2
2 , 1− λo)) + η(λo)]

(3.34)

The acceptance rules for this particle swap move from box 2 to box 1 is therefore

acc(o→ n) = min

(
1,

N2,o

N1,o + 1

V1,o

V2,o
exp[−β(U1,n(s

N1+1,Nf,1
1 , λn)

+ U2,n(s
N2−1,Nf,2
2 , 1− λn)− U1,o(s

N1,Nf,1
1 , λo)

− U2,o(s
N2,Nf,2
2 , 1− λo)) + η(λn)− η(λo)]

)
(3.35)
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Maginn et al. [79] have calculated the expanded ensemble bias factors, η(λ) sepa-
rately for both boxes 1 (η1(λ)) and 2 (η2(λ)) and arrived at the expression for the
acceptance rule for the molecule transfer from box 2 to 1,

acc(o→ n) = min

(
1,

N2,o

N1,o + 1

V1,o

V2,o
exp[−β(U1,n(s

N1+1,Nf,1
1 , λn)

+ U2,n(s
N2−1,Nf,2
2 , 1− λn)− U1,o(s

N1,Nf,1
1 , λo)

− U2,o(s
N2,Nf,2
2 , 1− λo)) + η1(λn) + η2(λn)− η1(λo)− η2(λo)]

)
(3.36)

We can observe that Eqs. (3.35) and Eqs. (3.36) only differ in the inclusion of
the expanded ensemble bias factors calculated separately for the two boxes while
we calculate it only for one box. Both methods are essentially identical, since the
expanded ensemble bias factors depend on λ states and they are coupled between
the boxes 1 and 2.

For dense systems, the fractional molecule is inserted/deleted randomly from
the system. This would be better facilitated if we can insert/delete the fractional
molecule using the Configurational-Bias Monte Carlo scheme [53]. Instead of a
random insertion of the fractional molecule, we grow the molecule atom by atom.
We denote the intramolecular energies (bond-stretching, bond-bending, torsion) by
U int

atom,i and the intermolecular energies of the molecule with the surroundings by
U ext

atom,i(λ). Here i denotes the atom in consideration. We assume the molecule has
l atoms. We assume that the molecule is transferred from box 2 to box 1. In box 1,
the molecule is grown and in box 2 the molecule is retraced. We denote the state
“o” for the old configuration of the molecule in box 2 and state “n” for the new
configuration of the molecule in box 1. The procedure for the Configurational-Bias
Monte Carlo move for inserting a fractional molecule for a new configuration “n”
and λn is listed below:

1. For the first atom, we generate k random trial positions. The Boltzmann
factor of the first atom in trial position j′ is given by exp[−βU ext

atom,1(bj′ , λn)].
One trial configuration is selected from the k trial configurations with the
probability

pext
atom,1,j′(bj′) =

exp[−βU ext
atom,1(bj′ , λn)]

k∑̂
j=1

exp[−βU ext
atom,1(bĵ , λn)]

(3.37)

The Rosenbluth factor for the first atom is expressed as

watom,1(n) =

∑k
ĵ=1 exp[−βU ext

atom,1(bĵ , λn)]

k
(3.38)
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2. To insert the next atom i, k trial orientations are randomly generated. These
k trial orientations are denoted as a set by {b}k = b1, b2, ..., bk. The probability
of generating a trial orientation bj is,

pint
atom,i(bj) =

exp[−βU int
atom,i(bj)]∫

exp[−βU int
atom,i(bj)]dbj

=
exp[−βU int

atom,i(bj)]

Catom,i
(3.39)

where Catom,i is the normalization constant.

For all the k trial orientations, we compute the external Boltzmann factors
exp[−βU ext

i (bj , λn)] and select one trial configuration/orientation denoted by
bn with a probability,

pext
atom,i(bn) =

exp[−βU ext
atom,i(bn, λn)]

k∑
j=1

exp[−βU ext
i (bj , λn)]

=
exp[−βU ext

atom,i(bn, λn)]

watom,i(n)
(3.40)

where the expression for the Rosenbluth factor for the ith atom is,

watom,i(n) =

k∑
j=1

exp[−βU ext
atom,i(bj , λn)]. (3.41)

3. Step 2 is repeated for l − 1 times until the entire molecule (with l atoms) is
grown. The Rosenbluth factor for the entire molecule is expressed as,

W (n) =

l∏
i=1

watom,i(n) =

k∑
j=1

exp[−βU ext
atom,i(bj , λn)] (3.42)

To calculate the Rosenbluth factor of the old configuration “o” in box 2, we have
the following steps. Recall that for box 2, the coupling factor is 1 − λo in the old
configuration (and 1− λn in the new configuration)

1. The fractional particle is selected.

2. k − 1 trial positions are generated. The energy and the Rosenbluth factor of
the first atom for the k− 1 trial positions and the existing position of the first
atom is determined by,

watom,1(o) =

∑k
j′ exp[−βU ext

atom,1(b1, 1− λo)]

k
(3.43)

3. To determine the Rosenbluth factor for the other l−1 atoms, we generate k−1
trial positions. These k−1 trial positions along with the existing position of the
ith atom of the fractional molecule will determine the set of k trial positions
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{b′}k = b′1, b
′
2, ..., b

′
k. The equation for the Rosenbluth factor for the ith atom

is,

watom,i(o) =

k∑
j=1

exp[−βU ext
atom,i(b

′
j , 1− λo)]. (3.44)

4. Repeat the above step for all the l atoms. The Rosenbluth factor for the entire
molecule is

W (o) =
l∏
i=1

watom,i(o) (3.45)

For the insertion of the fractional molecule using CBMC in box 1, the probability
of generating the chain of l atoms with a certain configuration “n”, α(o → n), is
the product of generating a trial configuration (pbond

atom,i(n)) and the probability of
selecting that particular configuration (pext

atom,i(n)) for all the l atoms in the molecule.
The probability of generating a new configuration “n” for a molecule with l atoms is

α(o→ n) =

l∏
i=1

patom,i(o→ n) (3.46)

=

l∏
i=1

pbond
atom,i(n)pext

atom,i(n) (3.47)

Similarly, the expression for the probability of generating the old configuration “o”
is

α(n→ o) =

l∏
i=1

patom,i(n→ o) (3.48)

=
l∏
i=1

pbond
atom,i(o)p

ext
atom,i(o) (3.49)

A given set of k trial orientations generated for the insertion, which includes the
orientation “n”, is denoted by (bn, b

∗). The term (bo, b
′∗) is the given set of addition-

ally generated trial orientations around the old orientation “o”. The probability of
generating the combined set of orientations (b∗, b′∗) is given by P bond(b∗, b′∗). From
Eqs. (3.39), (3.40), (3.41) and (3.47), we find that the probability of generating the
new configuration “n” is expressed as

α(o→ n, b∗, b′∗) =

l∏
i=1

(
exp[−βU int

atom,i(bj)]

Catom,i

exp[−βU ext
atom,i(bn, λn)]

watom,i(n)
P bond(b∗, b′∗)

)
(3.50)
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We know that
l∏
i=1

exp[−βU ext
atom,i(bn, λn)] = U ext

1,frac(s
N1+1,Nf,1
1 , λn). Substituting this

expression and Eq. (3.42) in Eq. (3.50), we have,

α(o→ n, b∗, b′∗) =
exp[−β(U ext

1,frac(s
N1+1,Nf,1
1 , λn))]

W (n)
l∏
i=1

(
exp[−βU int

atom,i(bj)]

C
P bond(b∗, b′∗)

)
(3.51)

where C is the total normalization constant for all the atoms given by C =
l−1∏
i=0

Catom,i.

The probability to generate the old configuration “o” is,

α(n→ o, b′∗, b∗) =

l∏
i=1

(
exp[−βU int

atom,i(b
∗
j )]

Catom,i

exp[−βU ext
atom,i(bo, 1− λo)]

watom,i(o)

P bond(b∗, b′∗)

)
. (3.52)

We know that
l∏
i=1

exp[−βU ext
atom,i(bo, 1 − λo)] = exp[−β(U ext

2,frac(s
N2,Nf,2
2 , 1 − λo))].

Thus we have,

α(n→ o, b′∗, b∗) =
exp[−β(U ext

2,frac(s
N2,Nf,2
2 , 1− λo))]

W (o)
l∏
i=1

(
exp[−βU int

atom,i(b
∗
j )]

C
P bond(b∗, b′∗)

)
. (3.53)

Detailed balance states that the probabilities of generating all possible configurations
for both states “o” and “n” must be the same. We impose super detailed balance,
which states that for a particular set of trial orientations (b∗, b′∗), detailed balance
must hold [53]. This is expressed as,

po · α(o→ n, b∗, b′∗) · acc(o→ n, b∗, b′∗) =

pn · α(n→ o, b′∗, b∗) · acc(n→ o, b′∗, b∗) (3.54)

Rearranging, we obtain,

acc(o→ n, b∗, b′∗)

acc(n→ o, b′∗, b∗)
=
pn

po

α(n→ o, b′∗, b∗)

α(o→ n, b∗, b′∗)
(3.55)
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The probabilities of existing in the old and the new states can be expressed as

pn

po
= exp[− β(U1,n(s

N1+1,Nf,1
1 , λn) + U2,n(s

N2−1,Nf,2
2 , 1− λn)

− U1,o(s
N1,Nf,1
1 , λo) + U2,o(s

N2,Nf,2
2 , 1− λo)]

· N2,o

N1,o + 1

V1,o

V2,o
exp[η(λn)− η(λo)] (3.56)

According to the MC move, in box 1 where the molecule is inserted, the new con-
figuration includes the energy for converting the existing fractional molecule into a
whole molecule U1,frac→whole(s

N1,Nf,1
1 , λo) and the energy for inserting a new frac-

tional molecule U ext
1,frac(s

N1+1,Nf,1
1 , λn). We can write

U1,n(s
N1+1,Nf,1
1 , λn) =U1,o(s

N1,Nf,1
1 , λo) + U1,frac→whole(s

N1,Nf,1
1 , λo)

+ U ext
1,frac(s

N1+1,Nf,1
1 , λn). (3.57)

Likewise, in box 2 where the molecule is deleted, the new configuration includes the
energy for deleting the existing fractional molecule U ext

2,frac(s
N2,Nf,2
2 , 1 − λo) and the

energy for converting a whole molecule into a fractional molecule
U2,whole→frac(s

N2−1,Nf,2
2 , 1− λn).

U2,n(s
N2−1,Nf,2
2 , 1− λn) =U2,o(s

N2,Nf,2
2 , 1− λo)− U ext

2,frac(s
N2,Nf,2
2 , 1− λo)

− U2,whole→frac(s
N2−1,Nf,2
2 , 1− λn). (3.58)

Including these expressions in Eq. (3.56), we obtain,

pn

po
=

N2,o

N1,o + 1

V1,o

V2,o
exp

[
− β(U1,frac→whole(s

N1,Nf,1
1 , λo)

− U2,whole→frac(s
N2−1,Nf,2
2 , 1− λn) + U ext

1,frac(s
N1+1,Nf,1
1 , λn)

− U ext
2,frac(s

N2,Nf,2
2 , 1− λo))

]
exp[η(λn)− η(λo)] (3.59)
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Substituting Eqs. (3.59), (3.51), (3.53) in Eq. (3.55), we have,

acc(o→ n, b∗, b′∗)

acc(n→ o, b′∗, b∗)
=

N2,o

N1,o + 1

V1,o

V2,o
exp

[
−β(U1,frac→whole(s

N1,Nf,1
1 , λo)

− U2,whole→frac(s
N2−1,Nf,2
2 , 1− λn) + U ext

1,frac(s
N1+1,Nf,1
1 , λn)

− U ext
2,frac(s

N2,Nf,2
2 , 1− λo))

]
exp[η(λn)− η(λo)]

exp[−β(U ext
2,frac(s

N2,Nf,2
2 , 1− λo))]

W (o)
l∏
i=1

(
exp[−βU int

atom,i(b
∗
j )]

C
P bond(b∗, b′∗)

)
W (n)

exp[−β(U ext
1,frac(s

N1+1,Nf,1
1 , λn))]

l∏
i=1

(
C

exp[−βU int
atom,i(bj)]P

bond(b∗, b′∗)

)
(3.60)

=
N2,o

N1,o + 1

V1,o

V2,o

W (n)

W (o)
exp[−β(U1,frac→whole(s

N1,Nf,1
1 , λo)

− U2,whole→frac(s
N2−1,Nf,2
2 , 1− λn)) + (η(λn)− η(λo))] (3.61)

Therefore, the acceptance rule for the CB/CFCMC for the particle swap from box
2 to box 1 is,

acc(o→ n, b∗, b′∗) = min

(
1,

N2,o

N1,o + 1

V1,o

V2,o

W (n)

W (o)
exp[−β(U1,frac→whole(s

N1,Nf,1
1 , λo)

− U2,whole→frac(s
N2−1,Nf,2
2 , λn)) + (η(λn)− η(λo))]

)
(3.62)

We can follow the same procedure for a particle swap from box 1 to box 2. From
the above, we can see that CB/CFCMC obeys detailed balance and it is possible to
carry out such a Monte Carlo move. One can easily see that for k = 1 (only one
trial direction) the acceptance rule for particle exchange reduces to the conventional
one for CFCMC in the Gibbs ensemble.

Application to the grand-canonical ensemble is straightforward and can be ef-
fected by taking one of the simulation boxes as an infinitely large reservoir of
non-interacting chain molecules. From the above derivation, we can show that the
exp[−β∆U ] term in Eqs. (3.11), (3.12) should be replaced by W (n)

W IG for insertion
and by W IG

W (o) for deletion [77, 78].
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The procedure for insertion/deletion attempts in the grand-canonical ensemble
is

• Insertion, λn = 1 + ε

1. The fractional molecule with λ = λo is made integer (λ = 1) and the
energy difference ∆U is computed. This part of the CB/CFCMC move
is unbiased.

2. A new fractional molecule with λn = ε is grown using CBMC giving
W (n). This part of the CB/CFCMC is biased since CBMC is used.

3. Acceptance rule:
pacc = min

(
1, fβVN+1

W (n)
〈W IG〉 exp[−β∆U ] exp[η (λn)− η (λo)]

)
• Deletion, λn = −ε

1. The existing fractional particle is retraced using CBMC with λ = λo
giving W (o) and the fractional molecule is subsequently removed. This
part of the CB/CFCMC is biased since CBMC is used

2. A new fractional molecule is randomly chosen with λn = 1 − ε and the
energy difference ∆U is computed. This part of the CB/CFCMC move
is unbiased.

3. Acceptance rule:

pacc = min

(
1, N

fβV

〈W IG〉
W (o) exp[−β∆U ] exp[η (λn)− η (λo)]

)
We tested CB/CFCMC method by computing the single component and mixture

adsorption isotherms of hexane isomers in Fe2(BDP)3 at 433 K. The isotherms
computed using CB/CFCMC, CBMC and CFCMC are equivalent within statistical
error.

3.3 Results
3.3.1. Alkanes in Fe2(BDP)3

The separation of linear, mono-branched, and di-branched isomers of alkanes is
of significant importance in the petrochemical industry. This separation can be
achieved by selective adsorption in ordered crystalline nanoporous materials such
as zeolites, MOFs, COFs, and ZIFs by exploiting subtle differences in molecular
configurations [147, 148]. The alkane separation efficiency is generally described
by the molecule-wall effective distance [149]. Small pore structures like ZIF-77,
MFI, and Fe2(BDP)3 [150] can show very large selectivities, but have a relatively
small pore volume. This class of systems generally favor the adsorption of the
linear alkanes. Slightly larger pores show an opposite hierarchy with the dibranched
molecules fitting best (e.g. UiO-66), while even larger pores revert back to having
the linear alkane adsorb best, albeit with much lower selectivities than the small-
pore structures.
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In Fig. 3.1, we show isotherms of hexane isomers in Fe2(BDP)3 computed by
CBMC, CFCMC and CB/CFCMC at 433 K. Fe2(BDP)3 is a highly stable framework
with 1-dimensional triangular channels made of iron and benzene-1,4-dicarboxylic
acid (BDP). The crystal data was taken from Ref. [150] and we used 5× 1× 1 unit
cells with periodic boundaries. The framework is modeled using the DREIDING
force field [151], and atoms not defined in the DREIDING model are taken from
the UFF [152]. The alkanes are modeled using the Transferable potentials for Phase
Equilibria (TraPPE) force field by Martin and Siepmann [62, 63]. Despite the fact
that the model lumps CH3, CH2, and CH into single interaction centers, it very
accurately reproduces the experimental phase diagram and critical points. Cross
interactions are mixed using Lorentz-Berthelot mixing rule [153, 154].

For both single components as well as the 5-component mixture, we find excel-
lent agreement between the CFCMC, CB/CFCMC and the CBMC method. The
simulations have been run the same number of cycles (where a cycle consist of N
Monte Carlo moves, N the number of molecules present in the system with a min-
imum of 20 moves), and roughly for the same amount of CPU time. We note that
for CB/CFCMC and CFCMC the error bars become larger in regions where the
isotherms are more steep (however, note the average matches CBMC very well with
CB/CFCMC and CFCMC). This is an indication that CB/CFCMC and the CFCMC
is able to explore more phase-space than CBMC. Also note that CB/CFCMC and
CFCMC matches CBMC even for loadings that are very small. It is the integer num-
ber of molecules that is the relevant property and the fractional molecule should be
excluded in the analysis. Our simulations agree both qualitatively and quantita-
tively with the CBMC simulations of Ref. [150], further supporting the correctness
of the simulation results. From our simulations we observe that, for these flexible
molecules with internal degrees of freedom, the CB/CFCMC and CFCMC are just
as efficient as CBMC.
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Figure 3.1: Adsorption isotherms calculated using (a) CBMC, (b) CFCMC and (c) CB/CFCMC of hex-
ane isomers in Fe2BDP3 at 433K. Left column corresponds to the single component isotherms and right
column to the 5-component mixture (hexane=n-C6, 2-methylpentane=2-MP, 3-methylpentane=3-MP,
2,2-dimethylbutane= 2,2DMB and 2,3-dimethylbutane=2,3DMB). Both single component and mixture
isotherms are equivalent for the three methods.
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Table 3.1: The vapor-liquid coexistence densities for Lennard-Jones chains of length m=8 computed
using CBMC, CFCMC, CB/CFCMC algorithms. The simulations were done with 500.000 cycles and
100.000 initialization/equilibration cycles. The number of Monte Carlo moves per Monte Carlo cycle
is equal to the total number of particles with a minimum of 20. The errors are calculated as standard
deviations of the block averages. Reduced units were used to compare with literature.

Lennard-Jones chain length m = 8
Method T* 〈ρ∗1〉 〈ρ∗2〉
Literature [120] 1.887 0.033 ±0.005 0.521±0.006

1.923 0.031±0.005 0.506±0.005
1.980 0.058±0.004 0.453±0.005

CBMC 1.887 0.034±0.005 0.519±0.009
1.923 0.043±0.005 0.494±0.009
1.980 0.060±0.006 0.430±0.021

CFCMC 1.887 0.034±0.005 0.514±0.009
1.923 0.038±0.005 0.484±0.009
1.980 0.063±0.024 0.43±0.034

CB/CFCMC 1.887 0.029±0.003 0.510±0.007
1.923 0.038±0.008 0.478±0.012
1.980 0.073±0.019 0.433±0.020

3.3.2. Lennard-Jones Chains in the Gibbs Ensemble
To test the Continuous Fractional Monte Carlo combined with the Configurational-
Bias MC algorithm, we computed the coexistence densities for Lennard-Jones chains
of length m = 8 and octane using three different algorithms: CBMC, CFCMC, and
CB/CFCMC in the Gibbs Ensemble. For the algorithms with CBMC, simulations
were performed with 10 trial positions. The results for the coexistence densities
(〈ρ1〉 and 〈ρ2〉) are shown in Tables 3.1 and 3.2. For the Lennard-Jones 8-mers, the
results are presented in reduced units to compare with the literature. They are in
good agreement with each other and with the results reported by Ref. [120]. For the
octanes, our results are in good agreement with each other and equivalent within
the error bar to the results reported by Ref. [62].

The gas phase density value at T*=1.923 of Mooij et al. [120] differs from our
value. However this density is lower than the density at T*=1.887 which seems
inconsistent. Our data points have been run 10 times longer. Considering this
difference, the data agree well. However, this raises a discussion on the magnitude of
error bars. Our error bars are computed by dividing the simulation in five blocks and
computing the error from the standard deviation of the averages of these five blocks.
We report a 95% confidence interval. In Gibbs simulations the density fluctuates as
the volume and the number of particles fluctuate individually. The magnitude of the
fluctuations are the most sensitive to the frequency and magnitude of the volume
move. Longer simulations times provide a better estimate of the “true” average but
also an increased contribution to the error from exploring a larger region of phase
space. In order to evaluate this “hidden” error, it is advisable to plot the density
vs temperature of the full VLE curve and check the smoothness and continuity of
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Table 3.2: The vapor-liquid coexistence densities for octane using the TraPPE model computed with
CBMC, CFCMC, CB/CFCMC algorithms. The simulations were run with 50000 initialization cycles
and 500000 cycles. The errors are calculated as standard deviations of the ensemble averages. The
results are equivalent within the error bar to the results of Martin and Siepmann [62].

Octane, TraPPE force field.
Method Temperature[K] 〈ρ1〉[kg/m3] 〈ρ2〉[kg/m3]
Literature [62] 390 3.9±0.5 624±2

440 12.9±0.6 574±1
490 28.0±4.0 505±4
515 54.0±6.0 473±5
540 78±17 425±14

CBMC 390 4.2±0.3 629.1±1.7
440 13.2±0.45 578.5±1.4
490 36.3±1.7 521.5±2.2
515 59.9±2.0 485.9±0.7
540 102.1±20.0 420.9±20.60

CFCMC 390 4.2±0.6 625.0±1.6
440 13.9±1.0 575.0±3.8
490 37.7±4.4 512.2±4.2
515 63.2±7.3 477.0±3.5
540 78.6±7.7 426.6±14.7

CB/CFCMC 390 3.6±0.5 626.5±2.2
440 12.2±1.0 575.0±1.0
490 31.1±4.6 512.6±2.9
515 48.9±1.8 471.8±5.5
540 83.7±14.1 424.0±14.3

the vapor liquid equilibrium curve. This would also reveal that the T*=1.923 data
point of Mooij et al. [120] can be considered an outlier.

The gas and liquid branch are well separated by a free energy barrier at low
temperatures. At high temperature the barrier becomes low, which makes Gibbs
difficult to apply at these temperatures. This manifests itself as swapping between
the liquid and gas boxes. This must be avoided to accurately compute the gas and
liquid densities separately.

The performance and efficiency of the CB/CFCMC algorithm in the Gibbs En-
semble can be assessed by computing the number of accepted particle exchanges
between the boxes per Monte Carlo cycles performed and also the number of ac-
cepted particle exchanges between the boxes per total CPU time for the different
algorithms. Trial moves are chosen with the following probabilities: Gibbs-volume
0.2%, translation 19.96 %, rotation 19.96 %, reinsertion 19.96 %, partial reinsertion
19.96 % and Gibbs swap 19.96 %. For the CFCMC and CB/CFCMC, the number
of accepted particle exchanges are defined as the total number of accepted moves
in λ that result in particle exchanges between the boxes. The measured time is the
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time of just the Gibbs insertion/deletion move for an insertion. The clock-routine
was used which measured only CPU time. We ran on a 12-core machine using 10
jobs simultaneously (and with 2 cores free for system tasks) to make sure none of
them can make use of the cache (or at least all used the same cache). The results for
the number of accepted particle exchanges per MC cycle and per CPU Time for the
different algorithms for Lennard-Jones chains with chain length = 8 are presented
in Fig. 3.2. We can observe that, as expected, that amount of accepted exchanges
per MC cycle for both CBMC and CB/CFCMC increases with the number of trial
positions. CB/CFCMC increases significantly the amount of acceptance percentage
with respect to CBMC. In CBMC the efficiency as a function of the number of
trial directions has not a pronounced maximum but rather a broad plateau while
for CB/CFCMC there is a pronounced maximum at only a few trial directions .
The acceptance probability cannot exceed 50% because of the choice of ∆λ, so that
having more trial directions (than the optimum) results in a decrease in acceptance.
Note that we fixed λmax = 0.332 and fixed the biasing factors for all runs.



3

58 Advanced Monte Carlo Methods: CB/CFCMC vs. CFCMC vs. CBMC

 0

 1

 2

 3

 4

 5

 6

 7

 8

 0  5  10  15  20  25

Ac
ce

pt
an

ce
 p

er
ce

nt
ag

e,
 ζ

 / 
%

Number of trial-orientations, k / -

CB/CFCMC

CBMC

 0

 5

 10

 15

 20

 25

 30

 35

 40

 0  5  10  15  20  25

#A
cc

ep
te

d 
in

se
rti

on
s/

cp
u-

tim
e,

 η
 / 

-

Number of trial-orientations, k / -

CB/CFCMC

CBMC

Figure 3.2: The efficiencies for CBMC, CFCMC, CB/CFCMC algorithms for Lennard-Jones chains in
the Gibbs Ensemble with chain length = 8. Total number of chain molecules N = 200, temperature
T ∗ = 1.887, total volume V ∗

t = 3456. The number of MC production cycles equals 50000.
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3.4 Conclusions
The efficiency of insertion, depends on the density of the system. At low densities
and for a fixed number of Monte Carlo cycles, CBMC is more efficient, since the at-
tempts of insertion are more frequent, no diffusion in λ-space is needed. At medium
densities, the efficiency of insertion can be summarized by CB/CFCMC > CFCMC
> CBMC > MC. Methods using CFCMC really shine, since they are rather insensi-
tive to meta-stable states because of the λ biasing. A molecular structure or packing
can be broken down if the λ-histogram is relatively flat. This requires an equilibra-
tion period during which the λ-biasing is iteratively setup using e.g. Wang-Landau
sampling but in our experience this does not require longer equilibration. After a
simulation the λ-histogram can be examined. If it relatively flat then block-averages
are an indication of equilibration. In contrast, CBMC can show a small error bar,
no drift in block averages, but still being unconverged.

In addition, CB/CFCMC has a clear advantage for long chain molecules, since
it avoids having to generate ideal gas configurations for the CFCMC insertions.
Although this generation might be cheap, for increasing chain lengths the molec-
ular configurations inside the host framework increasingly deviate from their ideal
gas configuration. The CFCMC would fail here, while the CB/CFCMC could still
work by growing the molecule atom by atom. However, also the CB/CFCMC and
CFCMC are not applicable around saturation conditions. For relatively large pores
systems the fluid inside the pores can be compressed further and further with no
bounds (in practice, the bound is the maximum pressure the experimental equip-
ment can handle and/or the the nanoporous material remains stable), but for small
pores and relatively bulky molecules (using hard potentials) the saturation can be
an integer number of molecules. A typical example is a xylene in UiO-66 or an
heptane molecule in ERI-type zeolite. There fits only one heptane molecule in an
ERI-type cage at reasonable pressures. For these cases it is impossible to insert an
additional molecule at saturation conditions, and similarly, at saturation it is en-
ergetically highly unfavorable to delete a molecule. In this case however, for single
components the loading is known, and for mixtures it is the ratio of components that
is of interest. This ratio is better sampled using MC moves like identity-switches,
or methods like replica exchange in temperature or mole fraction. Alternatively,
especially when simulating flexible hosts, sampling efficiency can be increased by
combining the insertion/deletion schemes with the MD methodology.
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4.1 Introduction
Carbon dioxide (CO2) is the most important greenhouse gas present in combus-
tion flue gases. It accounts for an abundant portion of the emitted greenhouse
gases [155, 156]. The capture of CO2 from flue gases, its transport, and storage has
been identified to be of crucial importance to reduce the carbon footprint in the at-
mosphere [157]. Post-combustion CO2 capture processes are particularly important
for power plants operating on fossil fuels like coal, natural gas, etc., as they con-
tribute approximately around 25% of the global CO2 emissions [25, 158]. Scientific
progress has contributed to the rapid growth of industries and this has increased
the demand for energy drastically. This translates to an increased dependency on
fossil fuels, since alternate energy sources have not yet been fully developed [11]. To
reduce CO2 emissions into the atmosphere, it is necessary to capture CO2 from the
flue gas streams. Typically, the removal of CO2 from flue gas streams is carried out
using liquid amine solvents [159]. Monoethanolamine-containing (MEA) solutions
were among the first alkanolamine based solvents used in the capture of CO2. This
system remains one of the most important solvents in the post-combustion CO2

capture [31]. Some of the advantages of using MEA solutions for CO2 capture are
the high CO2 absorption capacity and reaction rates and low cost of solvent [11, 31].
In order to regenerate the solvent back, heat must be supplied [11, 31, 160]. Some of
the disadvantages of using the MEA solution as solvents include the high energy de-
mand to regenerate the solvent and emissions of MEA solvents as aerosol [161, 162].
MEA solutions are also susceptible to oxidative and thermal degradation [161–163].

The mechanism of CO2 absorption in MEA solutions is chemical in nature. CO2

reacts with the MEA solution forming stable carbamates [31, 71, 159, 160, 164]. To
study the chemisorption of CO2 in MEA solutions and to reduce the heat required to
regenerate the alkanolamine after CO2 capture, it is necessary to study the chemical
reactions that take place in the solution [164]. There are several possible mechanisms
explaining how CO2 reacts with alkanolamines [18, 160, 164, 165]. CO2 reacts
through an acid-base buffer mechanism with the alkanolamines to form protonated
amines. CO2 also reacts with some primary and secondary alkanolamines to form
carbamates and reacts with tertiary alkanolamines to form bicarbonates [18, 160,
164]. To design a CO2 amine treating process, it is important to understand the
chemical equilibrium as well as the kinetics of the different reactions. There are many
studies in the literature about the CO2-MEA system [8, 159, 161, 166]. Sartori and
Savage obtained the equilibrium constants for carbamate formation [35]. Batt et
al. [34] and Maddox et al. [27] qualitatively investigated the reactions occurring in
the MEA system. Poplsteinova et al. [167] have studied systems containing MEA
and N-methyl-diethanolamine using NMR spectroscopy. Hasse and co-workers [160]
have studied the chemical equilibria of CO2 in aqueous alkanolamines using online
NMR spectroscopy. Chemical equilibria and kinetics of CO2-alkanolamine solutions
are difficult to study experimentally at a molecular level because of the extremely
fast reaction rates and the different reaction mechanisms.

Molecular simulations play an important role in bridging the gap between our
understanding of the reaction phenomena on a molecular level and the experimental
observations on a macroscopic scale [53]. The impact of individual reactions and
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reaction mechanisms on the chemical equilibrium of the system can be studied using
molecular simulations. Quantum chemical methods are widely applied to compute
stationary points on the potential energy surface like transition states and activation
barriers. Time dependent ab-initio methods like Car-Parrinello Molecular Dynam-
ics [168] can be used to model the reactions directly. These methods scale poorly
with system size and are sometimes difficult to apply to liquid phases. A classical
based approach developed by Van Duin et al. uses “Reactive” force fields (ReaxFF)
that are parameterized to study the chemical reactions of a few systems using classi-
cal Molecular Dynamics simulations [169]. ReaxFF treats the intermolecular inter-
actions between the atoms and molecules through a classical force field which have
been parameterized from experimental data or quantum simulations [169]. Another
classical based approach called the Reaction Ensemble Monte Carlo (RxMC) for
studying chemical reactions in equilibrium ignores transient events like bond break-
ing and formation (reaction mechanism in general). This approach is ideal to study
the equilibrium distributions of the reacting species, since the effect of the inter-
molecular interactions with the surrounding molecules are taken into account. It
is important to realize that equilibrium speciation is determined by thermodynam-
ics of the system, and classical molecular simulations are a suitable tool to study
this. The Reaction Ensemble Monte Carlo (RxMC) was developed independently
by Johnson et al. [66] and Smith and Triska [170]. An important feature of Reac-
tion Ensemble Monte Carlo (RxMC) is the actual reaction and its transition path
is not simulated, but that only the equilibrium configurations of the molecules be-
fore and after the reaction are sampled. The forward and backward reactions are
sampled using stochastic trial moves. In case of a forward reaction, the reactant
molecules are chosen at random and are deleted from the simulation box while the
product molecules are inserted randomly according to the stoichiometry of the re-
action. This RxMC method requires the input of stoichiometric coefficients of the
reactants and products and the ideal gas partition functions of isolated reactant and
product molecules along with the intermolecular potential parameters to describe
the interactions between the molecules. These ideal gas partition functions of iso-
lated molecules can be obtained from thermophysical tables or quantum mechanical
calculations [67, 68, 81]. The partition function of ideal gas molecules depend on the
volume of the simulation box and this must be taken into account in the acceptance
rules of the RxMC algorithm.

Previous research pertaining to RxMC has focused on small molecules with fixed
internal degrees of freedom [66, 80, 170–173]. Lisal and co-workers [174, 175] have
developed the Reaction Ensemble Monte Carlo for systems with flexible internal
degrees of freedom to study the synthesis of Methyl-tert-butyl-ether (MTBE) from
isobutene and methanol. The acceptance rules for the reaction move derived by Lisal
and co-workers also include the change in energy due to intramolecular contributions.
Intermolecular interactions are counted twice in their derivation of the acceptance
rules, which is incorrect [81, 174, 175]. Rosch et al. [81] have derived the correct
acceptance rules. Keil et al. [67, 68] have studied propene metathesis reactions
within confined environments. These authors have combined the Configurational-
Bias Monte Carlo (CBMC) approach with the Reaction Ensemble Monte Carlo
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algorithm for linear alkanes and alkenes. The Configurational-Bias Monte Carlo
algorithm is useful for simulating larger molecules as inserting these large molecules
in confined systems is extremely difficult [53, 115, 116]. To the best of our knowledge,
application of the Reaction Ensemble Monte Carlo algorithm for complex molecules
and reactions in a dense liquid phase has not been studied.

A reaction in the Reaction Ensemble involved the deletion of reactants and the
insertion of the reaction products. These so-called "insertions" and "deletions" are
accepted in such a way that the correct equilibrium distribution is sampled. The
efficiency and accuracy of these simulations depend on the probability of successful
insertions and deletions of molecules. At high densities typically encountered in a
liquid phase, the probability of successful insertions and deletions is very low due
to a large number of overlaps with the existing molecules in the simulation box [53,
70, 78]. To increase the efficiency of the successful insertions and deletions, Maginn
et al. [78, 79] have developed the Continuous Fractional Component Monte Carlo
(CFCMC) method to insert/delete molecules in a more gradual manner. Torres-
Knoop et al. [70] have combined the CBMC with the CFCMC to obtain higher
computational efficiencies. Other works have been published proposing methods
that try to increase the efficiency of insertion and deletion in dense liquids [83–
85]. Rosch et al. have extended the CFCMC method for the Reaction Ensemble,
coupling the CFCMC for inserting the product molecules and deleting the reactant
molecules based on their respective stoichiometry [81]. To compute the absorption
isotherms of CO2 in aqueous MEA solutions, the CFCMC method in the osmotic
ensemble is used [70, 78].

In this chapter, we use the Reaction Ensemble Monte Carlo using the Continuous
Fractional Component (RxMC/CFC) method to simulate the chemical equilibrium
of CO2 in the MEA solution and determine computationally the equilibrium con-
centrations of the different species in the system. The solubility of CO2 in the MEA
solution was also computed for different partial pressures. The computational results
are compared to experimental results from literature. We study the effects of differ-
ent reaction mechanisms on the equilibrium concentrations of the various species.
The rest of this chapter is organized as follows: section 4.2 deals with simulating the
reactions and solubility of CO2 in the MEA solution along with the derivation of the
acceptance rules for the RxMC/CFC algorithm. Section 4.4 contains the different
results and discussions and our findings are summarized in section 4.5.

4.2 Reactions of CO2 in Aqueous MEA Solutions
The reactions of CO2 with primary and secondary amine solutions usually takes
place through an acid-base buffer mechanism which results in the formation of
stable carbamates and bicarbonate followed by the subsequent protonation of the
amine [27]. Non-hindered primary and secondary amines react rapidly with CO2

to form carbamate ions and the addition of water increases the absorption capacity
and rate. Tertiary amines react with CO2 via the bicarbonate pathway to form
bicarbonate ion and the ammonium salt of the amine. Since monoethanolamine
(HOCH2CH2NH2) is a primary amine, the reactions take place via the carbamate
ion pathway [18, 164]:
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Reactions: MEA + CO2 (carbamate pathway)

CO2 + 2H2O 
 HCO−3 + H3O+ (R1)

HCO−3 + H2O 
 CO2−
3 + H3O+ (R2)

HOCH2CH2NH2 + H3O+ 
 HOCH2CH2NH+
3 + H2O (R3)

HOCH2CH2NH2 + HCO−3 
 HOCH2CH2NHCOO− + H2O (R4)

These reactions are generally described in the literature [18, 160, 164, 167]. It is
important to note that in the reactions mentioned above, the appearance of H3O+

is to avoid the presence of H+ in the system, as H+ does not obey the Born-
Oppenheimer approximation for classical simulations [53]. Some other additional
reactions have also been described in the literature [160]. MEA is also able to form 2-
oxazolidone which is a heterocyclic component [37, 160]. Other amine degradation
reaction mechanisms are also possible [36, 37]. In spite of the different possible
reaction mechanisms, the aim of all modeling and experimental studies is to obtain
the equilibrium concentrations of the different species. In this regard, Reactions R1,
R3 and R4 may be combined to result in a simplified Reaction R5 which is given
by,

CO2 + 2HOCH2CH2NH2 
 HOCH2CH2NH+
3 + HOCH2CH2NHCOO− (R5)

4.3 Derivation of RxMC/CFC Algorithm
4.3.1. Molecular Partition Function
Consider the RxMC algorithm for a single reaction system involving n species.
Equilibrium is achieved when

n∑
i=1

νiµi = 0 (4.1)

where νi and µi are the stoichiometric coefficient and the chemical potential of
species i, respectively [176]. The molecular partition function qi, of an isolated
molecule of type i in the ideal gas phase is defined by [66]

qi = qi,qmqq,cl =
qi,qm

~fi

∫
exp[−βHi,cl(pi, ri)]dpidri (4.2)

where ~ is Planck’s constant, qi,cl is the classical molecular partition function, qi,qm

is the quantum molecular partition function of isolated molecules of type i, β =
1/(kBT ), pi and ri are the momenta and generalized coordinates associated with all
the classical degrees of freedom of species i, and Hi,cl is the classical Hamiltonian of
the system. The molar standard chemical potential of an isolated molecule in the
gas phase µ0

i is related to the total molecular partition function qi by [66]

µ0
i

kBT
= − ln

(
qi

βp0Λ3
i

)
(4.3)
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where p0 is the standard state pressure (1 bar) and Λi is the thermal de Broglie
wavelength of molecules of type i. The Hamiltonian of a molecule Hi can be ap-
proximated as a sum of Hamiltonians for the various degrees of freedom of the
molecule [52]

Hi ≈ Hi,trans +Hi,rot +Hi,vib +Hi,elec (4.4)

where Hi,trans,Hi,rot,Hi,vib,Hi,elec are the Hamiltonian of the translational, rota-
tional, vibrational, and electronic degrees of freedom respectively of a molecule of
type i. Consequently, the molecular partition function qi can be expressed in terms
of the various degrees of freedom of the molecule as [52]

qi = qi,transqi,rotqi,vibqi,elec (4.5)
= qi,transqi,int (4.6)

where qi,trans, qi,rot, qi,vib, qi,elec are the translational, rotational, vibrational and
electronic contributions to the molecular partition function of a molecule of type
i. The internal contributions to the molecular partition function qi,int are the rota-
tional, vibrational and electronic degrees of freedom:

qi,int = qi,rotqi,vibqi,elec (4.7)

The translational partition function depends on temperature as well as the vol-
ume [52]:

qi,trans =

(
2πmikBT

h2

)3/2

V (4.8)

=
V

Λ3
i

(4.9)

=
qi
qi,int

(4.10)

where mi is the mass of the molecule of type i and V is the volume of the system.
In our case, the volume V is the volume of the simulation box. This molecular
partition function qi can be split into two parts, one part which depends on only the
temperature q̂i(T ), and the other which depends only on the volume. Incorporating
this in Eq. (4.5), we obtain,

qi = q̂i(T )V (4.11)

Quantum mechanical simulations using GAUSSIAN 09 [177] are performed to obtain
the molecular partition functions. The output of GAUSSIAN 09 [177] provides the
values for the individual contributions to the partition functions (translational, ro-
tational, vibrational and electronic). The volume term in the translational partition
function is calculated in GAUSSIAN 09 using the ideal gas law for a single isolated
molecule: V = kBT/P [178]. Since the volume changes in our Monte Carlo simula-
tions one needs to consider that qi changes when V changes. To this end, we have
explicitly separated the volume term and used q̂i(T ) as input to our simulations.
The values of the computed partition functions are listed in Table 4.1.
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Table 4.1: Partition Functions (q̂i(T )) of the isolated molecules at different temperatures 293 K, 333
K, 353 K computed using quantum mechanical simulations using GAUSSIAN 09 [177, 178].

Molecule q̂i (293 K) (Å−3) q̂i (333 K) (Å−3) q̂i (353 K) (Å−3)
CO2 7.8752 · 104 1.1294 · 105 1.3368 · 105

MEA 6.9980 · 107 1.4048 · 108 1.9685 · 108

MEAH+ 8.8994 · 107 1.8468 · 108 2.6286 · 108

MEACOO− 5.1046 · 109 1.3078 · 1010 2.0653 · 1010

H2O 3.0134 · 103 4.4259 · 103 5.2742 · 103

H3O+ 4.8631 · 103 7.2028 · 103 8.6279 · 103

HCO−3 1.6616 · 107 2.7090 · 107 3.4201 · 107

CO2−
3 6.8336 · 106 1.0663 · 107 1.3155 · 107

4.3.2. RxMC/CFC Algorithm
To obtain the equilibrium concentrations of the different species in a reacting mix-
ture, the Reaction Ensemble Monte Carlo (RxMC) [66–68, 179] is used. The RxMC
algorithm samples the reactions directly and bypasses transition states. The RxMC
algorithm only requires the stoichiometric coefficients of the reactions as an input
and the partition functions of the isolated molecules or ions, along with the force
field parameters to compute the intermolecular interactions. Therefore, the RxMC
method allows for a systematic study of the effect of the medium (or solvent) on the
reaction equilibrium constant.

The reaction trial move within the RxMC framework involves choosing the for-
ward or reverse reaction at random. If the forward reaction is chosen, the reactant
molecules are deleted and the product molecules are inserted according to their
stoichiometries. For dense systems, these insertions and deletions of molecules, if
performed in a single step, often lead to overlaps with the surrounding molecules.
The probabilities of successful insertions/deletions of the molecules are very low.
To circumvent this problem, Maginn et al. [78, 79] have developed the Continuous
Fractional Component Monte Carlo method. Fractional molecules of the reactants
and products are introduced into the system. By controlling the interactions of
these fractional molecules with the surrounding molecules, the reactants/products
are gradually inserted or removed. This is controlled by a pseudocoupling factor,
λ. Changes in λ will gradually insert or delete the molecules appropriately. Sec-
tion 3.2.2 provides a detailed explanation on the Continuous Fractional Component
Monte Carlo method.

The reaction ensemble is best described by taking the osmotic ensemble as the
starting point, since most chemical reactions take place in a system at constant
pressure. Let Ni denote the number of molecules of type i, P the imposed hydro-
static pressure, V the volume, and µi the chemical potential of the species i. For
an expanded osmotic ensemble, the partition function for a system of n species can
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be expressed as [81]

Ξbiased(µ1, .., µn, p, T ) = βP

∫ 1

0

dλ

∞∑
Ni=0

· · ·
∞∑

Nn=0

∫
dsN1dωN1 · · · dsNndωNndV

exp

[
β

n∑
i=1

Niµi −
n∑
i=1

lnNi! +

n∑
i=1

Ni ln(q̂i(T )V )−

βPV − βU(sN , ωN , λ)

]
exp[η(λ)/kBT ] (4.12)

where sNi are the configurations of the Ni molecules of type i, ωNi are the orienta-
tions and internal configurations of Ni molecules of type i and U(sN , ωN , λ) is the
potential energy of the system. β = 1/kBT , q̂i(T ) is the temperature dependent
term in the molecular partition function qi for the molecule of type i. qi = q̂i(T )V .
η(λ) are the biasing factors introduced to improve the probabilities of transitions in
λ. From Eq. (4.12), it follows that the probability that the system is in a certain
state is

pbiased ∼ exp

[
β

n∑
i=1

Niµi −
n∑
i=1

lnNi! +

n∑
i=1

Ni ln(q̂i(T )V )−

βPV − βU(sN , ωN , λ)

]
exp[η(λ)/kBT ] (4.13)

This equation can be used to derive the acceptance rules in our Monte Carlo algo-
rithm.

4.3.3. Reaction Ensemble Monte Carlo using the Continuous
Fractional Component Algorithm

Let us consider a reaction involving c species in a system consisting of n molecule
types. For the species not involved in the reaction, the stoichiometric coefficient νi
is set to 0 by definition. If a reaction takes place in the forward or reverse direction,
there will be a change in the molecules of each component. The state before the
reaction takes place is now denoted by old state “o”, while the state after the reaction
takes place is denoted by new state “n”. Since the reaction has taken place, we know
how the number of molecules of each component changes:

Ni,n = Ni,o + νi (4.14)

The probabilities to exist in states “o” and “n” can be obtained from Eq. (4.13).
Substituting Eq. (4.14) in Eq. (4.13) for the new state, the expressions for the
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probabilities to exist in the old and the new states are,

po,biased ∼ exp

[
β

n∑
i=1

Ni,oµi −
n∑
i=1

lnNi,o! +

n∑
i=1

Ni,o ln(q̂i(T )Vo)

− βPVo − βUo(sN,o, ωN,o, λo)

]
exp[η(λo)/kBT ] (4.15)

pn,biased ∼ exp

[
β

n∑
i=1

νiµi + β

n∑
i=1

Ni,oµi −
n∑
i=1

ln(Ni,o + νi)!

+

n∑
i=1

Ni,o ln(q̂i(T )Vn) +

n∑
i=1

νi ln(q̂i(T )Vn)− βPVn

− βUn(sN,n, ωN,n, λn)

]
exp[η(λn)/kBT ] (4.16)

4.3.4. Acceptance Rules of RxMC/CFC
Averages in the Boltzmann ensemble (denoted by 〈· · ·〉) follow directly from biased
averages (denoted by 〈· · ·〉biased) according to Eq. (3.19) [51]. In the Reaction
Ensemble Monte Carlo using Continuous Fractional Component method, there are
four types of trial moves possible:

1. Change the position of a randomly selected molecule (either a regular or a
fractional molecule)

2. Change the orientation of a randomly selected molecule (either a regular or a
fractional molecule)

3. Change the volume of the system

4. Change the coupling parameter λ of a randomly selected reaction. The re-
actions are chosen with equal probability. This can be further divided into 3
cases (∆λ is the change in λ):

(a) 0 ≤ λ+ ∆λ ≤ 1

(b) λ+ ∆λ < 0

(c) λ+ ∆λ > 1

The first two Monte Carlo moves are trivial and have the same acceptance rules as
the ones derived previously [51, 53]. For the Volume Change Monte Carlo trial move,
random walks are made in ln(Vn/Vref) [53] in which Vref is an arbitrary reference
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volume. The probabilities of existing in the old state “o” and the new state “n” are

po,biased ∼ βPVo exp

[
β

n∑
i=1

Ni,oµi −
n∑
i=1

lnNi,o! +

n∑
i=1

Ni,o ln(q̂i(T )Vo)

− βPVo − βUo(sN , ωN , λ)

]
exp[η(λo)/kBT ] (4.17)

pn,biased ∼ βPVn exp

[
β

n∑
i=1

Ni,oµi −
n∑
i=1

lnNi,o! +

n∑
i=1

Ni,o ln(q̂i(T )Vn)

− βPVn − βUn(sN , ωN , λ)

]
exp[η(λn)/kBT ] (4.18)

For random walks in ln(Vn/Vref), λo = λn and η(λo) = η(λn). The acceptance rule
is therefore

acc(o→ n) = min

(
1,

(
Vn

Vo

)N+1

exp[−βP (Vn − Vo)]

exp[−β(Un(sN , ωN , λ)− Uo(sN , ωN , λ))]

)
(4.19)

This expression is the same as the acceptance rule derived previously [53].
We now consider the reaction move as a change in λ of the system. For the

reaction move, Vo = Vn. Looking into more detail at the three different cases when
λ is changed, we have:
First case (a), where 0 ≤ λ + ∆λ ≤ 1, is the case where there is no addition or
deletion of molecules. The old state is denoted by “o” and λo is the old coupling
factor of the reaction. The new state is denoted by “n” and λn = λo +∆λ. From Eq.
(4.13), we can obtain the probabilities to exist in old and new states. As the number
of molecules in the system remain the same for the old and the new configurations,
the acceptance rule is

acc(o→ n) = min

(
1, exp[−β(Un(sN , ωN , λn)− Uo(sN , ωN , λo))]

exp[(η(λn)− η(λo))/kBT ]

)
(4.20)

Second case (b), where λ+ ∆λ > 1, is the case of a reverse reaction. The λ of the
old fractional reactant and product molecules are set to 1 and 0 respectively. New
fractional reactant molecules are inserted into the system with λn = (λo + ∆λ)− 1.
Random product molecules are selected from the system and their λ is set from 1
to 1− λn.
Third case (c), where λ+∆λ < 0, is when there is a forward reaction. The λ of the
old fractional reactant and product molecules are set to 0 and 1 respectively. New



4.3 Derivation of RxMC/CFC Algorithm

4

71

fractional product molecules are inserted into the system with λn = (λo + ∆λ)− 1.
Random reactant molecules are selected from the system and their λ is set to 1−λn.

In cases two and three, the reaction has proceeded, either in the forward di-
rection or the backward direction. Substituting Eq. (4.1) in Eq. (4.16) since the
reaction takes place at equilibrium, the expression for the acceptance rule for the
forward/reverse reaction (cases (b) and (c)) is

acc(o→ n) = min

(
1,

n∏
i=1

(
No
i !

(No
i + νi)!

(q̂i(T )V )νi
)

exp[−β(Un(sN , ωN , λn)− Uo(sN , ωN , λo))]

exp[(η(λn)− η(λo))/kBT ]) (4.21)

The acceptance rule for the RxMC derived above for one reaction can be generalized
easily to include many reactions in the same system. It is important to note that
in the acceptance rule (Eq. (4.21)), the volume term is included explicitly, since
during the simulation the volume of the system changes.
It is instructive to consider the case of a reaction in a mixture of ideal gases. In
that case, the acceptance rule of Eq. (4.21) reduces to

acc(o→ n) = min

(
1,

n∏
i=1

(
No
i !

(No
i + νi)!

(q̂i(T )V )νi
))

(4.22)

If the total number of molecules does not change during the reaction (
∑n
i=0 νi = 0),

it is well known from classical thermodynamics that the equilibrium constant is only
a function of the molecular partition functions [180]. From Eq. (4.22), it can also
be observed that there will be no dependence on the volume of the system when∑n
i=0 νi = 0 as the volume term V cancels out in Eq. (4.22) and the expression

reduces to

acc(o→ n) = min

(
1,

n∏
i=1

(
No
i !

(No
i + νi)!

(q̂i(T ))νi
))

. (4.23)

If there is a change in the number of molecules during the reaction (
∑n
i=0 νi 6= 0),

the acceptance rule will now depend on the volume of the system, as can be seen
from Eq. (4.22). It is important to consider the volume dependent term of the
partition function explicitly in the acceptance rules since in many cases, the number
of molecules during the reaction changes (

∑n
i=0 νi 6= 0). It is unclear whether or not

this volume term was taken into account correctly in previous studies from literature.
Of course, the final results will not be affected if the simulations consider reactions
where the number of molecules does not change due to the reaction [67, 68, 81].

4.3.5. Simulation Details
Two different sets of reactions are studied to obtain the equilibrium speciations by
including: (1) Reactions R1-R4; (2) only Reaction R5. All simulations are performed
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in the Reaction Monte Carlo Ensemble (RxMC) in the constant temperature, con-
stant pressure ensemble. The hydrostatic pressure of the system equals 1 bar. The
effect of temperatures on the equilibrium compositions of the mixture is also stud-
ied. Different loadings of CO2 have also been investigated. The initial concentration
of MEA in the aqueous MEA solution is 30 weight percent. Böttinger et al. [160]
measured the speciations at different loadings higher than 0.5 mole CO2/mole MEA
using online NMR spectroscopy. To achieve high loadings of CO2 in experiments,
the partial pressure of CO2 ranged from 5 bar to 25 bar. In our simulations, a
system with a fixed number of CO2 molecules is simulated and only the hydrostatic
pressure of the system needs to be specified. As the properties of a liquid phase
do not depend much on the hydrostatic pressure and the total loading of CO2 is
specified, one can safely assume a hydrostatic pressure of 1 bar.

Quantum mechanical simulations using GAUSSIAN 09 [177] are performed to ob-
tain the partition functions q̂i of the isolated molecules required for the RxMC/CFC
molecular simulations. All molecular species involved in the reaction were optimized
with a second order Møller-Plesset perturbation method (MP2) in combination with
a 6-311+G(2d,2p) basis set at different temperatures (293 K, 333 K, 353 K). A fre-
quency analysis was performed on the optimized geometries to confirm the true
minima on the potential energy surface and to obtain partition functions of all the
molecules. All the calculations were performed with GAUSSIAN 09 [177]. Mulliken
atomic charges were obtained from population analysis of self-consistent field den-
sity matrix. The individual contributions of translational, vibrational, rotational
and electronic motions are considered for the calculation of the partition function
for every molecule. [178]. The partition functions were split into a temperature
dependent part and a volume dependent part.

Simulations to compute the absorption isotherms of CO2 in aqueous MEA so-
lutions combine both the RxMC/CFC and the Continuous Fractional Component
Monte Carlo (CFCMC) method in the osmotic ensemble. The osmotic ensemble
using the CFCMC simulates the equilibrium absorption and desorption of CO2

molecules in the aqueous MEA solvent. The processes of absorption/desorption as
well as the reaction of CO2 molecules with aqueous MEA solvent take place simulta-
neously. The simulations are performed in the osmotic ensemble, which implies that
the fugacity of the gas (f), the number of MEA and H2O molecules (non volatile)
(N), the total hydrostatic pressure (P ) and the temperature (T ) are all fixed. The
volume of the system and the number of gas molecules in the liquid phase will
change as a consequence of the imposed pressure and fugacity in order to satisfy the
equilibrium condition fVi = fLi . It is important to note that the Gibbs phase rule is
not violated by disallowing MEA and H2O molecules in the gas phase, because the
number of equilibrium conditions and the number of intensive variables are both
reduced. Furthermore, since MEA has a negligible vapor pressure, our assumption
that only CO2 molecules will be present in the gas phase is valid. The results from
simulation are compared with the results from Jou et al. [31].

Force fields for the MEA have been taken from the OPLS force field [57]. Inter-
molecular potential parameters and intramolecular potential parameters for MEAH+

and MEACOO− have also been taken from the OPLS force field. Force field param-
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eters for CO2 have been taken from the TraPPE force field [181] and for water from
the Tip4p water model has been used [59]. The force field parameters for H3O+ are
taken from Vacha et al. [182] The force field parameters for the HCO−3 and CO2−

3

have been taken from the OPLS database. Water, MEA, MEA+, MEACOO−,
H3O+, HCO−3 and CO2−

3 are modeled as rigid molecules. The partial charges for
HCO−3 , CO

2−
3 , MEACOO− and MEAH+ have been computed from quantum me-

chanical simulations in GAUSSIAN 09 [177]. Electrostatic interactions were handled
by the Ewald summation algorithm [183] with a relative precision of 10−5. The cut-
off radius was set at 12 Å for the Lennard-Jones interactions. σ and ε are the
Lennard-Jones (LJ) parameters [117]. The Lorentz-Berthelot mixing rules were
used to calculate the Lennard-Jones parameters between different atoms (σij and
εij). The values of all the force field parameters can be found in the Supporting
Information of Ref. [69]. Monte Carlo simulations in the RxMC/CFC ensemble were
performed using RASPA [117], a program for Monte Carlo and Molecular Dynamics
simulations. Monte Carlo simulations of 1-2 million cycles were performed for equi-
libration and production runs of 4-8 million cycles were performed, where one MC
cycle is equal to the total number of molecules in the system. For simulating equi-
librium concentrations, the probabilities of selecting a translation move, a rotation
move, a partial reinsertion move and a reaction move were all 0.245. The probability
of selecting a volume change move was 0.02. For obtaining adsorption isotherms,
the probabilities of selecting a translation move, a rotation move, a reaction move
and an insertion/deletion move were all 0.249. The probability of selecting a vol-
ume change move was 0.02. Simulations for computing equilibrium concentrations
were performed with 444 water molecules, 56 MEA molecules and the appropriate
number of CO2 molecules depending on the loading. Simulations for computing
absorption isotherms were performed with 444 water molecules, 56 MEA molecules
and a gas phase of CO2 molecules. The size of the simulation box varied around
27 Å. By switching off electrostatics and intermolecular van der Waals interactions,
the effect of electrostatics and intermolecular interactions on the reaction equilib-
rium was studied. At the start of the simulation, fractional molecules were assigned
for all reacting species for both reactants and products in the Reactions R1-R4.
The net charge of the fractional molecules (both the reactants and products) of all
the Reactions R1-R4 is not zero. It is important to note that if we sum Reactions
R1, R2, R3, and R4, the total net charge of the reactants equals -1. Similarly, the
total net charge of products of the summed reactions also equals -1. To keep the
simulation box charge neutral independent of the value of λ for each reaction, two
H3O+ fractional molecules, one as a reactant and the other as a product in Reaction
R2, were added to the simulation box. This ensures that during the reaction the
simulation box is always charge neutral. For the RxMC/CFC and CFCMC in the
osmotic ensemble, the Lennard-Jones parameters as well as the partial charges are
scaled with pseudo coupling factors which are changed during the reaction move
and the insertion/deletion move respectively. The CPU time required to compute
the equilibrium concentrations ranged from 3-4 weeks in total for the equilibration
and production runs using state-of-the-art computation facilities.
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Table 4.2: Equilibrium constants for the different ideal gas reactions at 293 K and 353 K as obtained
from the computed partition functions.

Reactions Kidealgas (293 K) Kidealgas (353 K)
R1 2.8302 · 10−06 1.6498 · 10−06

R2 6.6368 · 10−01 6.2920 · 10−01

R3 7.8802 · 10−01 8.1627 · 10−01

R4 1.3229 · 10−02 1.6179 · 10−02

R5 2.9504 · 10−08 2.1787 · 10−08

4.4 Results and Discussion
4.4.1. Effect of Electrostatics and Intermolecular van derWaals

Interactions
When there are no intermolecular interactions between molecules, the system be-
haves as an ideal gas. For an ideal gas system, the equilibrium constant can be
written directly in terms of the molecular partition functions of the individual
species [184] which can be calculated from quantum simulations. To observe the
effect of intermolecular interactions, the intermolecular van der Waals interactions
and the electrostatics were “switched off” i.e., all the intermolecular Lennard-Jones
parameters and electrostatics were set to zero. From the simulations, it was observed
that forward reactions did not take place when including (1) reactions R1-R4, and
(2) only reaction R5. Equilibrium constants for these ideal gas reactions calculated
from quantum simulations are specified in Table 4.2. The equilibrium constants for
the forward reaction are extremely low. Equilibrium concentrations of the species
for the ideal gas system can be obtained by solving the non-linear expressions for the
equilibrium constants. The analytical solutions yield extremely low concentrations
of carbamates and protonated amines. This is consistent with the results obtained
from simulations performed when the intermolecular van der Waals interactions
and the electrostatic are set to zero. It can be observed from the results of the
simulations and analytical solutions that intermolecular interactions are necessary
to compute the equilibrium concentrations of the species. Equilibrium speciations
cannot be obtained by only performing quantum simulations as the system cannot
be treated as an ideal gas. As expected, the solvation of ions in the solution is
essential for the different reactions to take place. Classical simulations take into
account the intermolecular interactions between the species and this is necessary to
compute the equilibrium concentrations of the species. If the reaction occurs in the
ideal gas phase, the ions are not solvated and energetically this is very unfavorable.

4.4.2. Chemical Equilibrium of CO2 in Aqueous MEA Solution
The equilibrium mole fractions of the different species were obtained at differ-
ent temperatures (293 K, 333 K, 353 K) and at a hydrostatic pressure of 1 bar
for different loadings of CO2 (mole CO2/mole MEA) by performing Monte Carlo
simulations in the Reaction Ensemble using the Continuous Fractional Compo-
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nent method. In Figs. 4.1, 4.2 and 4.3, the equilibrium mole fractions of the
species MEA, MEAH+, MEACOO−, CO2 and HCO−3 are compared to experimen-
tal data [160, 167]. Poplsteinova et al. [167] and Böttinger et al. [160] measured the
equilibrium speciation of CO2-MEA-H2O system using NMR spectroscopy. Böt-
tinger et al. [160] report the sum of equilibrium concentrations of MEA and MEAH+,
since it was impossible to distinguish between the protonated and the unprotonated
MEA experimentally. In order to obtain the individual equilibrium concentrations
of MEA and MEAH+, these authors have used a thermodynamic model.

Fig. 4.1a shows the speciation of the CO2+MEA solution for different loadings
of CO2 (mole CO2/mole MEA) at 293 K and 1 bar when the reactions R1-R4 are
used. The equilibrium concentration of the different species of CO2+MEA solution
exhibits the typical behavior of the primary amines. At low loadings until 0.5 mole
CO2/mole MEA, all CO2 molecules react with the MEA molecules forming the
carbamate and the protonated amine products. The concentrations of the carbamate
and the protonated MEA increase as the loading of CO2 increases until 0.5 mole
CO2/mole MEA, while the concentration of MEA decreases. At the loading of
CO2 of 0.5 mole CO2/mole MEA, all the MEA has now reacted with the CO2.
Beyond loadings of CO2 of 0.5 mole CO2/mole MEA, the concentrations of the
carbamate start to decrease and the concentrations of the protonated MEA increase.
Beyond the loadings of CO2 of 0.5 mole/mole MEA, bicarbonate ions were observed.
The simulation results are in excellent agreement with the experimental results of
Böttinger et al. [160].

Fig. 4.1b shows the equilibrium concentrations of MEA, MEAH+, MEACOO−
and CO2 for different loadings of CO2 (mole CO2/mole MEA) at 293 K and 1
bar when only the reaction R5 is considered. The results of equilibrium speci-
ations obtained from simulating only reaction R5 follow the same trends for the
concentrations of MEA, protonated MEA and the carbamate when we include all
reactions R1-R4. Until loadings of 0.5 mole CO2/mole MEA, the concentrations
of the carbamate and the protonated MEA increase and the concentration of free
MEA decreases. Beyond loadings of 0.5 mole CO2/mole MEA, typically all the
MEA has reacted with the CO2. The concentrations of MEA, protonated MEA and
MEACOO− remain constant, while concentration of unreacted CO2 increases for
loadings higher than 0.5 mole CO2/mole MEA.

Böttinger et al. [160] also used a thermodynamic model to study the CO2-MEA-
H2O system and obtained the individual equilibrium concentrations of the different
species: MEA, MEAH+, MEACOO−, CO2, HCO−3 . These authors have developed
the model by simultaneously taking into account the chemical reactions and the
vapor-liquid equilibria of the CO2-MEA-H2O mixture into consideration. Fig. 4.2
compares our simulation results of the individual equilibrium concentrations includ-
ing MEA and MEA+ with the results from the thermodynamic model of Böttinger
et al. We find an excellent agreement with the model. It is important to note that
we obtain individual concentrations of all the species in the mixture directly from
simulations and we need not use any iterative modeling technique which requires
binary interaction parameters, activity coefficients of molecular and ionic species,
equilibrium coefficients, etc. as input.
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Figs. 4.3 and 4.4 show the results of the speciations for different temperatures
333 K and 353 K at 1 bar. It can be observed that an increase in temperature
does not significantly affect the equilibrium concentrations of the species. For Fig.
4.4, there is no experimental data beyond loadings of 0.5 mole CO2/mole MEA.
This is again in excellent agreement with the experimental results of Böttinger et
al. [160] who also observe that the speciations of the CO2+MEA solution are only
very weakly temperature dependent.
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Figure 4.1: The mole fractions of the different species MEA/MEAH+ (squares), MEACOO− (circles),
CO2 (diamonds) and HCO−

3 (triangles) for 30 wt. % aqueous MEA solutions at T = 293 K. The
open symbols are results from experiments [160]. The closed symbols are the results obtained from the
RxMC/CFC simulations (a) including reactions R1-R4 (b) including only reaction R5. The lines are a
guide to the eye.
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Figure 4.2: The mole fractions of the different species MEA (inverted triangles), MEAH+ (pentagons),
MEA/MEAH+ (squares), MEACOO− (circles), CO2 (diamonds), HCO−

3 (triangles) for 30 wt. %
aqueous MEA solutions at T = 293 K. The open symbols are results from the thermodynamic model
combined with experimental data [160]. The closed symbols are results obtained from the RxMC/CFC
simulations including reactions R1-R4. The lines are a guide to the eye.
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Figure 4.3: The mole fractions of the different species MEA/MEAH+ (squares), MEACOO− (circles),
CO2 (diamonds) and HCO−

3 (triangles) for 30 wt. % aqueous MEA solutions at T = 333 K. The
open symbols are results from experiments [160]. The closed symbols are the results obtained from the
RxMC/CFC simulations (a) including reactions R1-R4 (b) including only reaction R5. The lines are a
guide to the eye.
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Figure 4.4: The mole fractions of the different species MEA/MEAH+ (squares), MEACOO− (circles),
CO2 (diamonds) and HCO−

3 (triangles) for 30 wt. % aqueous MEA solutions at T = 353 K. The
open symbols are results from experiments [160]. The closed symbols are the results obtained from the
RxMC/CFC simulations (a) including reactions R1-R4 (b) including only reaction R5. The lines are a
guide to the eye.
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4.4.3. Solubility of CO2 in Aqueous MEA Solutions
Reactions R1-R4 are used to compute the solubility of CO2 in aqueous MEA solu-
tions by combining the RxMC/CFC method with the osmotic ensemble. Fig. 4.5
shows a schematic representation of how the chemisorption process is modeled in
our simulations. The liquid phase consists of a MEA-H2O solution. CO2 is present
in the gas phase. The CO2 is absorbed/desorbed in the MEA-H2O system which
is modeled using the CFCMC method in the osmotic ensemble. The chemical reac-
tion of the CO2 molecules with the MEA and H2O molecules in the liquid phase is
modeled using the RxMC/CFC algorithm. Both the absorption/desorption and the
reaction take place simultaneously. Fig. 4.6 shows the absorption isotherms of CO2

in aqueous MEA solutions at temperatures T = 313 K and 333 K. The simulation
results agree excellently with the experimental results from Jou et al. [31] for the
same system. The loading of CO2 in aqueous MEA solvent increases as the partial
pressure of CO2 increases. The absorption/desorption as well as the reaction of CO2

with MEA and H2O molecules take place simultaneously. As the CO2 is absorbed
from the gas phase, reactions of these absorbed molecules take place thereby paving
way for more CO2 to be absorbed in the liquid phase. The absorption isotherms
of CO2 in pure water at 313 K calculated from experiments by Wiebe et al. [185]
are also plotted in Fig. 4.6. It can be observed that the physical solubility of CO2

in pure water is very low and the chemisorption of CO2 in aqueous MEA solution
is high. This confirms that the reaction of CO2 molecules with MEA and H2O
molecules contributes largely to the increased solubilities and that reactions are
necessary to achieve high solubilities.
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Figure 4.5: Schematic representation of the chemisorption of CO2 molecules in a MEA-H2O system.
Absorption/desorption of the CO2 molecules in the gas phase into the liquid phase is simulated using
the CFCMC method in the osmotic ensemble while the reaction of the CO2 molecules with MEA and
H2O in the liquid phase is simulated using the RxMC/CFC method. Both these processes are simulated
simultaneously.
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Figure 4.6: The solubility of CO2 in aqueous MEA solutions at T = 313 K and 333 K. The results from
simulation are denoted by closed squares and circles and the results from experiments [31] are denoted
by open squares and circles. The open triangles represent the results of solubility of CO2 in H2O at T
= 313 K without MEA [185]. The lines are a guide to the eye.
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4.5 Conclusions
Monte Carlo simulations in the Reaction Ensemble using a Continuous Fractional
Component method provide an excellent description of the equilibrium concentra-
tions of all relevant species in the chemisorption of CO2 in MEA water solutions.
Monte Carlo simulations using the Continuous Fractional Component method in
the osmotic ensemble computes the absorption isotherms of CO2 in the aqueous
MEA solutions. The simulations were performed at different temperatures and the
results from simulation are in excellent agreement with the experimental results.
Equilibrium concentrations of MEA, MEAH+, MEACOO−, CO2 from Reactions
R1-R4 and R5 are identical for loadings up to 0.5 mole CO2/mole MEA and be-
yond that, they are different. To obtain the accurate results for loadings in excess
of 0.5 mole CO2/mole MEA, reactions R1-R4 must be included in the simulation.
This RxMC/CFC methodology opens up possibilities to investigate the effect of
the solvents in the reactions by only considering the thermodynamics and ignoring
transition states or reaction pathways. Solubility of CO2 in aqueous MEA solution
is also computed by combining the CFCMC method in the osmotic ensemble (which
models the absorption/desorption) and the RxMC/CFC method (which models the
reaction). The solubilities of CO2 in aqueous MEA solvent computed from simula-
tions agree excellently with those calculated from experiments. A comparison with
the physisorption of CO2 in pure water shows that the chemisorption of CO2 in
aqueous MEA solvent is much higher than physisorption, thereby confirming the
theory that reactions are necessary to achieve high solubilities. This method may
also be used to investigate the effect of the chemistry of the amines, for example by
adding different functional groups [164, 165].
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5.1 Introduction
As a byproduct of burning fossil fuel, carbon dioxide (CO2) accounts for a large
portion of the greenhouse gas emissions [155, 156]. CO2 capture and storage (CCS)
could play a significant role in reducing CO2 emissions from the power plants [25,
157, 186]. The removal of CO2 from natural gas or in the post-combustion process is
typically achieved in an absorber using an amine solution [8, 159, 187]. For example,
an aqueous solution containing 30% monoethanolamine (MEA) is a frequently used
solvent for CO2 capture [159]. For a proper design of a gas absorption unit, it is very
important to understand the mass-transfer process of CO2. This requires knowledge
of the solubility and diffusivity of CO2 in aqueous amine solutions. Due to reactions
between CO2 and amines, the solubility of CO2 measured in experiments is the
total solubility, which combines both physical and chemical absorption. However,
the physical solubility is needed to obtain the rate of the CO2 absorption [188].
When the CO2 molecules absorb into an amine solvent, diffusion and reaction will
take place simultaneously. As there is almost no unreacted CO2, it is practically
impossible to obtain the solubility and diffusivity of CO2 in amine solutions directly
from experiments [39, 82]. In practice, this problem is usually overcome by substi-
tuting CO2 with a similar but inert gas. Nitrous oxide (N2O) can be considered
as an ideal candidate since both gases have a similar molecular weight, volume and
structure. Substituting CO2 for N2O to obtain physical properties of CO2 is known
as “the CO2/N2O analogy”. According to the CO2/N2O analogy, the solubility and
diffusivity of both gases are related by [33]:[

HCO2

HN2O

]
in water

=

[
HCO2

HN2O

]
in amine solution

(5.1)[
DCO2

DN2O

]
in water

=

[
DCO2

DN2O

]
in amine solution

(5.2)

where H is the Henry coefficient and D is the self-diffusivity.
The idea of the CO2/N2O analogy was first conceived by Clarke [32] who stud-

ied the absorption kinetics of CO2 in aqueous MEA solutions at short contact times
using the laminar liquid jet technique. In this study, it was suggested that the sol-
ubility and diffusivity of CO2 in MEA solutions are comparable to those of N2O
due to the similarity in their mass and molecular interactions. Joosten and Danck-
werts [189] presented experimental data on the solubility and diffusivity of N2O
in equimolar potassium-potassium bicarbonate solutions of various ionic strengths.
These authors indicated that the corresponding properties of CO2 can be reliably
predicted by these N2O data. Joosten and Danckwerts showed that the diffusivities
of CO2 and N2O in a pure liquid and an electrolyte solution are correlated by [189]:[

Dsoln

Do

]
CO2

=

[
Dsoln

Do

]
N2O

(5.3)

where Do and Dsoln are the diffusivity of CO2 or N2O in a pure solvent and an
electrolyte solution, respectively. This method was later used by Sada et al. [190,
191], who applied it to a variety of aqueous amine solutions. Sada et al. also showed
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that the solubilities of CO2 and N2O in water and an amine solution are correlated
by:

log

[
H

Hw

]
CO2

= log

[
H

Hw

]
N2O

(5.4)

where Hw and H are the Henry coefficient of CO2 or N2O in water and an amine
solution, respectively. Laddha and co-workers [192] improved the analogy in a more
quantitative way. These authors showed that the ratio of the solubility of CO2 to
that of N2O in pure water between 288 K and 303 K is 1.37 (within 2% error). Lad-
dha et al. [192] examined several solutions of alcohols (glycol, 1-propanol, glycerol,
1,5-pentanediol and diethylene glycol) which have a similar structure as MEA or
diethanolamine (DEA), but do not react with the solutes. The results suggested
that the analogy of Eq. (5.1) may be valid for alkanolamine solutions. Haimour and
Sandall [39] measured the CO2 absorption rate in aqueous methyldiethanolamine
(MDEA) in a laminar liquid jet apparatus. For very short absorption times (< 0.012
s) of the absorption experiments, it was assumed that any reaction between CO2 and
MDEA has little effect on the absorption rate. From the experimental results, they
confirmed that the analogy holds for aqueous MDEA solutions. With the aid of the
CO2/N2O analogy, Versteeg and van Swaaij [82] conducted a systematic study on
both the solubility and diffusivity of CO2 and N2O in several aqueous alkanolamine
solutions over a wide range of temperatures. The study also provided a general cor-
relation of both the diffusivity and solubility of CO2 and N2O in water as a function
of temperature. The CO2/N2O analogy has been extensively applied to estimate
the properties of CO2 in aqueous amine solutions [33, 38, 40–43, 82, 193]. For ex-
ample, the CO2/N2O analogy was used to estimate the solubility and diffusivity of
CO2 in the aqueous solutions of MEA [193], DEA [82, 193], MDEA [40, 82, 193],
Diisopropanolamine (DIPA) [82], Dimethylmonoethanolamine (DMMEA) [82], 2-
Amino-2-methyl-1-propanol (AMP) [42, 43], and Piperazine (PZ) [41]. The analogy
was also applied to aqueous solutions of amine mixtures (e.g. MEA+MDEA [33],
DEA+MDEA [38]).

Although the CO2/N2O analogy is often used, it still has an empirical nature.
Experiments are unable to verify this analogy due to reactions between CO2 and
the amine [33, 43, 82, 193]. As a result, a different approach is required to test
the validity of the analogy. Molecular simulation is a powerful tool to predict the
properties of substances and materials using the interactions between atoms and
molecules [53]. The advantage of molecular simulations, unlike in experiments, is
that the reactions between CO2 and amine can be “switched off”. This essentially
means that in simulations a direct measurement of the physical solubility and diffu-
sivity of CO2 in an aqueous amine solvent is possible. To the best of our knowledge,
molecular simulation is the only way to really make sure that CO2 does not react
with the amine molecules. Consequently, this analogy could be validated with the
simulation results of the solubility and diffusivity for both gases in water and amine
solutions. Nevertheless, simulation data on the solubility and diffusivity of CO2

and N2O is limited in the open literature. The Henry coefficients of CO2 and N2O
can be obtained from molecular simulations using an ensemble in which the number
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of molecules fluctuates [70]. This can be realized by adding/removing molecules
to/from a so-called open system. A system where the number of molecules fluctu-
ates is called an open system. The conventional Monte Carlo schemes are inefficient
since they suffer from the low insertion/deletion acceptance probabilities at high
densities [77, 194]. Therefore, methods that can handle open systems at high den-
sities are required to efficiently compute the Henry coefficients. Lísal et al. [195]
obtained the Henry coefficients for CO2 in water via the Widom test-particle inser-
tion method and the staged free-energy perturbation method. These authors also
compared different interaction models of water and CO2. Cichowski et al. [196] de-
termined the Henry coefficient of CO2 in ethanol by transition matrix Monte Carlo
simulations coupled with the expanded ensemble technique. A similar study on
the CO2 solubility in ethanol was carried out by Zhang and Siepmann [197], who
used Gibbs ensemble Monte Carlo simulations to directly calculate the Henry coef-
ficient. The Continuous Fractional Component Monte Carlo (CFCMC) method was
recently developed by Shi and Maginn [78, 79, 194, 198]. This method overcomes
the difficulties encountered in conventional MC methods by utilizing gradual inser-
tions/deletions of molecules using a continuous coupling parameter and an adaptive
bias potential. The CFCMC method in the osmotic ensemble was applied to ob-
tain the Henry coefficients of CO2 in ethanol and the results are in agreement with
previous studies [78].

Self-diffusivities of the absorbed CO2 and N2O can be computed by equilibrium
Molecular Dynamics (MD) simulations [92]. This approach requires interaction po-
tential models capable of accurately describing the intermolecular and intramolecu-
lar interactions of the molecules. Some efforts were made to investigate the influence
of different force fields on the diffusion coefficient. In het Panhuis et al. [199] used
the SPC/E model for water and adjusted the Lennard-Jones size parameters and
quadruple moments (partial charges) of the Gromos CO2 potential. This work con-
cluded that whereas the Lennard-Jones interaction of the CO2 potential has a large
impact on the CO2 diffusion behavior, the diffusivity of CO2 is almost independent
of the Coulombic interaction of the CO2 potential. Vlcek et al. [200] proposed and
applied a coupling parameter scheme to optimize the Lennard-Jones cross interac-
tions for the SPC/E-EPM2 models. This successfully improved the accuracy of the
predicted mutual diffusion coefficients of CO2 and water in simulations. Zeebe [201]
presented studies on the diffusivity of dissolved CO2 in water over a temperature
range from 273 to 373 K and provided a general power-law equation to predict the
diffusivity of CO2 as a function of temperature. Recently, Moultos et al. [202] com-
pared different combinations of CO2 and water models to investigate the diffusivity
of CO2 over a broad range of temperatures and pressures. These authors found that
at normal pressure the TIP4P/2005-EPM2 combination was best to calculate the
diffusivity of CO2 at lower temperatures (< 323.15 K), while the SPC/E-TraPPE
combination performs best at higher temperatures. Overall, the simulation data on
the solubility and diffusivity of CO2 in amine solutions are lacking. To the best of
our knowledge, very limited research has been conducted on the absorption rates
and transport properties of N2O in solvents.
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Here, we compute the Henry coefficient and self-diffusivity of CO2 and N2O in
a variety of solvents using molecular simulation. The investigated solvents include
water, ethanol, n-heptane, and a 30% MEA solution. The reason for choosing
ethanol and heptane is to investigate how solvents with different polarities influence
the solubility and diffusivity for CO2 and N2O. The focus of the chapter is to
validate the CO2/N2O analogy using molecular simulation. Section 5.2 outlines
the simulation details including the different force fields for CO2 and H2O and the
simulation methods (CFCMC and MD). In section 5.3, the simulation results on the
Henry coefficients and self-diffusivities of CO2 and N2O are presented and discussed.
Our findings are summarized in section 5.4.

5.2 Simulation Details
For computing the Henry coefficient, the Continuous Fractional Component Monte
Carlo (CFCMC) method in the osmotic ensemble was used. All MC simulations were
performed using the molecular simulation package RASPA [117]. In the osmotic
ensemble, the total hydrostatic pressure (P ), the temperature (T ), the fugacity of
the gas phase (f), and the number of (nonvolatile) solvent molecules (N) are kept
constant. The volume of the simulation box and the number of solute molecules in
the liquid phase will change due to the imposed hydrostatic pressure. The fugacity
of the gases directly corresponds to the pressure of the gas phase which is identical
to the hydrostatic pressure in the liquid. The Peng-Robinson (PR) equation of
state (EoS) was used to calculate the fugacity of the gas phase as a function of
the pressure [203]. Details on the CFCMC method can be found in section 3.2.2.
The CFCMC simulations were performed at a temperature of 303 K and a series of
pressures was selected to compute the Henry coefficient of the solute. The reason
for choosing 303 K is the availability of experimental data at this temperature for
30% MEA (w/w) solutions, which makes a straightforward comparison with the
simulation results possible [33]. Ensembles of 500 water molecules, 250 ethanol
molecules, 250 heptane molecules, and 56 MEA with 444 water molecules were
used respectively in the simulations for the different systems. For water, the three-
site rigid model SPC/E [204], the four-site rigid model TIP4P [59], and the five-
site rigid model TIP5P [60] were used. These models were also used by other
researchers [195] so that a direct comparison of the CO2 solubility can be made.
The TraPPE model developed by Siepmann’s group was adopted for ethanol [61]
and n-heptane [62]. The OPLS all-atom force field [58] was used for MEA. The force
field for CO2 was taken from the TraPPE [181] and EPM2 [205] models; the N2O
model was developed by Lachet et al. [206]. The Lennard-Jones parameters for the
cross interactions were obtained from the Lorentz-Berthelot combining rules [207].
The Ewald summation [208] with a relative precision of 10−5 was used to calculate
the long range electrostatic interactions. The LJ interactions were truncated and
shifted at 12 Å and no tail corrections were applied. All CFCMC simulations were
initiated with an equilibration run of 50000 MC cycles, followed by a production
run of at least 200000 MC cycles, where the number of MC steps in a cycle equals
the total number of molecules in the simulation box. The average number of solute
molecules was sampled to calculate the Henry coefficient. The reported data were
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obtained from the block averages [70], and the standard deviation was used to
calculate the uncertainty.

The self-diffusivity was computed by Molecular Dynamics (MD) simulation. The
simulations were executed with the MD package GROMACS version 4.6.5 [209].
The initial configuration of the molecules was generated by the Avogadro software
package [210]. Due to the low solubility of the solute, only one CO2 or N2O molecule
was placed in the simulation box. The system sizes were chosen from three different
simulation boxes consisting of 500 water molecules, 1000 water molecules, and 2000
water molecules, respectively. The force fields used in the MD simulations were
the same as those used in the MC simulations. The Lorentz-Berthelot mixing rules
were adopted for the LJ interactions [207]. After generating initial atomic positions,
the energy of each system was minimized using the steepest descent algorithm.
The system was then equilibrated in the NPT ensemble at a pressure of 1 bar
and 303 K by the Parrinello-Rahman barostat and the Nosé-Hoover thermostat,
respectively. When the system properties showed no variation in time, the average
density was computed. Production runs were started using the average density of
the NPT simulations. The production runs were carried out in the NVT ensemble
at a temperature of 303 K for at least 20 ns and at least 50 simulations were
executed in parallel to reduce the error bar of the computed self-diffusivities. We
verified that our simulations were sufficiently large. The leap-frog algorithm was
used to integrate the equations of motion. Electrostatic interactions were handled
by the Particle-Mesh Ewald algorithm [208]. An integration time step of 2 fs was
used. Three-dimensional periodic boundary conditions were applied to the cubic
simulation boxes to obtain the properties of a bulk system.

It is important to note that the above mentioned simulations do not take into
account a reaction between CO2 and the amine. However, we would like to under-
stand whether or not the reaction of CO2 with amine will have an impact on the
physical solubility and diffusivity of CO2. For this purpose, a fully reacted system
was set up in which all the MEA molecules have already reacted with CO2. CO2

reacts with a primary amine (e.g. MEA) by a zwitterion mechanism [211] to form
carbamates:

CO2 + 2RNH2 
 RNHCOO− + RNH+
3 (R1)

In case of monoethanolamine (MEA), R = CH2CH2OH. In a fully reacted system,
amine molecules are present either as a carbamate ion (HOCH2CH2NHCOO−) or
as an amine ion (HOCH2CH2NH+

3 ). The force fields for these two reaction product
ions were derived from the OPLS all-atom parameters [144]. However, the OPLS
force field cannot adequately describe the electronic partial charges of the individual
atoms of these two ions HOCH2CH2NHCOO− and HOCH2CH2NH+

3 , as the charges
of the ions do not sum up to −1 and +1 respectively. To accurately describe the
physical solubilities and diffusivities of CO2 and N2O in a fully reacted system,
the partial charges for HOCH2CH2NHCOO− and HOCH2CH2NH+

3 were derived
by performing DFT quantum chemical simulations. The GAUSSIAN 09 quantum
chemical simulation program was used [177]. MP2 optimization was used and the
basis set used for deriving the Mulliken charges was 6-311+G(2d,2p). After the
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structures were initialized to their lowest energy conformers, the Mulliken partial
charges were calculated. The values of the partial charges can be found in the Sup-
plementary Information of Ref. [71]. The validity of the partial charges has been
verified by calculating the density of a fully reacted MEA solution (i.e. a solution
where all the MEA has reacted with CO2 to form the two reaction ions). The den-
sities obtained from the simulations using the partial charges computed from DFT
quantum chemical simulations are in good agreement with the densities calculated
from experiments [212] suggesting that the used partial charges are reasonable. The
CO2 physical solubility and diffusivity in both non-reacted and fully reacted amine
systems is considered next. The CPU time required to compute the solubilities and
diffusivities ranged from 3-4 weeks in total for the equilibration and production runs
using state-of-the-art computation facilities.

5.3 Results and Discussion
5.3.1. Solubility
By definition, the Henry coefficient of a given gas of type i can be obtained from
the following equation [197, 213]:

Hi = lim
xi→0

fgas
i

xliq
i

(5.5)

where fgas
i denotes the fugacity of the solute i in the gas phase and xliq

i represents the
mole fraction of the solute i in the liquid phase. Fugacities and Henry coefficients are
reported in units of MPa [214]. A total number of 500 water molecules were used in
the simulation box and the average density has been tested for SPC/E model. The
average density of SPC/E water computed from simulations in the NPT ensemble
at 303 K and 1 bar is 0.9947 ± 0.0015 g/cm3, which is in good agreement with the
experimental data 0.9957 g/cm3 [215]. Consequently, 500 water molecules were used
as the solvent in all ensembles. Different models for water and CO2 were compared.
We have used three models (SPC/E, TIP4P and TIP5P) for water and two models
(EPM2 and TraPPE) for CO2, which yields a total of six combinations. In Fig.
5.1, the fugacity of CO2 in the gas phase is plotted as a function of the solute mole
fraction of the solvent.

The uncertainty in the mole fraction is calculated from the block averages and is
typically below 0.002. The Henry coefficients for the six CO2-H2O systems using the
different models are reported in Table 5.1. Almost all the models except TIP5P-
TraPPE overpredict the experimental data. The combination of TIP5P-TraPPE
can be considered as the best one to predict the CO2 solubility in water. A com-
parison of the different water models shows that the TIP5P model performs better
than the TIP4P and SPC/E model. The computed Henry coefficients of CO2 in
TIP5P water are much closer to the experimental data. This finding is consistent
with the simulation work conducted by Lísal et al. [195]. For CO2, the TraPPE
model performs much better than the EPM2 model when combined with the three
water models. This indicates the importance of force field parameters for computing
solubilities. The same MC simulations were performed for N2O in water using one
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Figure 5.1: Fugacity of CO2 in the gas phase plotted as a function of mole fraction of CO2 in water
at 303 K. The SPC/E, TIP4P and TIP5P models were used for water; the EPM2 and TraPPE models
were used for CO2. Six different combinations were investigated.

model for N2O (developed by Lachet et al. [206]) and different models for water (i.e.
SPC/E, TIP4P and TIP5P).

The Henry coefficients for the N2O-H2O systems are also listed in Table 5.1. A
similar conclusion can be drawn for the performance of the water models, as the
solubility of N2O in TIP5P water is the closest to the experimental value [33, 82].
When only the CO2 TraPPE model is taken into consideration, the Henry coeffi-
cient for CO2 in the same water model is always lower than that for N2O, which
is consistent with the experiments. The differences between simulations and exper-
iments for CO2(TraPPE)-H2O(TIP5P) and N2O-H2O(TIP5P) systems are rather
small (2.7% and 3.8%, respectively), which shows that these two model combinations
can accurately predict the Henry coefficients of CO2 and N2O at 303 K.

Additional simulations were performed to compute the Henry coefficient of CO2

and N2O in the solvents ethanol and n-heptane. In these simulations for the CO2

and N2O solubility, ensembles of 250 ethanol molecules, and 250 n-heptane molecules
were used. In Fig. 5.2, the fugacity of CO2 and N2O in the gas phase is plotted as
a function of the solute mole fraction in solution.

By extrapolating to low pressures, the Henry coefficient can be obtained. As
shown in Table 5.1, all the simulation results for the Henry coefficients of CO2

and N2O in ethanol and n-heptane underestimate the experimental values. To the
best of our knowledge, experimental data for the Henry coefficients of CO2 and
N2O in ethanol have been reported only at 293 K as 16.28 MPa and 13.72 MPa,
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Table 5.1: Computed Henry coefficients of CO2 and N2O in water, ethanol, n-heptane, and a 30%
MEA solution at 303 K are compared to the experimental data. Different models for H2O (SPC/E,
TIP4P and TIP5P) and CO2 (EPM2 and TraPPE) were used. No available data on Henry coefficient
for CO2/N2O in ethanol at 303 K have been reported. The Henry coefficient of CO2 in ethanol was
only reported at other temperatures (e.g. 293 K [40]).

Solute Solvent H sim [MPa] H exp [MPa] Difference
CO2 (EPM2) H2O (SPC/E) 520.6 ± 15.8 187.9 [33] +177%
CO2 (TraPPE) H2O (SPC/E) 336.6 ± 17.0 187.9 [33] +79%

N2O H2O (SPC/E) 471.9 ± 31.1 244.8 [33] +93%
CO2 (EPM2) H2O (TIP4P) 357.6 ± 8.0 187.9 [33] +90%
CO2 (TraPPE) H2O (TIP4P) 311.6 ± 7.0 187.9 [33] +66%

N2O H2O (TIP4P) 438.3 ± 5.6 244.8 [33] +79%
CO2 (EPM2) H2O (TIP5P) 273.7 ± 5.2 187.9 [33] +46%
CO2 (TraPPE) H2O (TIP5P) 182.8 ± 4.2 187.9 [33] −2.7%

N2O H2O (TIP5P) 235.5 ± 2.3 244.8 [33] −3.8%
CO2 (EPM2) ethanol 13.10 ± 0.20 n/a n/a
CO2 (TraPPE) ethanol 12.43 ± 0.28 n/a n/a

N2O ethanol 11.24 ± 0.40 n/a n/a
CO2 (EPM2) heptane 4.545 ± 0.053 8.859 [216] −49%
CO2 (TraPPE) heptane 4.616 ± 0.074 8.859 [216] −48%

N2O heptane 4.402 ± 0.039 6.026 [217] −27%
CO2 (TraPPE) MEA solution (TIP4P) 155.6 ± 2.1 n/a n/a

N2O MEA solution (TIP4P) 190.2 ± 3.7 141.6 [33] +34%
CO2 (TraPPE) MEA solution (TIP5P) 92.29 ± 1.88 n/a n/a

N2O MEA solution (TIP5P) 110.7 ± 4.5 141.6 [33] −22%

respectively [40]. The two models of CO2 (EPM2 and TraPPE) in ethanol and
heptane, unlike in water, result in Henry coefficients that are very similar. The
Henry coefficient of N2O is always lower than that of CO2 in both ethanol and
heptane. Note that the solubility is higher when the Henry coefficient is lower.
This trend for ethanol was also observed in the work by Kierzkowska-Pawlak et
al. [40], although their experiments were conducted at 293 K. Finally, we performed
simulations for the CO2 and N2O solubility in a 30% (w/w) MEA solution. Note
that at this stage the reactions between CO2 and MEA have been “switched-off”
in the MC simulations. In a subsequent section a case will be presented where the
reactions between CO2 and MEA have been taken into consideration. Based on our
results of CO2 solubility in water, we only used the TIP4P and TIP5P models for
water and the TraPPE model for CO2. The results are shown in Fig. 5.3 and Table
5.1.

Although a certain deviation from the experiment can be observed, the simu-
lation data show that 30% MEA solution is capable of physically absorbing more
CO2 molecules than N2O. The difference between simulations and experiments can
be attributed to the used force field, but the simulation results are acceptable con-
sidering that all force field parameters were taken directly from existing literature.
Moreover, the MC simulations correctly predict the experimental solubility trend.
A comparison of the Henry coefficient for CO2 or N2O in various solvents shows
that the solubility obeys the following order: heptane > ethanol > 30% MEA aque-
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Figure 5.2: The fugacity of CO2 in the gas phase plotted as a function of mole fraction of CO2/N2O
in ethanol and n-heptane at 303 K. The EPM2 and TraPPE models were used for CO2.

ous solution > water. To validate the CO2/N2O analogy, the ratios of the Henry
coefficients of CO2 and N2O in all investigated solvents were obtained. As listed
in Table 5.2, the CO2/N2O ratios for water and MEA solution are all below unity
while the CO2/N2O ratios for ethanol and heptane are both above unity.

The differences between simulations and experiments for the CO2/N2O Henry
coefficient are below 10% for the TIP4P and TIP5P water models, but for heptane
the difference is nearly 30%. The explanation could be that the experimental ratio
for heptane is in fact calculated from data of two different studies [216, 217]. For
solvents with larger dipole moments (e.g. water), more CO2 molecules are likely to
be absorbed. Solvents with smaller dipole moments (e.g. heptane) tend to absorb
more N2O molecules. The validity of Eq. (5.1) can be verified by comparing the
CO2/N2O ratio for the Henry coefficient in water, and 30% MEA solution. Li and
Lai [33] reported the ratio HCO2

/HN2O in water to be 0.77 at a temperature of
303 K and applied this ratio for calculating the Henry coefficient of CO2 in amine
solutions. We found that this ratio is in agreement with our simulation results, since
all the data points for water and MEA solution fall within 10% of the value of 0.77.
The CO2/N2O analogy for Henry coefficient is therefore supported at a temperature
of 303 K.

So far, all the MC simulations assume that CO2 does not react with the MEA
molecules; hence the solubility of CO2 in the MEA solution was purely due to
physisorption. In reality, CO2 will react with MEA and it is therefore very im-
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Figure 5.3: The fugacity of CO2 or N2O in the gas phase plotted as a function of mole fraction of
CO2/N2O in 30% MEA solution at 303 K. The TraPPE model was used for CO2. The TIP4P and
TIP5P models were used for H2O.

portant to understand how reactions or reaction products affect the Henry coeffi-
cients of CO2 and N2O. Assuming that all MEA molecules have been reacted with
CO2, a simulation of a fully-reacted system with 28 HOCH2CH2NHCOO− ions, 28
HOCH2CH2NH+

2 ions and 444 water molecules was performed. In experiments, CO2

can fully react with MEA molecules even at low temperatures (e.g. 293 K) [160].
At 303 K, the MC simulations were performed to compute the Henry coefficient of
CO2. The best performing combination for CO2-H2O (TraPPE-TIP5P) was used.
The Henry coefficient of free CO2 in this fully reacted MEA solution is calculated to
be 107.2 ± 5.6 MPa, while the Henry coefficient in the non-reacted MEA solution
is 92.3 ± 1.9 MPa. This indicates that the Henry coefficient of the MEA solution
increases when the reaction products are formed. In other words, the Henry coeffi-
cient of CO2 is higher in an unreacted MEA solution than in a solution containing
their reaction products. However, there is no huge impact of reaction products on
the physical solubility of CO2. As a result, the CO2/N2O analogy for the physical
solubility may also hold during the whole chemical reaction process.
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Table 5.2: The ratio of Henry coefficients of CO2 to N2O in water, ethanol, n-heptane, and a 30%
MEA solution at a temperature of 303 K. Simulation results are compared with the experimental data
reported with the difference presented. We only used the TraPPE model for CO2 and the TIP4P/TIP5P
model for H2O for comparison.

Solvent [HCO2
/HN2O]sim [HCO2

/HN2O]exp Difference
water (TIP4P) 0.71 ± 0.02 0.77 [33] −7.8%
water (TIP5P) 0.78 ± 0.02 0.77 [33] +1.3%

ethanol 1.11 ± 0.05 n/a n/a
n-heptane 1.05 ± 0.02 1.47 [216, 217] −29%

30% MEA (TIP4P) 0.82 ± 0.02 n/a n/a
30% MEA (TIP5P) 0.84 ± 0.04 n/a n/a

5.3.2. Diffusivity
The self-diffusivity of molecule i was calculated from the Einstein’s equation in three
dimensions:

Di =
1

6Ni
lim
m→∞

1

m∆t

Ni∑
l=1

〈[rl,i(t+m∆t)− rl,i(t)]2〉 (5.6)

where Ni is the total number of molecules of component i, m is the number of time
steps and ∆t is the time step used in MD simulations. rl,i(t) is the position of the l-
th molecule of type i at time t [88–92]. Moultos et al. [202] showed that the error bar
of the CO2 diffusivity in water is considerably large (> 10%). This accuracy is not
suitable for the purpose of this study, because the diffusivity ratio of CO2 and N2O
will then have an even larger error bar and it will not be possible to obtain a value
statistically different from unity. In this work, we carried out at least 50 parallel
simulations, from which the statistical uncertainty was determined. An order-n
algorithm [218] was used to compute the Mean Squared Displacement (MSD). The
average MSDs of CO2 as a function of time for each simulation were plotted. In a log-
log plot, the different distinct regimes can be observed. Before molecules collide with
each other, they undergo ballistic diffusion, which occurs in a very short time (< 1
ps). After 10 ps, the regime on the log-log plot can be identified as Fickian diffusion.
Since the solubility of CO2 is relatively small in water, we first tested three different
system sizes in which 1 CO2 (EPM2) molecule was solvated in 500, 1000, and 2000
H2O (SPC/E) molecules, respectively. The self-diffusivities of CO2 in 500, 1000 and
2000 water molecules were calculated as (2.73 ± 0.07) × 10−9, (2.75 ± 0.08) × 10−9

and (2.78 ± 0.07) × 10−9 m2/s, respectively. The results clearly indicate that the
difference is less than 2%; namely, there is no significant difference in self-diffusivities
for the three system sizes. The effect of the system size on the diffusivity of CO2 in
the other solvents was also investigated and again no notable differences could be
observed for the different system sizes (results not shown). As for the solubility, a
comparison of the performance for the different models for H2O with respect to the
diffusivity is provided. Three water models (i.e. SPC/E, TIP4P and TIP5P) were
tested using the EPM2 CO2 model. From the diffusivity regime up to 20 ns, the
diffusivity of CO2 in the SPC/E, TIP4P, and TIP5P water was obtained as (2.73 ±
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Table 5.3: The self-diffusivities of CO2 in water, ethanol, n-heptane, and 30% MEA solution at 303 K.
Simulation results are compared with the experimental data. The different models for CO2 and water
is also indicated.

Solute Solvent Dsim [10−9m2/s] Dexp [10−9m2/s] Difference
CO2 (EPM2) water (SPC/E) 2.73 ± 0.07 2.12 [33] +29%
CO2 (TraPPE) water (SPC/E) 2.76 ± 0.08 2.12 [33] +30%

N2O water (SPC/E) 2.40 ± 0.04 2.01 [33] +20%
CO2 (EPM2) water (TIP4P) 2.43 ± 0.08 2.12 [33] +14%
CO2 (TraPPE) water (TIP4P) 2.31 ± 0.06 2.12 [33] +9.1%

N2O water (TIP4P) 2.26 ± 0.04 2.01 [33] +12%
CO2 (EPM2) ethanol 3.76 ± 0.07 4.39 [219] −14%
CO2 (TraPPE) ethanol 3.73 ± 0.06 4.39 [219] −15%

N2O ethanol 4.30 ± 0.04 4.57 [219] −5.8%
CO2 (EPM2) n-heptane 6.00 ± 0.07 n/a n/a
CO2 (TraPPE) n-heptane 6.05 ± 0.07 n/a n/a

N2O n-heptane 6.46 ± 0.05 n/a n/a
CO2 (EPM2) 30% MEA (SPC/E) 1.85 ± 0.05 n/a n/a
CO2 (TraPPE) 30% MEA (SPC/E) 1.73 ± 0.07 n/a n/a

N2O 30% MEA (SPC/E) 1.69 ± 0.05 1.56 [33] +8.6%
CO2 (EPM2) 30% MEA (TIP4P) 2.00 ± 0.03 n/a n/a
CO2 (TraPPE) 30% MEA (TIP4P) 1.97 ± 0.09 n/a n/a

N2O 30% MEA (TIP4P) 1.87 ± 0.07 1.56 [33] +20%

0.07) × 10−9, (2.43 ± 0.08) × 10−9 and (3.50 ± 0.08) × 10−9 m2/s, respectively,
compared to the experimental value of 2.12 × 10−9m2/s reported by Li and Lai [33].
It is obvious that the combination EPM2-TIP5P performs poorly, and therefore we
used the SPC/E and TIP4P models for further research. Simulations were then
performed in an ensemble containing 1 CO2 solvated in 500 water molecules, 500
ethanol molecules, 500 heptane molecules, and a 30% MEA solution (56 MEA plus
444 H2O) respectively at 303 K. Similar simulations were performed with 1 N2O
molecule in the aforementioned solvents as well. Two models for H2O (SPC/E and
TIP4P) and two models for CO2 (EPM2 and TraPPE) lead to four combinations.
Table 5.3 shows the results for all simulations at 303 K and a comparison with
the corresponding experimental values from the literature [33, 219]. The simulation
results for CO2 and N2O diffusivities in water and 30%MEA solutions all overpredict
the experimental data, while the diffusivities for CO2 in ethanol underestimate the
experimental values. The reported difference can be due to the used force fields,
which were in fact not optimized for describing transport properties. However, the
simulation results are acceptable since the correct magnitude and qualitative trends
for the self-diffusivities are predicted. At 303 K, CO2 diffuses faster than N2O in pure
water and 30% MEA solution, whereas in ethanol and heptane CO2 diffuses slower.
Our simulation results are in agreement with the experimental data. The diffusion of
CO2 is the fastest in heptane and the slowest in a 30% MEA solution and obeys the
following order: 30% MEA solution < water < ethanol < heptane. A similar order
of diffusivities can be observed for N2O. This confirms that our models and methods
are consistent. Considering the error bars, the EPM2 and TraPPE models exhibit
no major difference in deviations from experiments. However, the TIP4P model
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Table 5.4: The self-diffusivity ratios of CO2 and N2O in water, ethanol, n-heptane, and a 30% MEA
solution at a temperature of 303 K. Simulation results are compared to the experimental data. The
different models for CO2 and water is indicated.

Solvent [DCO2/DN2O]sim [DCO2/DN2O]exp Difference
EPM2 TraPPE EPM2 TraPPE

water (SPC/E) 1.14 ± 0.07 1.15 ± 0.04 1.06 [33] +7.5% +8.5%
water (TIP4P) 1.07 ± 0.04 1.02 ± 0.03 1.06 [33] +0.9% −3.8%

ethanol 0.87 ± 0.02 0.87 ± 0.02 0.96 [219] −9.4% −9.4%
n-heptane 0.93 ± 0.01 0.94 ± 0.01 n/a n/a n/a

30% MEA (SPC/E) 1.10 ± 0.04 1.02 ± 0.05 n/a n/a n/a
30% MEA (TIP4P) 1.07 ± 0.05 1.05 ± 0.06 n/a n/a n/a

combined with CO2 seems to perform better, while the SPC/E model combined
with MEA and CO2 seems to yield results in better agreement with experiments.

To validate the CO2/N2O analogy for the diffusivity as stated in Eq. (5.2), the
diffusivity ratios of CO2 to N2O in the various solvents have been calculated at 303
K and are listed in Table 5.4. The ratios are very close to the experimental value
and the differences are almost within 10%. A comparison of the diffusivity in the
pure solvents shows that the CO2/N2O ratios in water are all above unity while the
CO2/N2O ratios in ethanol and heptane are all below unity. The ratios are assumed
to be sensitive to the solvent dipole moments. In pure solvents with a larger dipole
moment (e.g. water), CO2 diffuses faster than N2O while in solvents with a smaller
dipole moment (e.g. heptane), CO2 diffuses slower. When we compare water to
a 30% aqueous MEA solution, it is clear that the CO2/N2O diffusion ratios are
comparable. All the CO2/N2O ratios are approximately 1.1 (within 10% error).
This indicates that the CO2/N2O analogy for diffusivity as stated in Eq (5.2) is
valid for the investigated conditions.

In the following, we elucidate the CO2/N2O analogy and its possible extension.
The well-known Wilke-Chang’s equation [220, 221] is invoked, which provides a
general correlation of the diffusion for a binary mixture of solute A in a solvent B.
This correlation for the diffusion coefficient in an infinitely diluted solution equals:

DAB =
7.4 · 10−8(φMB)1/2T

ηBV 0.6
A

(5.7)

where DAB (cm2/s) is the self-diffusion coefficient of A in B, φ (dimensionless)
refers to association factor of the solvent B, MB (g/mol) is the molecular weight
of solvent B, T (K) is the temperature, ηB (cP) is the viscosity of the solvent B,
and VA (cm2/mol) represents the molar volume of the solute A at its normal boil-
ing temperature. Wilke and Chang [220] claimed that this equation could achieve
90% accuracy. Applying this equation to predict the diffusivity ratio results in:
DCO2

/DN2O = [VN2O/VCO2
]0.6. This formula indicates that the diffusivity ratio of

gases at infinite dilution is directly linked to the molar volume of the solutes. In
the case of DCO2/DN2O in water, a constant ratio of 1.04 is obtained from experi-
ments (VCO2

= 34.0 cm2/mol, VN2O = 36.4 cm2/mol) [220]. This prediction agrees
quite well with our simulation which shows that the DCO2

/DN2O ratio in water is
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approximately 1.1 (±10%). Moreover, Wilke-Chang’s equation is more general and
indicates that the ratio could be temperature independent. Therefore, it is rea-
sonable to believe that the CO2/N2O analogy for the diffusivity (Eq (5.2)), once
validated at 303 K (in our case), can be extended to other temperatures as well.

To find out whether or not the reactions of CO2 with amine will have an in-
fluence on the diffusion behavior of CO2, the same fully reacted system was set
up (as discussed in the previous subsection). 1 CO2 molecule was solvated in a
system consisting of 28 carbamate ion (HOCH2CH2NHCOO−) particles, 28 amine
ion (HOCH2CH2NH+

3 ) particles and 444 water molecules. The SPC/E model was
used for water and the EPM2 was used for CO2. The self-diffusivities are com-
puted as (1.85 ± 0.05) × 10−9 m2/s for the non-reacted system and (1.70 ± 0.06)
× 10−9m2/s for the fully reacted system. The diffusion rate of CO2 is slower in the
solution containing the reaction products of the reaction between CO2 and MEA
than in the unreacted MEA solution. However, the difference in CO2 diffusivity is
less than 10% between the reacted system and the non-reacted system. This result
indicates that the CO2/N2O analogy for the diffusivity is probably also applicable
during the reaction stage of the process.

5.4 Conclusions
This chapter aims to validate “the CO2/N2O analogy” using molecular simulation.
Due to the molecular similarity, N2O is often substituted for CO2 to establish phys-
ical properties (e.g. solubility and diffusivity) of CO2, which are otherwise inacces-
sible due to the presence of a chemical reaction (e.g. CO2+amine). This apparent
transferability between the physical properties of CO2 and N2O is known as the
CO2/N2O analogy. The Continuous Fractional Component Monte Carlo (CFCMC)
method in the osmotic ensemble was used to predict the Henry coefficients of CO2

and N2O in water, ethanol, n-heptane, and 30% MEA solution at a temperature of
303 K. Molecular Dynamics simulations were performed to compute the diffusivity
of CO2 and N2O in the aforementioned solvents at 303 K. Different models for CO2

and H2O were compared when conducting these simulations. For the gas solubility,
the TIP5P is found to be a better solvent model than the SPC/E and TIP4P mod-
els, while for the gas diffusivity the SPC/E and TIP4P models perform better than
the TIP5P model. No significant difference can be observed between the EPM2
and TraPPE models for CO2, but the Henry coefficient of CO2 (TraPPE) in water
is in closer agreement with experimental data. The Monte Carlo simulations cor-
rectly predict the CO2/N2O solubilities in the investigated solvents, which exhibit
the following solubility order: heptane > ethanol > 30% MEA > water. Molecular
Dynamics simulations also correctly predict the observed CO2/N2O diffusivities in
the solvents, which obeys the following order: heptane > ethanol > water > 30%
MEA. The simulation results indicate that the CO2/N2O analogy is valid for water
and 30% MEA solution at 303 K. The ratio of the Henry coefficients CO2/N2O
is approximately 0.77 (±10%) and the ratio of the self-diffusivities CO2/N2O is
around 1.1 (±10%). Additional simulations were performed to investigate the effect
of a chemical reaction between CO2 and MEA on the physical solubility and self-
diffusivity of CO2. The simulation results indicate that both the physical solubility
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and the self-diffusivity of CO2 are lower in the system containing reaction products
of CO2 and MEA, which is a result of the reaction between CO2 and MEA.
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Solubility of Pre-combustion Gases in Ionic Liquids

This chapter is based on the following publication: M. Ramdin, S.P. Balaji, J.M. Vicent-Luna,
J.J. Gutierrez-Sevillano, S. Calero, T.W. de Loos, T.J.H. Vlugt, Solubility of the Precombustion
Gases CO2, CH 4, CO, H 2, N 2, and H 2S in the Ionic Liquid [bmim][Tf2N] from Monte Carlo
Simulations, J. Phys. Chem. C 2014, 118, 23599-23604 [49]

101



6

102 Solubility of Pre-combustion Gases in Ionic Liquids

6.1 Introduction
Carbon dioxide (CO2) capture using chemical solvents like monoethanolamine (MEA)
is a mature technology used for decades in natural gas sweetening and the hydro-
gen purification process [159]. Application of the amine process for CO2 capture
from flue gas at post-combustion (i.e. low pressure) conditions is mainly hindered
by the high energy consumption and the immense scale of the problem [15, 222].
To give an impression of the scale of flue gas production relative to the scale of
natural gas processing, consider the following example. The global CO2 emission
and the global natural gas production in 2012 was 34.5 billion tonnes (∼17580 bil-
lion cubic meters (bcm)) and 3364 bcm, respectively [223, 224]. Assuming that
the flue gas and the raw natural gas contained 10 % CO2, one can calculate the
actual volume of flue gas or natural gas that had to be processed at the power plant
(175800 bcm) or at the well (3738 bcm), respectively. This simple example shows
that the global scale of flue gas production is ∼50 times larger than the global scale
of natural gas production. Moreover, the estimated energy penalty of a coal-fired
power plant using MEA for CO2 capture is in the range of 25 to 45 % [25]. A huge
amount of steam/energy is required in the desorber for solvent regeneration and
concurrent liberation of the chemically complexed CO2 [8]. Post-combustion CO2

capture inevitably requires a chemical solvent, because the low partial pressure of
CO2 (0.1 - 0.15 bar) in the flue gas eliminates the use of physical solvents [15, 25].
In contrast to post-combustion capture, pre-combustion CO2 capture in integrated
gasification combined cycle (IGCC) plants allows the use of physical solvents, since
the partial pressure of CO2 in the syngas is 100 - 1000 times higher than that of
post-combustion conditions [225]. The pre-combustion process involves a reaction of
the fuel with air/oxygen and steam to produce syngas, which is a mixture of carbon
monoxide (CO) and hydrogen (H2). In the case of natural gas as fuel, the syngas is
produced via the steam-reforming reaction [226]:

CH4 + H2O 
 CO + 3H2 (R1)

In a next step, the CO is converted according to the water-gas-shift (WGS) reaction
to CO2 and more H2:

CO + H2O 
 CO2 + H2 (R2)

After separating the CO2 from H2, the hydrogen-rich fuel can be used in many appli-
cations like gas turbines for electricity production, engines, fuel cells, and chemical
synthesis such as ammonia, methanol and Fischer-Tropsch fuels [227]. The ad-
vantage of pre-combustion CO2 capture is the relatively high partial pressure of
CO2 after the WGS reaction allowing for less expensive separation methods in-
cluding physical absorption/adsorption and membranes [17, 228]. Several existing
solvents (e.g. amines, Selexol and Rectisol) and new materials (e.g. zeolites and
metal-organic frameworks (MOFs)) have been considered for pre-combustion CO2

capture [7, 229–231]. The reader is referred to the recent work of Liu et al. [227]
for an excellent state-of-the-art review of technologies used for hydrogen/syngas
production and purification.
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The focus of this chapter is to investigate the separation of CO2 from syngas,
either before or after the water gas shift reaction, using the ionic liquid (IL) 1-butyl-
3-methylimidazolium bis(trifluoromethylsulfonyl)imide [bmim][Tf2N]. The equilib-
rium reactions R1 and R2 yield a mixture of reactants and products, which will
require a separation step downstream of the process. The relevant separation se-
lectivities are CO2/CH4, CO2/CO, CO2/H2, CO2/N2 if air instead of pure oxygen
is used, and CO2/H2S if the syngas is not desulfurized prior to CO2 removal. The
selectivity of one gas over the other can be calculated from solubility data of the
corresponding gases in the IL. Unfortunately, solubility data of sparingly soluble
gases (e.g. H2, N2 and CH4) or toxic gases (e.g. CO and H2S) are scarcely reported
in the literature. An alternative tool for these difficult to conduct experiments is
provided by means of molecular simulations. Here, Monte Carlo simulations using a
classical force field have been used to predict the solubility of the gases CO2, CH4,
CO, H2, N2 and H2S in the IL [bmim][Tf2N] and whenever possible a comparison
with experimental data is provided.

This chapter is organized as follows. In section 6.2, the simulation details (i.e.
force fields and simulation methodology) are outlined. Subsequently, the results on
gas solubilities and selectivities are presented and discussed thoroughly in section
6.3. Our findings are summarized in section 6.4

6.2 Simulation Details
The recently developed Continuous Fractional Component Monte Carlo (CFCMC)
method in the osmotic ensemble has been used to compute absorption isotherms of
the pre-combustion gases CH4, CO2, CO, H2, N2, and H2S in the IL [bmim][Tf2N] [70,
77, 78, 194]. This method has been discussed in detail in chapter 3.

A classical force field including bond-stretching, bond-bending, torsion, Lennard-
Jones (LJ) and electrostatic interactions was used for the IL molecules in our simula-
tions. The force field parameters for the IL [bmim][Tf2N] have been taken from Liu
and Maginn [198]. The molecular models used for the gases contain one or more LJ
interaction sites with or without partial charges and/or dipoles. All the gases have
been treated as rigid in the simulations. The standard TraPPE model was used for
the gases CH4, CO2 and N2 [181]. The CO model, which includes a dipole moment,
has been adopted from Martín-Calvo et al. [232]. For H2, the two-center LJ model
of Cracknell has been applied [233]. For H2S, three different models have been used;
the three-site (3S) model of Kamath et al. [234], the four-site (4S) model of Kristóf
and Lizi, [235] and the five-site (5S) model of Gutiérrez-Sevillano et al. [236]. The
Lorentz-Berthelot mixing rules were adopted for the LJ interactions between unlike
atoms [51]. The Ewald method with a relative precision of 10−5 was applied to
account for the long range electrostatic interactions. The LJ interactions were trun-
cated and shifted at 12 Å and no tail corrections were applied. All simulations were
performed in the osmotic ensemble, which implies that the fugacity of the gas (f),
the number of (nonvolatile) IL molecules (N), the total hydrostatic pressure (P )
and the temperature (T ) were all fixed. The volume of the system and the number
of gas molecules in the liquid-phase will change as a consequence of the imposed
pressure and fugacity in order to satisfy the equilibrium condition fVi = fLi . Note
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that the Gibbs phase rule is not violated by disallowing IL molecules in the gas
phase, because the number of equilibrium conditions and the number of intensive
variables are both reduced by one [237]. Furthermore, the assumption that only so-
lutes without IL molecules are present in the gas phase is reasonable, since ILs have
a negligible vapor pressure [238]. The fugacity of the gases was obtained from the
Peng-Robinson (PR) equation of state (EoS) [203]. The λ moves were biased using
the Wang-Landau sampling scheme, which enforces the system to visit all the pos-
sible λ states and to achieve a flat histogram for λ [144]. The Configurational-Bias
Monte Carlo (CBMC) scheme was used to sample the internal degrees of freedom
of the IL molecules [53, 115, 119, 124].

The CFCMC simulations were executed at a temperature of 333.15 K using an
ensemble of 50 IL molecules. All the MC simulations were performed using the
molecular simulation tool RASPA [117]. In order to reduce the simulation time,
however, the IL structure was first equilibrated using Molecular Dynamics (MD)
simulations in GROMACS [239]. After an energy minimization step, an ensemble of
50 IL molecules were simulated for 2 ns in the NPT ensemble. In a subsequent step,
the atomic positions and velocities of the equilibrated ensemble were transferred to
RASPA to perform the actual CFCMC simulations. The CFCMC simulations were
started with an equilibration run of 50000 MC cycles, where the number of MC
steps in a cycle equals the total number of molecules in the simulation box. In this
equilibration run, the weights of the various MC moves are adjusted to obtain 50
% acceptance rates. The production runs consisted of 0.5 to 1 million cycles, where
the exact number was dictated by the convergence characteristics of the system.
The reported data were obtained from block averages, and the standard deviation
was used to calculate the uncertainty. The CPU time required to compute the
solubilities ranged from 3-4 weeks in total for the equilibration and production runs
using state-of-the-art computation facilities.

6.3 Results and Discussion
6.3.1. Solubility
The solubility of CO2, CH4, CO, H2, N2 and H2S in the IL [bmim][Tf2N] was
obtained from MC simulations in the osmotic ensemble at a temperature of 333.15 K
and pressures up to 15 MPa. In Fig. 6.1 and Tables 6.1, 6.2, 6.3, 6.4, the solubility of
CO2, CH4, CO and H2 obtained from the MC simulations is, respectively, compared
with the experimental data of Raeissi et al. [240–243]

The experimental uncertainty is typically 0.003 in the mole fractions, whereas
the uncertainty in the simulations is typically lower than 0.002 in the mole fractions.
The uncertainty of the simulations will only be reported if this is higher than the
experimental uncertainty. The MC simulations slightly underpredict the solubility
of CO and H2, but the agreement is excellent for the gases CO2 and CH4 even
at higher pressures. The simulation results for N2 solubility in [bmim][Tf2N] are
reported in Table 6.5 and depicted in Fig. 6.1.

For this system no experimental data has been reported, but the predicted solu-
bilities are in between that of H2 and CO, which is consistent with the trend observed
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Figure 6.1: Solubility of CO2, CH4, CO, H2 and N2 in [bmim][Tf2N] from MC simulations (open
symbols) and experiments (filled symbols) at a temperature of 333.15 K. CO2 experiments (filled dia-
monds) and MC data (open diamonds); CH4 experiments (filled squares) and MC data (open squares);
CO experiments (filled triangles) and MC data (open triangles); H2 experiments (filled circles) and MC
data (open circles), and MC data of N2 (stars). Lines are Peng-Robinson equation of state modeling
results [47, 203].

in other ILs [8, 244–246]. The H2S solubilities obtained from MC simulations using
the three different H2S models are compared with the experimental data of Jalili et
al. [247] in Fig. 6.2 and Table 6.6.

The MC simulations highly overpredict the H2S solubility, regardless of the used
H2S model, compared to the experimental data of Jalili et al. The 3S model of
Kamath et al. and the 4S model of Kristóf and Lizi are slightly in better agree-
ment with the experimental data than the 5S model of Gutiérrez-Sevillano et al.
Differences can be attributed to the used force field, but the simulation results are
acceptable considering that none of the interaction parameters used in this study
were fitted to the experimental solubility data of [bmim][Tf2N]. Moreover, the MC
simulations correctly predict the experimental solubility trend, which obeys the fol-
lowing order: H2S > CO2 > CH4 > CO > N2 > H2. These results show that
molecular simulation is a promising tool for predicting gas solubilities in complex
systems like ionic liquids.
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Table 6.1: Solubility of CO2 (1) in the IL [bmim][Tf2N] (2) at a temperature of 333.15 K and different
pressures.

p/MPa xexp.
1 xsim.

1 difference/%
0.569 0.085 0.082 3.3
1.373 0.189 0.182 3.7
2.392 0.293 0.278 4.8
3.469 0.382 0.361 5.3
5.396 0.487 0.462 5.0
6.159 0.526 0.495 5.8
7.908 0.585 0.550 6.1

Table 6.2: Solubility of CH4 (1) in the IL [bmim][Tf2N] (2) at a temperature of 333.15 K and different
pressures.

p/MPa xexp.
1 xsim.

1 difference/%
1.591 0.030 0.029 3.8
3.063 0.056 0.055 1.5
4.900 0.091 0.086 5.6
7.320 0.122 0.115 5.9
10.497 0.163 0.145 10.7

Table 6.3: Solubility of CO (1) in the IL [bmim][Tf2N] (2) at a temperature of 333.15 K and different
pressures.

p/MPa xexp.
1 xsim.

1 difference/%
4.871 0.051 0.037 27.1
6.153 0.063 0.049 21.8
7.558 0.075 0.058 22.4
10.326 0.099 0.072 27.1
15.000 - 0.097 -

Table 6.4: Solubility of H2 (1) in the IL [bmim][Tf2N] (2) at a temperature of 333.15 K and different
pressures.

p/MPa xexp.
1 xsim.

1 difference/%
4.167 0.0212 0.015 30.3
5.047 0.0283 0.019 31.3
6.849 0.035 0.023 33.0
10.216 0.0516 0.039 23.7
15.000 - 0.047 -
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Table 6.5: Solubility of N2 (1) in the IL [bmim][Tf2N] (2) at a temperature of 333.15 K and different
pressures.

p/MPa xsim.
1

5.00 0.022
7.50 0.033
10.00 0.043
12.50 0.056
15.00 0.071

Table 6.6: Solubility of H2S (1) in the IL [bmim][Tf2N] (2) at a temperature of 333.15 K and different
pressures.

H2S model p/MPa xexp.
1 xsim.

1 difference/%
H2Sa 0.133 0.055 0.115 109.2

0.345 0.148 0.230 55.1
0.494 0.206 0.306 48.3
0.682 0.272 0.398 46.2
0.835 0.322 0.451 39.9

H2Sb 0.133 0.055 0.114 107.7
0.345 0.148 0.244 64.6
0.494 0.206 0.316 53.4
0.682 0.272 0.405 48.8
0.835 0.322 0.479 48.8

H2Sc 0.133 0.055 0.112 103.5
0.345 0.148 0.251 69.8
0.494 0.206 0.342 66.1
0.682 0.272 0.412 51.4
0.835 0.322 0.500 55.3

a Three-site model of Kamath et al. [234]
b Four-site model of Kristóf and Lizi [235].
c Five-site model of Gutiérrez-Sevillano et al. [236].
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Figure 6.2: Solubility of H2S in [bmim][Tf2N] at a temperature of 333.15 K. Experiments (filled circles)
and MC data: 3S H2S model (filled squares), 4S H2S model (filled diamonds) and 5S H2S model (filled
triangles). The solid line represents the results from the modeling using the Peng-Robinson equation
of state [47, 203].
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Table 6.7: Henry constants of CO2, CH4, CO, H2, N2, and H2S in Selexol and the IL [bmim][Tf2N] at
a temperature of 333.15 K.

Solute Hexp.
Selexol/MPa Hexp.

IL /MPa Hsim.
IL /MPa difference/%

CO2 6.81a 6.56 7.10 8.2
CH4 40.13a 52.4 53.7 2.5
CO - 95 125.9 33.0
H2 193b 199 271.7 36.3
N2 151b - 225.7 -

H2S (3S) 1.01c 2.17 1.15 47.0
H2S (4S) 1.01 2.17 1.16 46.5
H2S (5S) 1.01 2.17 1.17 46.1

a Taken from Rayer et al. [248, 249]
b Calculated from Gainar et al. [250]
c Taken from Xu et al. [251]

6.3.2. Selectivity
The separation performance of a real process is not governed by the solubility, but
the key parameter is the selectivity of a target component with respect to the other
components in the mixture [47, 48]. This means that a good solvent for CO2 capture
at pre-combustion conditions should have a high CO2 solubility, but at the same
time a low capacity for the other gases (e.g. CH4). The ideal selectivity can be
calculated in many different ways from the pure gas solubility data [48]. Here, the
ratio of the Henry constants is used to quantify the ideal selectivity (SI

i/j), where i
is the target component and j the undesired component [48]:

SI
i/j =

(
Hj

Hi

)
T

(6.1)

The Henry constants of the solutes i in the solvent j, [bmim][Tf2N], are calculated
from Eq. (5.5). The Henry constants derived from the MC data are compared with
the experimental data in Table 6.7. The agreement between the MC data and the
experiments is excellent for the gases CO2 and CH4. For the other gases the absolute
deviation between the predicted and experimental Henry constants can be as high as
40 %. However, the sparingly soluble gases (CO, H2 and N2) are generally difficult
to measure and consequently the uncertainty in the experimental Henry constant
is often large (e.g. in some cases up to 50 %) [8]. The relevant selectivities for
the pre-combustion process were calculated using Eq. (6.1) and compared with
experimental data in Table 6.8.

The absolute deviation between the predicted and experimental selectivities are
of the same order as for the Henry constants. It is important to note that the high
CO2/CH4, CO2/CO, CO2/N2 and CO2/H2 selectivities indicate a great potential
of [bmim][Tf2N] for CO2 removal from the pre-combustion process. However, the
syngas should be desulfurized before the CO2 removal step, because CO2 cannot be
removed selectively in the presence of H2S. A comparison of the Henry constants and
the selectivities of the gases in [bmim][Tf2N] and the widely used solvent Selexol is
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Table 6.8: Selectivity of CO2, CH4, CO, H2, N2, and H2S in Selexol and the IL [bmim][Tf2N] at a
temperature of 333.15 K.

Separation Sexp.
Selexol Sexp.

IL Ssim.
IL difference/%

CO2/CH4 5.9a 8.0 7.6 5.3
CO2/CO - 14.4 17.7 23.0
CO2/H2 25b 30.4 38.3 26.0
CO2/N2 20b - 31.8 -
CO2/H2S 0.15c 0.33 0.16 51.0
CO2/H2S 0.15 0.33 0.16 50.6
CO2/H2S 0.15 0.33 0.16 50.2

a Calculated from Rayer et al. [248, 249]
b Calculated from Gainar et al. [250]
c Calculated from Xu et al. [251]

provided in Tables 6.7 and 6.8, respectively. Clearly, the Henry constants and the se-
lectivities in both solvents are very similar, hence considering the price/performance
ratio the Selexol solvent outperforms the costly IL [bmim][Tf2N].

6.4 Conclusions
Monte Carlo simulations were used to predict the solubility of the single gases CO2,
CH4, CO, H2, N2 and H2S in the ionic liquid (IL) 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [bmim][Tf2N]. Simulations in the osmotic ensem-
ble were performed to compute absorption isotherms at a temperature of 333.15
K using the versatile Continuous Fractional Component Monte Carlo (CFCMC)
method. The predicted gas solubilities and Henry constants are in good agreement
with the experimental data. The MC simulations correctly predict the observed
solubility trend, which obeys the following order: H2S > CO2 > CH4 > CO >
N2 > H2. The CO2/CH4, CO2/CO, CO2/N2, CO2/H2 and CO2/H2S selectivities
relevant for the pre-combustion CO2 capture process were calculated from the ratio
of pure gas Henry constants. The results indicate that [bmim][Tf2N] can effectively
capture CO2 at pre-combustion conditions, but the syngas should be desulfurized
prior to CO2 removal, because H2S is three times more soluble than CO2. Moreover,
we have shown that molecular simulations can be used to predict gas solubilities in
complex systems like ionic liquids.
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Summary

The increase in concentrations of greenhouse gases is responsible for global warming
over the past few years. A major portion of the emitted greenhouse gases contains
carbon dioxide (CO2). The capture of carbon dioxide from the effluent sources, its
transport, and storage has been identified as the most promising method to miti-
gate global warming by reducing the carbon footprint in the atmosphere. Carbon
dioxide is mainly discharged as flue gas into the atmosphere from power plants
which operate on coal, oil, and natural gas. Post-combustion CO2 capture pro-
cesses mainly use chemical solvents like monoethanolamine (MEA) to capture CO2

from flue gas streams. The regeneration of CO2 from the rich solvents is an energy
intensive process which decreases the overall efficiency. Other issues like solvent
volatility/corrosiveness, toxicity, and solvent costs are critical for choosing the best
solvent for post-combustion capture. Chemical solvents like monoethanolamine have
been used in the industry since early 1960’s and are widely used today. There is a
need for designing new solvents which are less energy intensive, less toxic and corro-
sive than the ones existing in the industry. Solvent design is extremely challenging,
since there are potentially millions of molecules that can be used as a solvent for
post-combustion CO2 capture and to find the best solvent is extremely difficult from
an experimental point of view. In this thesis, we develop advanced techniques and
methods that can potentially be used to screen large number of solvent molecules
and to potentially select the most promising ones. Existing molecular methods are
insufficient to efficiently describe the chemisorption and diffusion of CO2 in liquid
solvents. We have developed new methods to study the different thermodynamic
processes taking place between the CO2 and solvent molecules.

To describe the interaction of CO2 in different solvents, it is imperative to un-
derstand the various thermodynamic processes i.e. solubilities and diffusion of CO2

with these solvents. The knowledge of Fick diffusion coefficients is important for
designing mass transfer equipment in industry. The thermodynamic factor is needed
for converting a gradient in chemical potential into a concentration gradient. Exist-
ing methods to compute thermodynamic factors which are used in calculating the
Fick diffusivities are either inefficient, inaccurate or require a non-trivial interpreta-
tion of the results. In chapter 2, we have presented a new approach to compute the
matrix of thermodynamic factors [Γ] of n-component systems using the Permuted
Widom particle insertion method. The key advantage of our approach is that we can
compute the matrix of thermodynamic factors [Γ] from a single simulation without
any additional computational cost. We have computed the thermodynamic factors
for binary and ternary Lennard-Jones systems and compared our results with the
thermodynamic factors obtained from a numerical differentiation of activity coeffi-
cients using the central difference method and also with the physically-based NRTL
model. The results for the thermodynamic factors from the methods are in excellent
agreement. The Permuted Widom test particle insertion method also serves as an
independent check to confirm the applicability of the newly formulated Kirkwood-
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132 Summary

Buff theory for closed systems when applied to salt solutions.
Molecular simulations in open ensembles are convenient for the computation

of thermodynamic properties of systems with CO2. Efficiencies and accuracies of
Monte Carlo methods in open ensembles crucially depend on the probability of suc-
cessful insertions and deletions of molecules. At higher densities, these probabilities
are very low due to overlaps with the existing molecules. Advanced methods like
Configurational-Bias Monte Carlo (CBMC) and the Continuous Fractional Com-
ponent Monte Carlo (CFCMC) have been developed to increase the efficiencies of
insertions in high density systems. In chapter 3, we compare the efficiencies of
CBMC and CFCMC at high densities. We have also developed a new method com-
bining the Continuous Fractional Component Monte Carlo and Configurational-Bias
(CB/CFCMC). We have derived the acceptance rules for this method in different
ensembles and compared this method with CBMC and CFCMC. We find that,
at medium and high densities, the efficiency of insertion can be summarized by
CB/CFCMC > CFCMC > CBMC > MC. CB/CFCMC has a clear advantage for
long chain molecules, since it avoids having to generate ideal gas configurations for
the CFCMC insertions. Although this generation might be cheap, for increasing
chain lengths the molecular configurations increasingly deviate from their ideal gas
configuration. The CFCMC will be inefficient here while the CB/CFCMC could
still work by growing the molecule atom by atom. These methods are extensively
used in our research.

The chemisorption process using chemical solvents for post-combustion CO2 cap-
ture is mainly driven by the reactions that take place between the CO2, mono-
ethanolamine (MEA) and water. For a complete molecular understanding on how
a chemical absorption process works, it is necessary to obtain the equilibrium spe-
ciations of the different molecules and to study the impact of different reaction
pathways. In chapter 4, Monte Carlo simulations in the Reaction Ensemble using
a Continuous Fractional Component method (RxMC/CFC) are used to compute
the equilibrium speciation of all relevant species in the chemisorption of CO2 with
aqueous MEA solutions. The RxMC/CFC method in combination with the os-
motic ensemble is used to compute the absorption isotherms of CO2 in an aqueous
MEA solvent. An excellent agreement with experimental results was observed. This
RxMC/CFC methodology opens up possibilities to investigate the effect of the sol-
vents in the reactions. Chemisorption of CO2 in different solvents can be studied
computationally to obtain the equilibrium concentrations and absorption isotherms.
Only the thermodynamics need to be considered here and the different transition
states or reaction pathways can be ignored. This method may also investigate the
effect of the chemistry of the amines, for example by adding different functional
groups.

Establishing the physical solubilities and diffusivities of CO2 in chemical sol-
vents is extremely difficult using experiments since diffusion and absorption of CO2

molecules in a chemical solvent take place simultaneously. Due to reactions between
CO2 and the chemical solvents, the solubility of CO2 measured in experiments is
the total solubility. The total solubility combines both physical and chemical ab-
sorption as there are almost no unreacted CO2 molecules remaining. To calculate
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the physical solubilities and diffusivities, the so-called “CO2/N2O analogy” is used
which replaces CO2 with the molecularly similar N2O. In this way, the thermody-
namic properties of CO2 are estimated from those of N2O. In chapter 5, we aim
to validate the “CO2/N2O analogy” using molecular simulations. Molecular simula-
tions are the only way to validate the analogy since molecular simulations allow the
possibility to switch the reactions on or off, unlike in experiments. The CFCMC
method in the osmotic ensemble and Molecular Dynamics simulations were used to
predict the Henry coefficients and diffusivities respectively, of CO2 and N2O in wa-
ter, ethanol, n-heptane, and a 30% MEA solution (with chemical reactions involving
CO2-MEA-H2O turned off) at a temperature of 303 K. We find that Monte Carlo
simulations correctly predict the CO2/N2O solubilities in the investigated solvents.
The solubility of CO2 in the solvents follows the order: heptane > ethanol > 30%
MEA (without chemical reactions) > water. Molecular Dynamics simulations also
correctly predict the observed diffusivities of CO2 and N2O in these solvents, which
obeys the following order: heptane > ethanol > water > 30% MEA (without chem-
ical reactions). The simulation results indicate that the CO2/N2O analogy is valid
for water and 30% MEA solution at 303 K (with reactions involving CO2-MEA-H2O
turned off) with ca. 10% error. We perform additional simulations to investigate
the effect of a chemical reaction between CO2 and MEA on the physical solubility
and self-diffusivity of CO2. The simulation results indicate that both the physical
solubility and the self-diffusivity of CO2 are lower in the system containing reaction
products of CO2 and MEA, which is a result of the reaction between CO2 and MEA.

The Monte Carlo methods described in chapter 3 are used to study the phys-
ical solubilities of single gases in ionic liquids (ILs). Chapter 6 provides the re-
sults of the Monte Carlo simulations that were used to compute the solubility of
single gases CO2, CH4, CO, H2, N2, H2S in the IL 1-butyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)imide [bmim][Tf2N] using the CFCMC method. The
predicted gas solubilities and Henry constants are in good agreement with exper-
imental data. The MC simulations correctly predict the experimentally observed
solubility trend, which obeys the following order: H2S > CO2 > CH4 > CO >
N2 > H2. The CO2/CH4, CO2/CO, CO2/N2, CO2/H2 and CO2/H2S selectivities
relevant for the pre-combustion CO2 capture process were calculated from the ratio
of pure gas Henry constants. The results indicate that [bmim][Tf2N] can effectively
capture CO2 at pre-combustion conditions, but synthesis gas should be desulfurized
prior to CO2 removal, because H2S is three times more soluble than CO2. We have
shown that molecular simulations can be used to predict gas solubilities in complex
systems like ILs.

There is a large demand in the industry for new solvents which are more efficient,
less toxic and corrosive and are cheaper than the existing solvents. Designing such
solvents is not straightforward. Extensive tests need to be performed to test the
efficiency, toxicity, capacity, etc. which are challenging and time consuming. We
feel that having efficient, accurate and fast tools to screen a large number of solvent
molecules to find promising solvents will enable the early deployment of the new
solvents in industry. The molecular simulation methods we have described in this
thesis may be that perfect tool.





Samenvatting

De toename van broeikasgassen is verantwoordelijk voor de opwarming van de aarde
in de afgelopen jaren. Een groot deel van de uitgestoten broeikasgassen bevat kool-
stofdioxide (CO2). De opvang van koolstofdioxide, het transport, en opslag is de
meest veelbelovende methode om de opwarming van de aarde te matigen. Kool-
stofdioxide wordt voornamelijk uitgestoten als rookgassen van energiecentrales die
op kolen, olie, en aardgas draaien. Post-combustion CO2 opvang processen ge-
bruiken hoofdzakelijk chemische oplosmiddelen zoals monoethanolamine (MEA) om
CO2 uit rookgas af te vangen. De regeneratie van de CO2 gebonden oplosmidde-
len is een energie-intensieve proces en zorgt voor een afname van het rendement
van de energiecentrale. Andere factoren zoals de volatiliteit, corrosiviteit, toxiciteit,
en de kosten van het oplosmiddel zijn essentieel voor het selecteren van het juiste
oplosmiddel voor post-combustion opvang. Chemische oplosmiddelen zoals monoet-
hanolamine worden sinds de jaren ’60 veelal gebruikt in de industrie. Er is vraag
naar nieuwe oplosmiddelen welke minder energie-intensief, toxisch, en corrosief zijn
dan de bestaande oplosmiddelen in de industrie. Het ontwerpen van oplosmiddelen
is een uitermate uitdagend probleem, omdat er miljoenen potentiele moleculen zijn
die als oplosmiddel gebruikt kunnen worden voor post-combustion CO2 opvang. Dit
maakt het uitermate lastig om het beste oplosmiddel met behulp van experimenten
te vinden. In dit proefschrift ontwikkelen we geavanceerde technieken en methoden
die in potentie gebruikt kunnen worden om een groot aantal moleculen te scree-
nen en veelbelovende oplosmiddelen te selecteren. Bestaande moleculaire simulatie
methoden zijn ontoereikend om de chemisorptie en diffusie van CO2 in vloeibare
oplosmiddelen te beschrijven. We hebben nieuwe methoden ontwikkeld om de ver-
schillende processen die tussen de CO2 en het oplosmiddel moleculen plaatsvinden
te beschrijven.

Om de interacties tussen CO2 en de verschillende oplosmiddelen te beschrijven is
het noodzakelijk om de verschillende thermodynamische grootheden, dat wil zeggen
oplosbaarheden en diffusie van CO2 in de oplosmiddelen, te kunnen beschrijven. De
kennis van Fick diffusiecoëfficiënten is belangrijk voor het ontwerpen van reactoren
en andere apparaten in de procesindustrie. De thermodynamische factor is nodig
om gradiënten in de chemische potentiaal te kunnen converteren naar concentratie
gradiënten. Bestaande methoden om thermodynamische factoren en Fick diffusi-
viteiten uit te rekenen zijn inefficiënt, onnauwkeurig of vereisen een niet-triviale
interpretatie van de resultaten. In hoofdstuk 2 hebben we een nieuwe aanpak gepre-
senteerd om de matrix van de thermodynamische factoren [Γ] van n-componenten
systemen uit te rekenen door gebruik te maken van de zogenaamde “Permuted Wi-
dom particle insertion” methode. Het belangrijkste voordeel van onze aanpak is
dat we maar één simulatie nodig hebben om de matrix van de thermodynamische
factoren [Γ] uit te rekenen. We hebben de thermodynamische factoren van binaire
en ternaire Lennard-Jones systemen uitgerekend en de resultaten vergeleken met
de thermodynamische factoren verkregen door de activiteitcoëfficiënten numeriek te
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differentiëren en eveneens vergeleken met het fysisch-gebaseerde NRTL model. De
resultaten van de thermodynamische factoren verkregen uit de verschillende metho-
den zijn met elkaar in overeenstemming. De “Permuted Widom particle insertion”
methode dient ook als een onafhankelijk test om de toepasbaarheid van de nieuw
geformuleerde Kirkwood-Buff theorie voor gesloten systemen toegepast op zout op-
lossingen te bevestigen.

Moleculaire simulaties in ’open ensembles’ zijn uitermate geschikt om thermo-
dynamische eigenschappen van systemen met CO2 uit te rekenen. De efficiëntie en
nauwkeurigheid van Monte Carlo methoden in ’open ensembles’ zijn sterk afhanke-
lijk van de kans op succesvolle ’insertions’ en ’deletions’ van moleculen. Bij hoge
dichtheden zijn deze kansen heel erg laag, omdat moleculen meestal met elkaar over-
lappen. Geavanceerde methoden zoals Configurational-Bias Monte Carlo (CBMC)
en de Continuous Fractional Component Monte Carlo (CFCMC) zijn ontwikkeld om
de efficiëntie van de ’insertions’ bij hoge dichtheden te verhogen. In hoofdstuk 3 ver-
gelijken we de efficiëntie van CBMC en CFCMC voor systemen met hoge dichtheden.
We hebben tevens een nieuw methode ontwikkeld die een combinatie is van Conti-
nuous Fractional Component Monte Carlo en Configurational-Bias (CB/CFCMC).
We hebben de acceptatieregels voor deze methode in verschillende ensembles af-
geleid en deze methode is vergeleken met CBMC en CFCMC. We vinden dat bij
gemiddelde en hoge dichtheden de efficiëntie van ’insertion’ als volgt is CB/CFCMC
> CFCMC > CBMC > MC. CB/CFCMC heeft een duidelijk voordeel voor lange
ketenmoleculen, omdat het niet nodig is om ideale gas configuraties te genereren
voor de CFCMC insertions. Hoewel het CBMC gedeelte rekentijd kost, wijken de
moleculaire configuraties van lange ketens in toenemende mate af van ideale gas
configuraties. In dit geval zal CFCMC inefficiënt zijn, terwijl CB/CFCMC wel ge-
schikt is omdat het molecuul atoom voor atoom wordt gegroeid. Deze methoden
zijn uitgebreid gebruikt in ons onderzoek.

Het onderzoek van het chemisorptie proces van CO2 door middel van chemische
oplosmiddelen wordt gedomineerd door de reacties van CO2 met monoethanolamine
(MEA) en water. Voor een compleet moleculair inzicht in hoe chemische absorptie
werkt, is het verkrijgen van de ’equilibrium speciation’ van de verschillende molecu-
len en bestudering van verschillende reactie mechanismen noodzakelijk. In hoofdstuk
4 zijn Monte Carlo simulaties in de Reaction Ensemble en de Continuous Fractional
Component methode (RxMC/CFC) gebruikt om de ’equilibrium speciation’ van alle
componenten die relevant zijn voor de chemisorptie van CO2 in waterige MEA op-
lossingen uit te rekenen. De RxMC/CFC methode in combinatie met het osmotisch
ensemble is gebruikt om de absorptie isothermen van CO2 in een waterige MEA
oplosmiddel uit te rekenen. Deze resultaten zijn in uitstekende overeenstemming
met de experimentele resultaten. Deze RxMC/CFC methode biedt de mogelijkheid
om het effect van oplosmiddelen op chemische reacties te onderzoeken. Chemisorp-
tie van CO2 in verschillende oplosmiddelen, evenwichtsconcentraties en absorptie
isothermen kunnen met behulp van computersimulaties worden verkregen. Enkel
thermodynamica moet hier in beschouwing worden genomen en de verschillende
transition states en reactie mechanismen kunnen worden genegeerd. De RxMC/CFC
methode kan ook gebruikt worden om het effect van de chemische eigenschappen
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van amines te bestuderen, bijvoorbeeld door functionele groepen toe te voegen aan
het amine.

Het voorspellen van fysische oplosbaarheden en diffusie coefficiënten van CO2

in chemische oplosmiddelen door middel van. experimenten is uitermate moeilijk,
omdat diffusie en absorptie van CO2 in een chemische oplosmiddel gelijktijdig plaats-
vinden. Door de reacties van CO2 met de chemische oplosmiddelen is de gemeten
oplosbaarheid van CO2 in experimenten de totale oplosbaarheid. De totale op-
losbaarheid is een combinatie van fysische en chemische absorptie. De zogenaamde
CO2/N2O analogie, waarbij CO2 wordt vervangen door een moleculair vergelijkbaar
N2O molecuul wordt gebruikt om fysische oplosbarheden en diffusiecoefficiënten uit
te rekenen. Op deze manier worden de eigenschappen van CO2 via N2O geschat.
In hoofdstuk 5 hebben we de CO2/N2O analogie gevalideerd door middel van mo-
leculaire simulaties. Moleculaire simulatie is de enige manier om deze analogie te
valideren, omdat deze in tegenstelling tot experimenten toestaan om reacties aan
of uit te zetten. De CFCMC methode in het osmotisch ensemble en MD simulaties
werden gebruikt om bij 303 K respectievelijk de Henry coëfficiënten en diffusie coef-
ficiënten van CO2 en N2O in water, ethanol, n-heptane, en een 30% MEA oplossing
(met CO2-MEA-H2O reacties uitgezet) te voorspellen. We hebben gevonden dat
de Monte Carlo simulaties de CO2/N2O oplosbaarheden in de onderzochte oplos-
middelen correct voorspellen. De oplosbaarheid van CO2 in de oplosmiddelen volgt
de volgende trend: heptane > ethanol > 30% MEA (zonder chemische reacties) >
water. CO2 en N2O diffusiecoefficiënten in deze oplosmiddelen werden eveneens cor-
rect voorspeld door Moleculaire Dynamica simulaties: heptane > ethanol > water
> 30% MEA (zonder chemische reacties). De simulatieresultaten tonen aan dat de
CO2/N2O analogie geldig is voor water en een 30% MEA (zonder reacties) oplossing
bij 303 K, dit alles binnen een foutenmarge van 10%. We hebben extra simulaties
uitgevoerd om te onderzoeken wat et effect is van een chemische reactie tussen CO2

en MEA op het fysische oplosbaarheid en diffusiecoefficient van CO2 heeft. De si-
mulatieresultaten laten zien dat de fysische oplosbaarheid en de diffusiecoefficient
van CO2 lager zijn in systemen met reactie producten van CO2 en MEA.

De Monte Carlo methoden beschreven in hoofdstuk 3 zijn gebruikt om fysische
oplosbaarheden van pure gassen in ionic liquids (ILs) te bestuderen. Hoofdstuk
6 geeft een overzicht van de CFCMC simulaties die werden gebruikt om oplos-
baarheden van de zuivere gassen CO2, CH4, CO, H2, N2, H2S in de IL 1-butyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide [bmim][Tf2N] uit te rekenen.
De voorspelde gas oplosbaarheden en Henry constanten zijn in goede overeenstem-
ming met de experimentele data. De MC simulaties voorspellen de in de experi-
menten waargenomen trend voor de oplosbaarheid: H2S > CO2 > CH4 > CO >
N2 > H2. De verhouding van de Henry constanten voor de zuivere gassen werden
gebruikt om de relevante selectiviteiten CO2/CH4, CO2/CO, CO2/N2, CO2/H2, en
CO2/H2S voor het pre-combustion CO2 opvang proces uit te rekenen. De resultaten
tonen aan dat [bmim][Tf2N] effectief CO2 kan opvangen bij pre-combustion condi-
ties. Echter, het synthese gas moet eerst ontzwaveld worden, omdat H2S drie keer
beter oplost dan CO2. We laten zien dat moleculaire simulaties gebruikt kunnen
worden om gas oplosbaarheden in complexe systemen zoals ILs te voorspellen.
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Er is een grote vraag vanuit de industrie naar nieuwe oplosmiddelen die efficiën-
ter, minder toxisch en corrosief, en goedkoper zijn dan de bestaande oplosmiddelen.
Het ontwerpen en selecteren van zulke oplosmiddelen is niet eenvoudig. Uitdagende
en tijdrovende experimenten moeten worden uitgevoerd om de efficiency, toxiciteit,
capaciteit en dergelijke, te testen. Een efficiënte, accurate, en snelle tool zal bij-
dragen om een groot aantal oplosmiddelen te screenen en hierdoor veelbelovende
kandidaten te vinden. Dit zal de vroegtijdige ingebruikname van nieuwe oplosmid-
delen in de industrie bevorderen. De moleculaire simulatie methoden beschreven in
dit proefschrift kan hiervoor een belangrijke bijdrage leveren
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