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INTRODUCTION
1.1. COUPLING RESONATORS

Resonators are one of the most fundamental and important models in physics. A resonator is any object that has a natural frequency at which it shows oscillatory motion. There are countless objects and devices that rely on this simple physical fact at a wide range of frequencies:

- A pendulum clock has a frequency which is used to keep track of time (~ Hz).
- The resonance frequency of a guitar string is what gives it its pitch (~ kHz).
- Central processing units in a computer use a quartz resonator to synchronize microinstructions (~ GHz).

Furthermore, these three systems are different types of resonators. The first two systems are mechanical resonators, as their oscillating variable is position (some make a distinction between the two, preferring to call a guitar string an acoustic resonator, although this merely explains the difference in frequency). The last example is an electromagnetic resonator, where the oscillating variable is electric current, or voltage. Resonators are so ubiquitous because almost any system that has a local minimum of potential energy will exhibit oscillatory motion.

If one puts a large assembly of resonators within close proximity one will create travelling waves, which are more often referred to as waves. Once one resonator starts oscillating, the one next to it will also oscillate, and so on, forming a ripple through which a wavefront travels. Sound and surface waves are prime examples of this. For sound, air molecules colliding with each other play the role of mechanical resonators. Waves have a few properties which are counterintuitive. Waves transfer energy from location to location, however, there is no net transfer of mass. While ocean waves may crash on shore and emit energy in the form of heat and sound, in theory, its constituent water molecules do not travel long distances. Waves also add up to each other in ways which are unusual.
1.2. A BRIEF HISTORY OF CAVITY OPTOMECHANICS

Radiation pressure was first proposed by Johannes Kepler almost four hundred years ago [3] as a justification for observing that the tails of comets deviated away from the sun. Conditions for detecting it in the laboratory, however, are far more difficult and scientists only succeeded in measuring it in 1900 [4, 5]. The apparatus that they used consisted of a suspended silver-coated mirror which would show torsion when pressure was applied. When a strong source of light was shone on it, it deflected, revealing an incredibly feeble force.

Radiation pressure in the context of optomechanics was explored most notably by Vladimir Braginsky, whose main interest was the use of ultrasensitive interferometers for the detection of gravitational waves. (Many of his innovations have been included in the...
design of the LIGO interferometers which succeeded in direct detection of gravitational waves only a few years ago [6]. Braginsky predicted that the influence of the mechanical motion on the frequency of the cavity combined with phase-delayed radiation pressure could result in a feedback loop effect called dynamical backaction. This would allow one to control the energy dissipation rate of the mechanical oscillator and effectively heat or cool it depending on the frequency of your input light field. Furthermore, he experimentally verified this mechanism in two separate experiments in the late 60s [7, 8].

Dynamical backaction is a feedback mechanism which is purely classical and doesn’t depend on the quantization of light for its interpretation. Quantum backaction, however, also plays a role, and is especially important when investigating the limits of measurement sensitivity. The quantized nature of light means that there will be noise associated with the randomness of photons arriving at the sensor. Increasing the photon number of your light field will improve your signal-to-noise ratio – the downside being that this reduction in noise will be accompanied by an increase in imprecision due to the increased amount of momentum imparted onto the mechanical oscillator. The optimum balance of these two imprecision sources is called the standard quantum limit [9]. Braginsky further improved on this limit by demonstrating that if one chooses to only measure one quadrature of the oscillating light field, one can go beyond this imprecision limit [10].

Researchers also became interested in using radiation pressure to control the behavior of the mechanical oscillator at the quantum level. The creation of Fock states, superposition states, and entangled states had already been achieved with small particles such as electrons and even molecules, but was a greater challenge for the collective motion of more massive objects. Most protocols for creating quantum states dictated that the oscillator should be at, or near, the ground state, and with many mechanical oscillators having below GHz resonances would require active cooling. This was achieved
by two separate groups in the microwave and optical regime in 2011 [11, 12]. A few years later, a phononic crystal cavity was prepared in a Fock state using postselection [13], and a superconducting drum was prepared in a superposition between ground and excited state [14]. It should be noted that the creation of a macroscopic mechanical superposition state was already achieved in 2010 [15], however, they coupled the mechanical state using a piezoelectric material, not radiation pressure. Researchers have also succeeded in entangling a mechanical resonator with microwave fields [16], and has now been achieved between two separate micromechanical resonators [17, 18].

1.3. Thesis Outline

Chapter 2 discusses the basic background that is necessary for the remainder of this thesis. The optomechanical equations of motion are derived from the standard harmonic oscillator, while also deriving an expression for the reflection coefficient of the cavity. The mode structure and loss mechanisms are discussed for both harmonic oscillators: Silicon nitride membranes and 3D microwave cavities. Some relations that are useful for an integrated capacitive optomechanical system is also given.

Chapter 3 gives a description of the fabrication steps that were made in creating the samples for this thesis. We start with a study on the metalization of commercial silicon nitride membrane resonators. We also go over the fabrication of specially designed trampoline resonators which increase the quality factor considerably, and also discuss the process of metalizing them. Next, the fabrication of the antenna chip and machining of the 3D cavity is covered. A lengthy discussion is reserved for the details of performing the flip-chip with a metalized membrane and an antenna chip with different methods. A last section is dedicated to outlining the measurement systems.

Chapter 4 covers an experiment that we performed where we cooled commercial metalized silicon nitride membranes to dilution refrigerator temperatures. We observe a large increase in quality factor for certain modes and give a brief justification for why we believe this effect occurs.

Chapter 5 is a chapter which explains our design for a split 3D microwave cavity which allows it to be biased with a DC voltage. The reasoning behind the design is discussed and we describe measurements at both room temperature and in a dilution refrigerator. We show that the high quality factor of the cavity is retained even when we introduce the split and add a DC bias to it.

Chapter 6 discusses an optomechanical system with a silicon nitride membrane and a low quality factor 3D microwave cavity. We observe amplification of our microwave probe tone when measuring optomechanically induced transparency in the side-band unresolved limit. The justification of the amplification reveals a mechanism that does not depend on any dynamical effects, but purely on frequency mixing. Furthermore, the configuration has the ability to reach quantum-limited amplification easily attainable in dilution refrigerators.
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This chapter introduces the basic theoretical foundation that is necessary to understand the other chapters in this thesis. We start from individual resonators with the harmonic oscillator, and introduce important parameters such as quality factor and loss rate. From this point we reformulate the harmonic oscillator in a way that allows us to apply this to cavities which have external coupling, and derive an expression for the reflection coefficient. Optomechanical systems are mechanical oscillators coupled to an electromagnetic cavity and we use our previous expressions to create coupled differential equations. This is also the starting point for understanding an interference effect called optomechanically induced reflection. We continue with the background of silicon nitride membrane and put special emphasis on understanding the loss mechanism, and we follow by doing the same for 3D rectangular cavities. Lastly, we briefly explore an optomechanical system where the coupling is due to an oscillating capacitor.
2.1. Optomechanics: Coupled Harmonic Oscillators

Harmonic oscillators are one of the most important and fundamental physical systems, and are essential in understanding an optomechanical system. In layman’s terms, a harmonic oscillator is a system in which a variable oscillates over time.

2.1.1. Mechanical Resonators

For the sake of intuition, we will discuss a mechanical oscillator with position as the oscillating variable, as in a pendulum. The key component of a mechanical oscillator is that there is a restoring force $F$, which is negatively proportional to the displacement $x$

$$F = -kx$$

where $k$ is known as the spring constant. Using Newton’s second law we transform this into a second order differential equation

$$F = m\ddot{x} = -kx$$

where $\ddot{x}$ is the second derivative of position over time, and $m$ is the mass. We can solve this differential equation, and end up with periodic motion

$$x(t) = A\cos(\Omega_m t + \phi)$$

where $A$ is the amplitude, $\phi$ is the phase offset, and $\Omega_m = \sqrt{k/m}$ is the resonance frequency. This is the simplest and most ideal example of a mechanical oscillator, and is thus fairly inaccurate in the real world. We need to introduce a loss term and a driving term.

$$\frac{F}{m} = \ddot{x} + \Gamma_m \dot{x} + \Omega_m^2 x$$

The term on the left hand side is the external force, divided by the mass of the mechanical oscillator. The second term on the right is the damping term, and $\Gamma_m$ is the loss rate expressed as a frequency. Since the loss rate and frequency both have the same units, we can define a dimensionless constant called the quality factor, or Q-factor, $Q = \Omega_m/\Gamma_m$. One can see this variable as the decay time times $2\pi$ normalized by the period of the resonator. Alternatively, the Q-factor is the energy stored, divided by the energy loss per cycle of the resonator.

$$Q = \frac{\omega E}{P_d}$$

where $\omega$ is the frequency, $E$ is the total energy, and $P_d$ is the mean dissipated power. The equivalency of these two definitions of Q-factor is only relevant in the underdamped or high-Q regime, where $Q \gg 1$ for both mechanical and cavity resonators. Optomechanical experiments are generally inside this limit.

The quality factor of a mechanical oscillator can be measured in two different ways: through a spectral response or a ringdown measurement [1]. In a spectral response measurement one sweeps the driving frequency and measures the steady state response of
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Figure 2.1: A visualization of the two ways one can measure the loss rate of a harmonic oscillator. (a) A measurement of the amplitude of the mechanical oscillator over time, where one sees an exponential decay which is proportional to a decay constant. (b) A reflection measurement of the mechanical oscillator in frequency space.

the mechanical oscillator. The linewidth of this response is inversely proportional to quality factor. In a ringdown measurement, one drives the mechanical oscillator resonantly and observes the decay in the amplitude when one turns off the driving. A ringdown measurement only measures energy dissipation, while a spectral response measures both energy dissipation and dephasing – such as instability in the resonance frequency of the resonator. Examples of such measurements are given in Fig. 2.1.

2.1.2. ELECTROMAGNETIC CAVITY RESONATORS

We now want to create an electromagnetic analog of the mechanical differential equation. This derivation follows closely the method used in Ref. [2]. For this the simplest model that we can study is an LC-circuit, where an inductor and capacitor are in parallel. Voltage \( V \) and current \( I \) can be related to each other using the following coupled first-order differential equations

\[
V = L \frac{dI}{dt} \quad (2.6)
\]

\[
I = -C \frac{dV}{dt} \quad (2.7)
\]

where \( L \) and \( C \) are the inductance and capacitance, respectively. These two equations can be rewritten in a more familiar form

\[
\ddot{V} = -\omega^2 V \quad (2.8)
\]

which is identical to the simple harmonic oscillator differential equation we derived above for the mechanics, the only difference being that position is substituted for volt-
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Here, $\omega = 1/\sqrt{LC}$. We also get similar periodic solutions for these equations:

\[ V(t) = |V_0| \cos(\omega t + \phi) \quad (2.9) \]
\[ I(t) = \sqrt{\frac{C}{L}} |V_0| \sin(\omega t + \phi) \quad (2.10) \]

where $V_0$ is the peak voltage. By defining the following complex variables

\[ a_\pm = \sqrt{\frac{C}{2}} V \pm i \sqrt{\frac{L}{2}} I \quad (2.11) \]

we are able to rewrite the second order differential equation as two uncoupled first-order differential equations:

\[ \dot{a}_\pm = \pm i \omega a_\pm \quad (2.12) \]

We can discern what the meaning is of these complex variables by inserting the previous solutions into it

\[ a_+ = \sqrt{\frac{C}{2}} |V_0| \left[ \cos(\omega t + \phi) + i \sin(\omega t + \phi) \right] = \sqrt{\frac{C}{2}} |V_0| e^{i(\omega t + \phi)} \quad (2.13) \]

This is normalized such that the square magnitude is equal to the total energy inside the cavity $|a_+|^2 = \frac{C}{2} |V_0|^2 = E$. We can see that $a_+$ is an oscillation in complex form, and $a_-$ is its conjugate so we only use $a_+$ in our next derivations. $a_+$ is called the positive frequency component of the mode amplitude.

Let’s add an imaginary component to the resonance frequency $\omega \rightarrow \omega + i \sigma$ in an attempt to include losses into the system.

\[ \dot{a}_+ = i \omega a_+ - \sigma a_+ \quad (2.14) \]

We can calculate the dissipation rate by taking the derivative of the total energy

\[ \dot{E} = -2\sigma E = -P_d \quad (2.15) \]

If we use the definition of Q factor $Q = \omega E/P_d = \omega/\kappa$, where $\kappa$ is the dissipation rate of the mechanical oscillator, we realize that the imaginary component of the frequency $\sigma = \kappa/2$. We now have a complete differential equation of the complex frequency which includes losses. Note, however, that this equation is actually an approximation, and only holds in the high-Q limit, i.e. $\kappa \ll \omega$. Still, our picture is incomplete, because we want to be able to model the effect of an input signal which is coupled to this harmonic oscillator. For this we need to add another term and the full equation is as follows

\[ \dot{a}_+ = i \omega a_+ - \frac{\kappa}{2} a_+ + \sqrt{\kappa_c} s_+ \quad (2.16) \]

where the term $\sqrt{\kappa_c} s_+$ is the incident wave on the port of the cavity multiplied by the external coupling, such that the total coupling (loss) is the sum of external and internal coupling $\kappa = \kappa_e + \kappa_i$. $|s_+|^2$ is normalized to the power instead of the energy, which justifies the square root on the external coupling constant.
Note that this formulation is only relevant when studying a cavity in reflection geometry, as this is the only system that is studied in this thesis. If one would to explore a cavity in transmission geometry another such term would have to be added with its own external coupling constant [2]. As a last step we change to the rotating basis for the input probe $a \rightarrow ae^{-i\omega_p t}$ and introduce the detuning $\Delta = \omega_p - \omega$

$$\dot{a}_+ = \left(i\Delta - \frac{\kappa}{2}\right)a_+ + \sqrt{\kappa_e} s_+ \tag{2.17}$$

We calculate the steady state amplitude by setting $\dot{a}_+ = 0$ and solving for $a_+$.

$$a_+ = \frac{\sqrt{\kappa_e}}{\kappa/2 - i\Delta} s_+ \tag{2.18}$$

We can now use the standard input-output relation $s_- = s_+ - \sqrt{\kappa_e} a_+$ to derive a reflection coefficient.
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Figure 2.3: A mechanically compliant LC circuit. A traditional LC-circuit is formed by the inductance $L$ and capacitance $C_0$, with the inclusion of a parallel capacitor $C_m$ whose spacing can modulate.

\[
\Gamma_r = \frac{s_-}{s_+} = 1 - \frac{\kappa_e}{\kappa/2+i\Delta} = \frac{\kappa_1 - \kappa_e - 2i\Delta}{\kappa_1 + \kappa_e - 2i\Delta}
\] (2.19)

At resonance, the minimum value is \((\kappa_1 - \kappa_e)/(\kappa_1 + \kappa_e)\), so there is zero reflection at resonance only when the internal and external coupling constants are matched, a condition also known as critically coupled. When \(\kappa_e > \kappa_1\) the cavity is called overcoupled, and when \(\kappa_e < \kappa_1\) the cavity is called undercoupled. See Fig. 2.2 for a visual example. An undercoupled and overcoupled cavity can look the same in terms of magnitude, however, in an overcoupled cavity there will always be a \(2\pi\)-phase flip when crossing through the resonance frequency.

2.1.3. OPTOMECHANICAL COUPLING

Now we can introduce the optomechanical coupling between a mechanical harmonic oscillator and the cavity input-output equations. Let’s just recap by displaying the two equations, without any coupling between them.

\[
\ddot{x} = -\Gamma_m \dot{x} - \Omega_m^2 x + \frac{F}{m}
\] (2.20)

\[
\dot{a}_+ = \left(i\Delta - \frac{\kappa}{2}\right)a_+ + \sqrt{\kappa_e} s_+
\] (2.21)

To couple these two differential equations we have to consider two effects in an optomechanical system; position-dependent cavity frequency, and radiation pressure [3]. A position dependent cavity frequency means that we can Taylor expand the cavity detuning \(\Delta \to \Delta(x) \approx \Delta + \frac{d\omega}{dx} x\). For most cases it suffices to only keep the linear term. We also define the cavity pull parameter \(G = \frac{d\omega}{dx}\).

We want to derive the cavity pull parameter, \(G = \frac{d\omega}{dx}\), for a capacitively coupled optomechanical system, as shown in Fig. 2.3. Our model consists of a standard LC-circuit,
with an additional mechanically compliant capacitor \( C_m \) in parallel. We can calculate the resonance frequency as such

\[
\omega_0(x) = \frac{1}{\sqrt{L(C_0 + C_m(x))}}
\]  

We assume that the capacitor is a parallel plate and can thus be calculated as \( C_m = \varepsilon A / x \), where \( \varepsilon \) is the permittivity, \( A \) is the plate area, and \( x \) is the spacing between the plates. We can now take the derivative of the previous equation

\[
G = \frac{d\omega_0}{dC_m} \frac{dC_m}{dx} = \frac{\omega_0}{2} \frac{C_m}{C_0 + C_m} \frac{1}{x}
\]  

We can transform this variable into something more fundamental by using the zero point fluctuation of the membrane, defined as

\[
x_{zpf} = \sqrt{\frac{\hbar \omega_0}{2m}}
\]  

and multiply it with \( G \) to get the single photon-coupling constant

\[
g_0 = \frac{\omega_0}{2} \frac{C_m}{C_0 + C_m} \frac{x_{zpf}}{x}
\]  

which is the amount the cavity’s frequency changes when perturbed by the resonator’s zero point fluctuations. The second fraction can be called the participation ratio of the mechanical capacitor and it is clear that the more this capacitance dominates, the larger the coupling. Furthermore, it is important to make the capacitive gap as small as possible. \( g_0 \) is often given as a figure of merit in optomechanical systems and a comprehensive overview of the current state-of-the-art is given in [4].

We can also use the cavity pull parameter \( G \) to determine an expression for the radiation pressure force \( F = \hbar G|a|^2 \). And thus we arrive at the coupled equations of motion for a basic optomechanical system.

\[
\ddot{x} = -\Gamma_m \dot{x} - \Omega_m^2 x + \frac{\hbar G}{m}|a_+|^2
\]

\[
\dot{a}_+ = i(\Delta + Gx)a + \frac{\kappa}{2}a_+ + \sqrt{\kappa}e^{s_+}
\]

We can further linearize these equations by assuming that both the mechanical and cavity can be split up into an average static amplitude and a fluctuating term; \( a_+ = a = \bar{a} + \delta a \) and \( x = \bar{x} + \delta x \). Note that we also drop the subscript for the cavity amplitude. We can first solve for the steady state solutions by setting the fluctuating terms to zero.

\[
\bar{x} = \frac{\hbar G}{m \Omega_m^2}|\bar{a}|^2
\]

\[
\bar{a} = \frac{\sqrt{\kappa}}{\kappa/2 - i\Delta}s_+
\]
where $\Delta = \Delta + G\ddot{x}$. We can also solve for the fluctuating terms, and come to the following linearized coupled equations of motion. Note that we omit second order terms.

\[ \ddot{\delta x} = -\Gamma_m\delta x - \Omega_m^2\delta x + \frac{hG}{m}(\ddot{\alpha}^*\delta a + \ddot{\alpha}\delta a^*) \]  
\[ \delta \dot{a} = \left(i\Delta - \frac{\kappa}{2}\right)\delta a + iG\ddot{\alpha}\delta x + \sqrt{\kappa_e}s_+ \]

where we assume that $\ddot{\alpha}$ is real. To solve this equation we use the ansatz

\[ \delta a = \alpha_- e^{-i\Omega t} + \alpha_+ e^{i\Omega t} \]
\[ \delta a^* = \alpha_-^* e^{i\Omega t} + \alpha_+^* e^{-i\Omega t} \]
\[ \delta x = x_1 e^{-i\Omega t} + x_1^* e^{i\Omega t} \]

and we keep only the terms resonant with the drive $\propto e^{-i\Omega t}$. We get three equations

\[ x_1[\Omega_m^2 - \Omega^2 - i\Omega\Gamma_m] = \frac{hG\ddot{\alpha}}{m}(\alpha_- + \alpha_+^*) \]
\[ \alpha_- \left[i\Delta + i\Omega\right] = iG\ddot{\alpha}x_1 + \sqrt{\kappa_e}s_+ \]
\[ \alpha_+^* \left[i\Delta - i\Omega\right] = -iG\ddot{\alpha}x_1 \]

Next, we remove $\alpha_+^*$ and $x_1$ from the first equation with the second and third and get for $\alpha_-$ the expression

\[ \alpha_- = \frac{1 + if(\Omega)}{\kappa/2 - i(\Delta + \Omega) + 2\Delta f(\Omega)} \sqrt{\kappa_e}s_+ \]

with

\[ f(\Omega) = \frac{hG^2\ddot{\alpha}^2}{\kappa/2 + i(\Delta - \Omega)} \chi_m(\Omega) \]

and the mechanical susceptibility

\[ \chi_m(\Omega) = \frac{1}{m(\Omega_m^2 - \Omega^2 - i\Omega\Gamma_m)} \]

We can insert the solution into the input-output formalism $S_{11} = 1 - \sqrt{\kappa_e}\alpha_-/s_+$ to produce an equation for a reflection measurement. These expressions allow us to plot what happens when we do two-tone measurements – while one tone provides a strong constant drive, the other tone is scanned over the entire cavity linewidth. This gives rise to an effect called optomechanically induced transparency (OMIT) or optomechanically induced reflection (OMIR) [5, 6]. Since we mostly work in a reflection geometry cavity, the second term is the most relevant.

OMIR can be explained by the following scenario. We have a strong drive tone which is detuned from the center cavity by a mechanical linewidth $\Delta = \pm\Omega_m$ and we have a weak probe tone which scans near the center cavity. When the difference between the
probe and drive is exactly equal to the mechanical frequency, the beating between these two tones will drive the mechanical oscillator. The mechanical oscillator in turn will create sidebands of the strong drive which will interfere with the probe tone itself. This creates an interference effect which can create the appearance of a transparency window in the center of the cavity. The magnitude of the peak is dependent on the ratio of the mechanical frequency and the cavity linewidth, $\Omega_m/\kappa$, the coupling constant $\eta = \kappa_e/\kappa$, amongst other parameters in a complex way. We discuss this effect in detail in chapter 6.

OMIR is also an easy method to measure what is called the multi-photon cooperativity

$$C = \frac{4g_0^2}{\kappa \Gamma_m} N$$  \hspace{1cm} (2.41)

where $N$ is the intracavity photon number. The cooperativity signifies the efficiency with which a mechanical oscillator can be cooled or amplified. The linewidth of an OMIT peak inside a cavity when in the side-band resolved limit and where the drive is detuned as $\Delta = -\Omega_m$, is given by $\Gamma_{\text{OMIT}} = \Gamma_m(C + 1)$.

### 2.2. Silicon Nitride Membranes

In this thesis the mechanical resonators take the form of a silicon nitride membrane. A membrane has a high aspect ratio – a typical example is a square membrane that is $1 \times 1$ mm wide and only $50$ nm thick. A membrane is said to be under high tensile stress if its elongation energy (which is proportional to the initial film stress) is significantly larger than the bending energy. Silicon nitride membranes have been used for many optomechanical experiments, in both the optical and microwave domains [7–11].

![Figure 2.4: A visual representation of the first four modes of a membrane: from top-left to bottom-right (1,1), (1,2), (2,1), and (2,2). The color intensity shows the magnitude of the displacement.](image)

[Figure 2.4](image) A visual representation of the first four modes of a membrane: from top-left to bottom-right (1,1), (1,2), (2,1), and (2,2). The color intensity shows the magnitude of the displacement.
experiments in the microwave domain do require the membrane to be coated with a conductive material, as we shall see in later chapters. The solutions for the mode structures of a square membrane can be seen in Fig. 2.4. The formula for the resonance frequency of a square membrane is given as follows

$$\omega_{jk} = \sqrt{\frac{\pi^2 \sigma}{\rho L^2}} \sqrt{n^2 + m^2}$$  \hspace{1cm} (2.42)

where $\sigma$ is the intrinsic tensile stress, $\rho$ is the mass density of the resonator, and $L$ is the lateral dimension of the membrane. $n$ and $m$ are integer mode indices, and can be related to the number of antinodes in the in-plane direction.

### 2.2.1. LOSS CHANNELS

Energy can be lost in a mechanical resonator in a few different ways. Energy can be lost by dissipation into a medium, such as gas, and energy can be lost by acoustic radiation into the substrate. Another loss mechanism is intrinsic to the material, and will be dissipated by friction into thermal energy. Gas dissipation is often irrelevant in optomechanical experiments because a high enough vacuum is easily attainable to put the loss dominance in another mechanism, such as radiation or friction [12]. Note that the acoustic radiation losses is also sometimes called clamping losses. We prefer radiation as a nomenclature because clamping can often be confused with bending losses, which is a type of friction.

**Radiation Losses**

Acoustic radiation losses are caused by the propagation of elastic energy into the surrounding substrate. These losses are highly dependent on mode and substrate geometry and how these propagate. Conversely, temperature does not greatly affect this loss channel in the same way that the average kinetic energy of atoms does not significantly affect how a wave propagates and interferes through it. An intuitive reason how analytical models try to predict radiation losses of nanomechanical membranes is to calculate the degree of overlap between the membrane mode and the substrate modes [13, 14]. To make this derivation simpler, a half-space model is used where we assume that the membrane is connected at its edges to a bulk resonator which extends to infinity in one perpendicular direction of the membrane plane. This model is a good approximation if one assumes that the relevant mode’s wavelength is smaller than the dimensions of the substrate, but this is not always the case, especially for silicon nitride membranes with dimensions around millimeters. One can also see the issue of radiation losses as an acoustic impedance-matching problem [15].

A semi-infinite bulk resonator also creates a continuous spectrum of modes to propagate into. An introduction of boundary conditions will create a spectrum with more discrete modes and change the degree of overlap between the resonator and the bulk, and can be viewed as a mechanical analog of the Purcell effect. One also needs to take into account the interference of the propagating waves being emitted from the edges. The fundamental mode of a square membrane sets a force on the edges which are all in
phase with each other, and so a large net force is felt on the substrate. This causes the fundamental mode to often be limited by radiation losses [16–18]. On the other hand, higher modes with a high number of antinodes will emit waves with opposite phase which destructively interfere [19]. This mode dependence on radiative losses has also been observed in circular membranes [16, 20]. A model which predicts the radiation losses in a square membrane yields for large \( m, n \) the following asymptotic formula \[21\] 

\[ Q_{\text{rad}} \sim \frac{\rho_s \eta^3}{\rho_r} \frac{n^2 m^2}{(n^2 + m^2)^{3/2}} \frac{L}{h} \]  

where \( \rho_s \) and \( \rho_r \) are the mass densities of the substrate and resonator, respectively. \( L \) and \( h \) are the side and thickness of the membrane. The phase velocity ratio between the substrate and resonator is given by 

\[ \eta \approx \sqrt{\frac{E_s \rho_r}{\sigma \rho_s}} \]  

where \( E_s \) is the substrate's Young's modulus, and \( \sigma \) is the intrinsic stress of the membrane. More precisely the above formula is valid when 

\[ \sqrt{m^2 + n^2} \gg 0.3 \eta \gg \sqrt{1 + \frac{m^2}{n^2}} \]  

Due to the difficulty of clamping the membrane to the chipholder in a consistent way [18, 22], radiation losses are often difficult to predict, which is why some research groups are moving towards integrating their membranes with phononic shields [11].

**Friction**

Internal friction is caused by irreversible processes during mode vibration and can involve, for example, movement of crystalline defects, and grain boundary slipping, or at low temperatures coupling to two-level fluctuators that are ubiquitous in an amorphous solid or can arise in a crystal due to disorder [12, 23]. This relaxation mechanism can be modelled using a standard linear solid model where the starting point is to understand that a solid will follow Hooke's law 

\[ \sigma(t) = E \epsilon(t) \]  

where \( \sigma \) is the stress imparted onto the solid, \( \epsilon \) is the induced strain, and \( E \) is the proportionality constant, the Young's modulus. During vibration of a mechanical mode, the strain will be oscillatory, and losses can be modeled by a phase delay between the stress and strain. We conclude that the Young's modulus is complex \( E = E' + i E'' \) where the real and imaginary components quantify the in-phase and out-of-phase components of the strain, respectively. Similar to dielectric losses, one can construct an elastic loss tangent as the ratio 

\[ Q_{\text{fr}} = \frac{1}{\tan \delta} = \frac{E'}{E''} \]  

(2.47)
This equation is true for a bulk resonator, but geometrical modifications need to be included in the model for this to apply to membranes. In Ref. [17] a derivation is shown for square membranes with the following equation

\[ Q_{fr}(m, n) = \frac{E'}{E''} \left( \lambda + \frac{\lambda^2 (m^2 + n^2) \pi^2}{4} \right)^{-1} \]  

(2.48)

where \( m, n \) are the mode numbers and

\[ \lambda = \sqrt{\frac{E'}{3\sigma(1-\nu^2)}} \frac{h}{L^2} \]  

(2.49)

where \( \sigma \) is the internal stress, \( \nu \) is the material’s Poisson ratio, and \( h \) and \( L \) are the thickness and side length dimensions of the membrane, respectively. The equation Eq. (2.48) has two terms, the first term is related to the bending at the edges and the second to the bending in the bulk, which is why it scales with the mode numbers. We can see that the largest contribution to the losses comes from the bending at the edges and does not scale with frequency. For the validity of this equation we impose the limit \( \lambda \ll 1 \) [24]. We can also see that in this limit, it is advantageous to reduce this parameter as much as possible. This calculation also explains the trend that an increase in internal stress and/or increase in aspect ratio tends to increase the membrane’s internal quality factor [23, 25].

**Two-level systems**

Certain losses can be modeled with a very general model called two-level systems, which can be seen as a form of friction, which is generally only relevant at low temperatures. The model was developed to describe losses that had a proportionality with temperature and could be measured to reach a plateau at low temperatures [26]. This model presumes that there are states within the solid that have two energy levels that are able to exchange energy. Fig. 2.5(a) shows two examples of two-level systems (TLS) which could exist in an amorphous solid – dangling bonds, or tunneling of atoms. There is an activation energy required which corresponds to the energy difference between the two states, \( \epsilon \), and is seen to be dependent on the geometrical constraints of the atomic bonds. Given the disordered nature of an amorphous solid, it is difficult to predict what this frequency might be, and is more likely a large distribution of frequencies.

Two regimes of TLS losses are interesting: resonant coupling, where the frequencies of the TLS and mechanical resonator roughly overlap \( (\hbar \omega_m \sim \epsilon(z)) \), and the dispersive regime, where the TLS transition frequency is greater than the mechanical resonator \( (\hbar \omega_m \ll \epsilon(z)) \). If there is resonant coupling, oscillations of the mechanical resonator will couple to the oscillations of the two level system and a phase delay between those oscillations would be observed as dissipation through the TLS’s internal dissipation mechanisms. We want to focus on the dispersive case, however, as it is more relevant to our system.

The important element is that the spacing of the TLS is dependent on the displacement of the mechanical resonator, as seen in Fig. 2.5(b). An example of such a mechanism would be that the strain imparted on the amorphous solid could change the local
Figure 2.5: A description of how two-level system (TLS) losses work in the regime that the transition frequency of the TLS, $\epsilon/\hbar$, is greater than the frequency of the resonator, $\omega_m$, i.e. $\hbar \omega_m \ll \epsilon$. (a) An example of what a disordered amorphous atomic network would look like and two defects which could lead to TLSs: dangling bonds, and atomic tunneling. (b) A schematic for dispersive TLS losses. The strain caused by the displacement of the resonator, $z$, causes a change in the geometry of the atomic bonds, thus coupling the transition energy $\epsilon(z)$ to the resonator frequency. (c)-(d) We look at what happens to the occupation of each state when the TLS's bath is hot or cold. We show the energy states where the spacing is at its largest at displacement $z < 0$ and vice versa. The coloring inside the circles show the average occupation of the state. (c) When the bath is hot, $\epsilon(z) \sim k_B T$, both energy levels will have a significant average occupation. (d) When the bath is cold, $\epsilon(z) \gg k_B T$, only the lowest energy states will be occupied, regardless of the resonator's displacement.

genera geometry of the bonds, and make it easier or more difficult for a dangling bond to switch states. Fig. 2.5(c)-(d) show schematics of average state occupation in a hot and cold bath. If we look at the situation where $\epsilon(z) \sim k_B T$, both levels will have roughly similar occupations. When the resonator changes displacement, the new energy levels will need to equilibrate with the bath at a rate which is equal to the loss rate of the TLS. If we go lower in temperature, one will reach a regime where the occupation of the bottom state is significantly higher than the upper level. The occupation will look the same regardless of the displacement of the mechanical resonator and there will be nothing to have to equilibrate with, thus minimizing losses. When TLSs are dispersionsively coupled, one is able to “freeze out” this loss channel.

This model is, however, very general and it can be very difficult to perfectly understand the nature behind these TLSs. In an amorphous solid there likely are a large
number of these defects, each with their own frequency and coupling rates to the motion of the resonator. Note, that this model can also be applied to the oscillation of the electromagnetic mode, as long as this mode couples to the transition energy of certain TLSs [27].

### 2.3. 3D MICROWAVE CAVITIES

A 3D microwave cavity is a hollow conductive structure inside which there is an electromagnetic resonant mode. The walls form a boundary for the electric field propagating along direction $d$, as seen in Fig. 2.6, and the field energy is located mostly inside a vacuum. The most common shapes are cylindrical and rectangular, and we will focus solely on the rectangular kind. One can view such a cavity as a closed rectangular waveguide and this allows us to calculate the resonant frequencies by solving the Helmholtz wave equation. The result is as follows

$$
\omega_{mnl} = \frac{c}{\sqrt{\mu_r \epsilon_r}} \sqrt{\left(\frac{m \pi}{a}\right)^2 + \left(\frac{n \pi}{b}\right)^2 + \left(\frac{l \pi}{d}\right)^2}
$$

(2.50)
where $m, n, l$ are the mode numbers, $a, b, d$ are the cavity dimensions, and the constants $c, \mu_r, \epsilon_r$ are the speed of light, the relative permeability, and the relative permittivity, respectively. Because there is only one conductor, transverse electromagnetic (TEM) modes – where neither the electric or magnetic fields are parallel to the direction of propagation – are not possible. Instead, transverse electric (TE) and transverse magnetic (TM) modes are excited. The fundamental mode is $\text{TE}_{101}$ and for a $28 \times 28 \times 8 \text{ mm}$ cavity in vacuum would correspond to roughly $7.57 \text{ GHz}$. The fundamental mode can be approximated as an LC-circuit where the top and bottom plates are capacitor plates, and the sidewalls are conductors. A consequence of this is that the mode frequency is independent of the height of the top and bottom plates as the reduction in capacitance is counterweighted by an increase in inductance of the walls. This is true for any mode which does not have an antinode in the height direction, i.e. $n = 0$.

We can couple to this mode by introducing a small aperture through which we connect a coaxial cable. It has been noticed that the further the pin of the cable protrudes into the cavity, the greater the external coupling. This also has a tendency of distorting the mode shape a little bit.

It is worth comparing 3D cavities to their more compact 2D cousins, such as coplanar waveguide resonators. Superconducting 3D cavities have observed higher quality factors [28], because most of the mode energy is far removed from a lossy dielectric substrate. However, when introducing a device on a substrate into the cavity, you will still be affected by these losses, especially if you distort the mode so aggressively that most of the field is concentrated near the device. 3D cavities allow devices to be measured in a 'plug-and-play' method because of the simple procedure of placing the device inside the 3D cavity as opposed to having to integrate a measuring cavity as part of your 2D chip. This benefit of ease does go at a great cost of reduced consistency. For example, tuning the coupling to be the desired amount can be a difficult task as the device will introduce internal losses and distort the mode shape. The pin depth, on the other hand, will determine the external coupling and it becomes an art to try to balance these two interactions in a consistent way while trying to minimize the amount of cooling cycles your device must endure. This issue can be solved by building a variable coupling pin system [29].

### 2.3.1. LOSS CHANNELS

In an optomechanical system it is usually advantageous to reduce the losses of the cavity as much as possible. Losses come from three possible sources: conductive, dielectric, and radiative.

**Conductive losses**

Many metals, such as aluminium and niobium, become superconducting when their temperature is dropped below a certain transition temperature. The electrons inside the conductor pair up through a lattice vibration and become bosonic, known as Cooper pairs, effectively reducing resistance to zero. In practice, however, there will always be some finite surface resistance, $R_s$, which can be used to determine the quality factor as
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![Figure 2.7: A circuit diagram of a 3D cavity with lossy dielectric on the surfaces.](image)

Limited by conductive losses [30]

\[ Q_c = \frac{\omega \mu_0 \delta_p}{R_s} \frac{\int_V |H|^2 dV}{\delta_p \int_S |H|^2 dA} \quad (2.51) \]

The first fraction is a standard quality factor which is calculated by dividing the reactive component – \( X_s = \omega \mu_0 \delta_p \) where the terms are the frequency, vacuum permeability, and penetration depth, respectively – by the resistive component. The second factor can be seen as the surface to volume ratio of the magnetic field.

An empirical formula for the ratio between superconducting and non-superconducting electrons provides an intuition into how resistive losses scale with temperature.

\[ \frac{n_s}{n_n} \approx \left( \frac{T_c}{T} \right)^4 - 1 \quad (2.52) \]

where \( n_s \) and \( n_n \) give the electrons that are superconducting and non-superconducting, respectively. \( T \) is the bath temperature and \( T_c \) is the superconducting transition temperature of the metal. The term raised to the fourth power is advantageous and a typical setup with an aluminium cavity in a dilution refrigerator \((T = 15 \, \text{mK}, T_c = 1.2 \, \text{K})\) gives a ratio larger than \( 4 \times 10^7 \).

**Dielectric Losses**

The permittivity (also known as dielectric constant) of a medium is the proportionality constant between the electric displacement field and the electric field.

\[ D(t) = \varepsilon E(t) \quad (2.53) \]

The electric displacement field includes both charge migration and dipole polarization. For an oscillating electric field, there is the possibility of a phase delay in the polarization.
of the dielectric’s dipoles, similar to the friction loss tangent in bulk solids. The permittivity can then be expressed as a complex constant $\epsilon = \epsilon' - i\epsilon''$ from which one can define a loss tangent $\tan\delta_e = \epsilon''/\epsilon'$. If one assumes a uniform field (i.e. parallel plate capacitor) and a uniform distribution of dielectric, the conversion to a quality factor is easy. However, if one does not make this assumption one can include a participation ratio which accounts for this

$$Q_d = \frac{1}{p_e \tan\delta_e}$$

(2.54)

where

$$p_e = \frac{\int_d \epsilon |E|^2 dV}{\int_{\text{tot}} \epsilon |E|^2 dV}$$

(2.55)

where the numerator integrates over the dielectric and the denominator calculates the total electric energy in the resonator.

If we assume a simplified LC-circuit picture of a 3D rectangular resonator as seen in Fig. 2.7 then we can estimate a rough figure for $Q_d$. The dimensions of our 3D cavity is $28 \times 28 \times 8$ mm and we assume that there is a small 2 nm layer of aluminium oxide with a loss tangent $\tan\delta_e < 10^{-3}$ [31]. From this we calculate an upper bound on the quality factor of $Q_d \sim 2 \times 10^9$.

**Radiative losses**

Radiative losses are when energy is dissipated by waves escaping from the cavity. In order to create a 3D rectangular cavity which contained a chip, it was necessary to enable them to be opened by splitting the cavity in half. This could then be a source of dissipation. We observed that it was most advantageous to split the cavity along the direction that the current flows for the fundamental mode of the 3D rectangular cavity. Doing otherwise would cause the two halves to behave like a dipole antenna and increase radiation losses. One could also improve the quality factor by putting a small indium wire gasket in between the two halves. Indium is a malleable superconductor which can effectively seal the two halves. This has also shown to reduce what have been called "seam" losses [32].
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This chapter gives an overview of the fabrication methods that were employed in the subsequent chapters of this thesis. We start with the fabrication methods for the silicon nitride membranes. Three different methods for metalizing commercial Norcada membranes are discussed. We move to the fabrication of tethered trampoline membranes and its own metalization process. The processing and construction of 3D cavities is discussed, and our measurements of their quality factors are presented. A brief description of the fabrication of our antenna chips is given, and we then dedicate some effort to explain our flip-chip method: variations on the method, and the difficulties inherent in each. We conclude this chapter by giving an overview of our cryogenic measurement apparatus.
3. Device Fabrication and Measurement Setup

3.1. Overview

The device that is used in this thesis consists of three parts: a 3D microwave cavity, an antenna chip, and a metalized membrane. These parts would be fabricated, or machined, independently, and only would be assembled together at the last part using a technique called flip-chip. The 3D cavity was machined from aluminium or copper or niobium by the machine shop at the university but would be post-processed using different techniques inside our cleanroom. The antenna chip would always be fabricated from scratch in the cleanroom, and the membrane chip would either be made in-house or store-bought (with some additional modifications) depending on the experiment. We start by discussing the fabrication of the membrane chip in two separate ways: the commercial Norcada membranes and the trampoline geometry membranes.

3.2. Metalization of Norcada Membranes

Norcada manufactures high-stress silicon nitride membranes which were originally designed for use as transmission electron microscopy windows. However, they have been praised for their high mechanical quality factors for use in optomechanical experiments [1]. The windows are fabricated on a lightly-doped silicon substrate which is subsequently put inside a low-pressure chemical vapour deposition (LPCVD) oven to grow a 50 nm stoichiometric Si$_3$N$_4$ layer over it. On the backside a square window is etched to serve as a hard wet-etch mask for a solution of potassium hydroxide (KOH). It is then put inside KOH for a few hours until there is a $1 \times 1$ mm sized silicon nitride membrane. The fact that the LPCVD process is done with stoichiometric concentrations of silicon and nitride precursors allows the film to achieve the highest tensile stress as possible. A contributing factor to the tensile stress is the difference in thermal expansion coefficients between silicon ($\alpha = 2.56 \times 10^{-6} \text{ K}^{-1}$ [2]) and silicon nitride ($\alpha = 3.27 \times 10^{-6} \text{ K}^{-1}$ [3]) – since the silicon substrate shrinks less than the silicon nitride, the membrane layer is effectively ‘stretched’ over the substrate. High tensile stress is known to create high-quality factor membranes since it increases the stored energy without affecting the overall energy loss [4].

In order to increase coupling to the cavity, we coat the membrane with a thin metal superconducting layer. For this we choose either aluminium or an alloy of Molybdenum-Rhenium 60-40 (MoRe) [5] depending on which temperature we intend to perform the experiment in. Aluminium has a superconducting transition temperature at $T_c \sim 1.1$ K while MoRe has $T_c \sim 10$ K which would allow the experiment to be performed at liquid helium temperatures. The thickness of our superconducting layer would be around 20 nm. We observed that when we deposited thinner layers of aluminium the cavity would saturate at lower input powers, presumably due to the lower critical current of the film. The metal film would be deposited such that it would only be covering the mechanical element with a window of $0.9 \times 0.9$ mm such that it does not overlap with the silicon substrate frame. This is important to minimize mechanical losses [6]. However, when we purposely wanted to lower the mechanical quality factor, we would deposit a window which would cover the frame as well.

You could categorize our fabrication methods into two different types: additive fab-
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Figure 3.1: Fabrication steps when metalizing a norcada membrane subtractively.

Figure 3.2: Fabrication steps when metalizing a norcada membrane additively with lift-off.
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3.2. Shadow mask evaporation with stencil

The shadow mask method consisted of overlaying a small metal sheet with a square hole in it and letting a metal evaporate through it, thus adopting the pattern. It is important to note that this method was not feasible with sputtering, as the mean-free path of a sputtered film is too short, and the contours of the pattern would be blurred. We would have these masks fabricated by Eurocircuits which are intended as stencil masks for integrated circuits. The trick is that to get the alignment perfect, it requires a steady hand and patience. The first step of this process was to fix the membrane onto a copper block such that you could handle it a lot better and onto which you would fix the shadow mask as seen in Fig. 3.3(a). The copper block would be roughly 3 × 3 cm large. We would first put a small drop of Poly(methyl methacrylate) (PMMA) onto the copper block and spin it for 35 seconds on 1000 RPM. This would give it a very thin, sticky layer of PMMA which we use as glue to fix the membrane. After we gently put the membrane on the drop of PMMA, we heat it on a hotplate for a minute to let it dry. This timing had to be done right because if you used too wet PMMA, some of it would evaporate onto the bottom of the membrane, or would bulge it due to trapping gases.

In our first shadow mask version, we would place two small bits of carbon tape on the sides of the shadow mask to act as a spacer between the mask and fragile silicon nitride membrane. This method was feasible when the dimensions were not smaller than 0.3 mm. When we tried to align smaller features, we developed a small clamping system which would give us better control over the position of the mask and membrane. Fig. 3.3(b) shows a Norcada membrane with a stencil mask on top it.
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Figure 3.4: (a) An optical micrograph which shows a failed patch of photoresist that is deposited onto the Norcada membrane. What you see is photoresist which has cracked after the development stage. (b) A successful membrane chip which was fabricated using lift-off.

3.2.2. Patterning electrodes by etching

Using the subtractive method we first evaporate or sputter a metal layer onto the entire membrane, and then use a photoresist to etch away the square patch. To be able to spin photoresist onto the $5 \times 5$ mm membrane chip, we again have to fasten it to a copper block. For this we use the exact same method as described above. The reason for this is that the suction cup on the spinner would otherwise implode the membrane. Once the membrane is fastened, we put a small drop of Microchemicals AZ ECI 3007 photoresist and spin it for a minute at 4000 RPM which we follow with a minute bake on the hotplate at $90^\circ$ C. We then pattern the square patch using a Durham Magneto Optics Microwriter ML-2 laserwriter. When we use aluminium as the mask, the developer, Microposit MF-321, also etches aluminium, so by leaving it in the solution for a little longer (roughly 3 minutes) it takes care of both steps. The last step is to rinse off the photoresist using N-methyl-2-pyrrolidone (NMP) at $80^\circ$ C for 10 minutes. This etching technique was the preferred method to get a well-aligned metal patch, however, it would only be suitable for membranes which were squarely shaped (i.e. Norcada membranes). The trampoline chips we shall see later would not allow photoresist to be spun on them without breaking. The downside was that because the chip was so small, edge beads would often form at the corners which would mean that there would be small metal dots on the corners. We found that the best method to get rid of these was to use a 'hybrid' approach between subtractive and shadow mask. We would have a large metal frame which would cover the edges when we evaporated the metal, and so there would be no underlying metal under the edge beads.

3.2.3. Patterning electrodes with lift-off

We found that when we wanted to fabricate a metal patch onto the membrane that overlapped with the frame – so as to induce more mechanical losses – using the subtractive method above, it always failed. We would copy the method above, and pattern an over-
lapping square in the laserwriter, but when we developed it, the photoresist would lose adhesion and peel off as seen in Fig. 3.4. So for these chips we resorted to a lift-off technique. We would instead use Microchem AZ 5214E negative photoresist such that we would obtain a large undercut which would make it easier to lift-off MoRe. MoRe was also sputtered using an AJA system which meant it covered side walls a lot better, undermining the effectiveness of the lift-off technique. After sputtering a layer of 20 nm, we put the sample in NMP at 80°C for 20 minutes.

3.3. FABRICATION OF TETHERED TRAMPOLINE MEMBRANES

Another membrane geometry that we explored were what we called trampolines. These geometries were first pioneered in the group of Simon Groeblacher [7] and Jack Sankey [8]. These membranes consist of a small square patch which is suspended by four tethers emanating from its corners, and attached to a silicon frame. The shape of the structure causes the stress inside the tethers to approach the ultimate yield strength of silicon nitride. These trampolines have been shown to produce quality factors of $10^8$ at room temperature and high vacuum. The method behind their fabrication is as follows.

We start with a silicon substrate on which we grow stoichiometric silicon nitride using LPCVD. We usually had a thickness of 30 nm. Then we spin electron-beam resist, Allresist AR-P 6300-13 and spin at 4000 RPM to get a resist of roughly 350 nm. We write the pattern using a 92 nm electron-beam spot size and then develop using pentyl acetate for 60 seconds. We etch away the spaces negative to the tethered membrane with a CHF$_3$ reactive ion etch. We descum the chip in situ with a small oxygen plasma. We then perform a thorough clean of the chip in a Piranha solution. This piranha solution is prepared by mixing a (3:1) solution of sulfuric acid to hydrogen peroxide. We first heat the sulfuric acid to 80°C and then add the hydrogen peroxide and put in the sample until the solution stops bubbling. Piranha solution is known for very thoroughly cleaning off any organics. The last step requires us to etch away the sacrificial silicon layer. This is done by heating a solution of 30% KOH to 70°C for 100 minutes. Afterwards we rinse in water 3 times and put it in 99% pure isopropyl alcohol (IPA) 2 times. We then put it into

Figure 3.5: (a) An optical micrograph of a metalized trampoline, using the shadow mask method. (b) A SEM image of the same trampoline chip.
a Leica CPD3 critical point dryer which ensures that capillary forces do not destroy the trampoline.

3.3.1. Metalization of Trampoline Devices

The issue of metalization is difficult with trampolines as the geometry does not allow one to pattern on it when it is already released. Furthermore, the high pH etchants of silicon, which are used in the last step, etch away aluminium very quickly. We tested a few other superconductors and found that both KOH and Tetramethylammonium hydroxide (TMAH) etch away MoRe, titanium, and NbTiN alloy too quickly to allow an undercut to be etched in the silicon. There are mentions in literature where a solution of TMAH is made which is saturated with powdered silicon, and thus shifts the equilibrium in such a way that the aluminium etch rate is reduced significantly [9, 10].

The process starts in the same way as the bare trampolines as mentioned above, but diverges after the cleaning with Piranha solution. After this step a layer of 20 nm of aluminium is evaporated. After this a layer of AZ ECI 3007 photoresist is spun and a small metal patch is patterned using the laser writer. The patch is etched with MF321, which is also the developer for the photoresist. The photoresist is stripped using a 80°C solution of NMP. We create the silicon etchant by first dissolving 10 g of TMAH into 100 mL of water. The solution is heated to 80°C to allow the dissolution of powdered silicon to go as fast as possible. We obtain 3.2 g of 99.999% purity silicon powder and dissolve it, slowly, to the heated TMAH solution. It is important to not do this too fast as the solution runs the risk of boiling over, reducing the accuracy to which you know the TMAH solution. Lastly, we add 1.3 g of ammonium persulfate because it has been shown to produce smoother silicon surfaces [10]. We try to keep a funnel on the top of the beaker as much as possible such that any evaporated water eventually condenses back into the solution and the hole in the funnel is used to protrude a thermometer. Also, we keep the solution stirring vigorously using a magnetic stirrer. Once all reactants have been sufficiently dissolved, we insert the holder with the trampoline chips and wait 120 minutes. As a last step we repeat the process mentioned above, making sure the trampolines are rinsed thoroughly with water and IPA before going into the critical point dryer.

We found that it was very difficult to get the etch rate to stay consistent whenever preparing the solution. The reactant is notorious for being very sensitive to how it is prepared, and the etch rate seemed to fluctuate wildly. We also tried an alternative: metalization at the last step, using a shadow mask. The smaller size of the trampolines meant that is would require a more robust way of aligning the shadow mask, which we solved by using a clamping shadow mask holder. This proved to be the winning method for producing metalized trampolines. A downside to this technique, however, is that the metal would inevitably encompass a larger area, and thus be deposited partially on the tethers as seen in Fig. 3.5. Anecdotal evidence from colleagues suggest that any deposition of the tethers would negatively affect the quality factor. Also, we noticed that the stress gradient of the deposited metal would curve the straight sides of the center patch upwards, where the tensile stress of the silicon nitride trampoline is the weakest. We discovered in the end that for our goal to measure the quality factor of these trampolines in an op-
omechanical system, the coupling was sufficient without any metalization as silicon nitride can serve as an oscillating dielectric of a capacitor instead of being itself an oscillating capacitor. However, the smaller the capacitive gap was, the more the difference between oscillating capacitor and oscillating dielectric diverged, and it became obvious that metalization was still necessary to gain significantly in optomechanical coupling.

### 3.4. Antenna Chip Fabrication

For our antenna chip we had a choice of different substrates. We chose either high resistivity silicon or double sided polished sapphire. Silicon had the advantage that it could be etched, while double side polished sapphire has a very low microwave loss tangent \( \tan \delta \sim 10^{-8} \) and was see-through. We shall see in the flip-chip section why that was important. We would dice the wafer into 9 × 9 mm chips because this fit well with the 3D cavity design. We would clean substrates using a Piranha mixture to thoroughly remove any organics left over from the dicing. For the antenna chip we would not use additive fabrication. The easiest method was to evaporate aluminium onto the substrate and then spin photoresist AZ ECI 3007 onto it. We pattern the antennas using a laserwriter, and are able to etch away the aluminium with the photoresist developer. If we used MoRe as the superconductor we would then etch it away using a reactive ion etch plasma, as described above. The photoresist would be cleaned off using NMP.

### 3.5. 3D Cavity Processing

We experimented with various purities of aluminium, copper, and niobium. Aluminium is the standard in 3D cavity quantum electrodynamics literature \([12–14]\) because it is a cheap superconductor with a transition temperature at 1.1 K, which is easily attainable inside a dilution refrigerator. Aluminium is also very easily machined because of its malleability. Niobium, or an alloy of it, on the other hand, is more common in the particle accelerator community because of an easily attainable transition temperature above the boiling point of helium. The accelerator community also has decades of experience in perfecting the loss rate of their cavities using annealing, seam control, and cleaning methods \([15]\). In our case, however, niobium cavities provided a quicker way to test devices by only having to thermalize to a dewar of liquid helium. Copper was used whenever there was no necessity in minimizing cavity losses.

Our 3D cavities were machined by our technicians using a computer numerical control (CNC) machine. The outer dimensions of the cavities were 36 × 36 × 24 mm and the inner dimension was either 28 × 28 × 8 mm or 24 × 24 × 8 mm which would correspond to a fundamental frequency of 7.6 GHz and 8.9 GHz, respectively. We would first clean off organic residues by putting the cavity halves into a warm bath of acetone and sonicate it for 20 minutes after which we would dry it using IPA and a nitrogen blower. A goal of ours was to maximize our cavity photon lifetime by as much as possible. We found the biggest increase in aluminium cavities by increasing the purity of the metal. In some cases it would increase the quality factor by an order of magnitude. The first two entries of table 3.1 show an example of such a jump. It has also been documented in literature
that etching of the aluminium will increase the quality factor, however we were never able to mimick the results of other groups. Due to the scarcity of the material and duration of machining, we were also not able to create a systematic study.

We tried an etchant recipe which dissolves niobium oxides [16]. A solution made up of 40% HF, 70% HNO₃, 85% H₃PO₄ in a (1:1:2) volume ratio was created and the cavities were placed inside it for 60 minutes. After removal we rinse it in deionized (DI) water for 10 minutes. As can be seen in the last two entries of table 3.1, the increase in Q was minimal, which we attribute to a very uneven etch which introduced sharp edges.

<table>
<thead>
<tr>
<th>Cavity</th>
<th>f₀ (GHz)</th>
<th>T (K)</th>
<th>Qᵢ</th>
<th>Qₑ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al 6061</td>
<td>7.639</td>
<td>0.016</td>
<td>2.87 × 10⁶</td>
<td>1.08 × 10⁶</td>
</tr>
<tr>
<td>Al 4N8</td>
<td>7.675</td>
<td>0.016</td>
<td>8.88 × 10⁶</td>
<td>1.28 × 10⁶</td>
</tr>
<tr>
<td>Nb</td>
<td>7.446</td>
<td>4.2</td>
<td>3.49 × 10⁵</td>
<td>8.06 × 10⁵</td>
</tr>
<tr>
<td>Nb (etched)</td>
<td>7.430</td>
<td>4.2</td>
<td>7.48 × 10⁵</td>
<td>3.40 × 10⁵</td>
</tr>
</tbody>
</table>

Table 3.1: Table of Q-factors of different 3D cavities in our lab.
3.6. FLIP-CHIP ASSEMBLY TECHNIQUES

The most difficult process of the assembly was the ‘flip-chip’ method where you would have to fix the membrane chip and antenna chip using a drop of glue. The important part was that to get the coupling as large as possible you would have to get the capacitive gap as small as possible. Also, when aligning trampolines with significantly smaller areas, it required better fine-tuning when aligning the antenna chip with the membranes. In the beginning we would use a probe station and modify it to perform the flip-chip procedure. We developed another method which used a photolithography mask-aligner to obtain better ability to align, and also to be able to push the gap between the chips. We measured the gap size by putting the flip-chip assembly onto the microscope and use a magnification of 100x. By focusing on the bottom and chip and on the top chip we could notice the difference in the notches moved in the focusing dial of the microscope. Another visual clue for the gap size was also that whenever the gap was below a micron, Newton rings became very prominent. This also allowed us to easily see a gradient and determine whether the membrane was slightly tilted (it usually was, which makes sense seeing as we would always use only one drop of glue on the corner). Fig. 3.7 shows an example of what this interference pattern looks like. We take a linecut and plot the red channel over distance. Constructive interference happens when there is a gap distance which is an odd integer multiple of half the wavelength. Using the wavelength of spectral red, 647 nm, we estimate that the gap goes from 320 nm to 3.4 µm.

3.6.1. PROBE STATION METHOD

Probe stations have a central platform, on which you can connect different needles and measure conductances. To facilitate the process on smaller chips, there is a microscope attached through which you can fine-tune the needle positions. The needles are fastened onto the station using suction cups which are connected to a vacuum pump. We
3.6. Flip-chip Assembly Techniques

![Image of flip-chip setup on the probe station](image1)

![Image of a look through the viewfinder](image2)

Figure 3.8: (a) A photo of the flip-chip setup on the probe station, showing the suction cup holding a 1 x 1 mm Norcada membrane chip and the antenna chip underneath. (b) A look through the viewfinder.

...took one of these vacuum lines and fixed it to a small pipette tip. This we then fixed onto a holder of one of the needles because it has an easy interface to manipulate the position of the pipette.

First we put an antenna chip in the middle of the platform facing up. Then we stick a metalized membrane, facing down, onto the suction cup such that it is only holding on by the far corner of the membrane chip. It is important to make sure that the membrane is being held such that it is perfectly parallel to the surface of the antenna, otherwise when you release the vacuum, the membrane often shifts a little, misaligning it. A tiny drop of epoxy glue is put onto the corner of the antenna chip on the same spot where the suction cup is located. The drop of glue has to be small enough such that it does not spill into the membrane area when you press onto it with the probe station suction cup as this will break it. Furthermore, the less gluing there is, the higher the mechanical Q factor will be [17]. We carefully lower the membrane onto the antenna chip and push the membrane down as much as possible. This may lead to some shifting of the alignment, so this was done with caution. The result of this was that we could obtain gaps around 3 micron.

3.6.2. Mask Aligner Method

We opted for a mask aligner to flip our membranes for two reasons: alignment was better controlled, and we could push the membrane harder. The system that we used was Karl Suss MJB-3. While it was possible to align the norcada membranes properly using the previously mentioned system, when we started to work on trampolines which were around tenfold smaller in size, we really needed a better alignment method. Furthermore, the trampolines did not have a window through which we could see, which would mean that we would have to use a see-through sapphire substrate for the antennas and look through it to align the chips.

Since the machine is originally used as a mask aligner, the holders are designed for...
Figure 3.9: (a) A photo of the MJB-3 mask aligner system. (b) We start by putting a double-sided polished sapphire wafer on the top suction plate and stick an antenna chip on it using a bit of tape. This is then mounted into the MJB-3 such that the antenna is facing downwards. (c) We put a small drop of epoxy glue onto the membrane chip and lay it on the bottom plate. (d) The last step is to look through the viewfinder and try to align the two chips using the given manual controls. Once the alignment is satisfactory, the bottom part is pushed up.
4 inch wafers. So we would stick the double side polished (DSP) sapphire antenna chip onto another DSP sapphire 4 inch wafer and fix it to the top part of the mask aligner. On the bottom we would place the membrane or trampoline chip and use the knobs to carefully tune the position. Once the alignment was satisfactory, we would again put a drop of glue on the corner of the membrane chip and raise it until it touches the antenna chip. The advantage of this method is that we would be able to observe the drop of glue touching and expanding when sticking to the above chip. It was crucial to put as small a drop as possible, because otherwise the viscosity of the glue would prevent the gap from going below a micron. We could also push the gap with a more evenly distributed force and so there was a smaller chance that two chips would misalign significantly. Still, even with the ability to push as much as we could, it was still very difficult to get the gap to below a micron.

3.6.3. **Flip-chip fragility issues**

We observed many difficulties when trying to perfect the flip-chip method using the mask aligner. What we started noticing is that the membranes were incredibly fragile, and would break often, *after the flip was performed*. Sometimes it would take a few seconds, and sometimes it would take a few days before it would break. Importantly, the membrane would not always break due to some kind of shock (i.e. opening the lid, picking up the membrane), although sometimes it would. The inconsistent nature of the destruction of the flipped chip made it difficult to create a robust statistical analysis of the causes for breaking.

Here is a comprehensive list of all the variables we tested, but came out inconclusive:

- **Stress of the metal.** We reasoned that perhaps a metal that was deposited with a high level of stress could increase the tensile stress of the membrane and make it more prone to fracturing. This was corroborated by the fact that a membrane without any metal would not break. We tested it with aluminium that was evaporated on a cooled substrate, and with evaporated titanium (both would have higher tensile stress than room temperature evaporated aluminium) but they would still break.

- **Glue type.** We tested both vacuum grease and bison store-bought epoxy and did not find that either made the membranes break more than the other.

- **Drying times of epoxy.** We though that perhaps the glue would take a long time to dry, and would slide a little after taking it off the mask aligner, thus breaking the membrane. Yet even if we let the chip sit and dry for a whole day, it would still be observed to break every now and then.

- **Delicacy of handling.** There was no pattern related to the severity of handling of the chip. Sometimes the chip would break while transferring the chip off the sapphire holder, but sometimes it would break while resting over a few days. We also tested dropping the holder, and could not get it to reliably break. Sometimes putting on the lid violently would make it break, but again, this was not easily reproducible.
Figure 3.10: A visual demonstration of the fragility of the flip-chip method. This is a sample of the 40 Norcada chips that were flipped within this PhD.
Figure 3.11: A visual demonstration of the fragility of the flip-chip method with trampolines. The vertical bars are the electrodes of the antenna chip and underneath you can see the trampoline. Close inspection reveals that the trampolines had either stuck to the antennas, or had broken tethers. Roughly 23 trampoline chips were flipped during this PhD.
• **Static electricity.** We tried to combat the possibility of static electricity building up on the chip by discharging the antenna on a probe station before flipping it. This did not help. We also tried to get rid of any static electricity by spraying it with a Milty Zerostat anti-static gun, however, this also did not seem to make a difference.

• **Different substrates.** We reasoned that different substrates would perhaps build up charge differently and induce breaking of the membrane, but again, we found no consistent patterns indicating this was the culprit.

### 3.7. Measurement system

We shall now focus on the measurement systems which we used to measure the experiments within this thesis. For experiments where sensitivity is important, it is rewarding to measure using a cryogenic system as this reduces external vibrations. Furthermore, when working with superconductors, one must cross the transition temperature of the metal to be able to get the benefit of a conductor without resistance. We used two refrigeration systems to be able to reach different temperature ranges. A dilution refrigerator would be able to reach temperatures of 15 mK which would be suitable when using aluminium as a superconductor, but we also had a wet cryogenic system which would go to the boiling point of helium (4.2 K). This would be suitable when using a superconductor with a higher transition temperature, such as MoRe or NbTiN.

Having an as low as possible temperature also means that when you thermalize a harmonic oscillator to this temperature, you will reduce the average quanta occupation in the system, given by

\[
\tilde{n} = \left[ \exp \left( \frac{\hbar \omega}{k_B T} \right) - 1 \right]^{-1}
\]  

(3.1)

which is the standard distribution for a bosonic system. In the context of optomechanics, this means that the thermal occupation of your cavity and mechanics will be governed by this distribution. For a GHz microwave cavity, the photon number will be in the ground state at dilution refrigerator temperatures. However, as the fundamental mode frequency of the mechanics is orders of magnitude lower than the cavity, its occupation can be significant. For our mechanical resonators that are in the hundreds of kHz, the occupation can be up to a few thousand. The issue is further complicated by the fact that mechanical vibrations of the pulse tube cooler of the refrigerator can easily couple to the mechanical system, making it difficult to determine the true effective bath temperature of the mechanical resonator. Calibration of the mode temperature is necessary to get a reliable figure for the mechanical occupation.

#### 3.7.1. Dilution refrigeration system

We used two different refrigeration systems, the BlueFors LD250, and the Oxford Instruments Triton 200. The latter system had a bottom-loading mechanism which would reduce cooling times to roughly 8 hours, as opposed to the full-day cooldown necessary for the former system. The immediate benefit of a dilution refrigeration unit – as mentioned above – is the reduced temperature, and thus lower contribution of thermal noise.
3.7. Measurement System

Figure 3.12: (a) A schematic of the dilution refrigeration cryogenic system. Two-tone measurements would be done with the output probe of a vector network analyzer (VNA) and a microwave generator (MWG) which would be combined using a directional coupler. The input line goes through attenuators at each temperature stage, and the output signal would be isolated and amplified by a high electron mobility transistor (HEMT) amplifier. (b) A picture of the dilution refrigeration system without its vacuum can and shielding.

to your measurements. The downside is that as the cooling power is reduced at lower temperatures, the input power you can supply is also greatly reduced, as you run the risk of heating the system. The BlueFors LD250 has a cooling power of 10\(\mu\)W at 20 mK.

Using a 3D cavity means that you will have a higher thermal load, which means that special attention should be given to make sure that there is enough thermal conductivity between the cavity and the mixing plate, to ensure it reaches base temperature. We would always, if possible, screw the cavity into a copper plate, which would then be mounted onto the mixing plate. We would also wrap the 3D cavity with aluminium tape as tightly as possible to ensure thermal contact.

3.7.2. 4K Fridge Setup

For experiments that had superconducting metals that had transition temperatures above 4 K, we could use our wet fridge. The system consisted of a copper chamber that would be submersed into a dewar of liquid helium. The top of this chamber would be connected to a steel tube which would allow wires to be accessed from the top, and a vacuum pump to reach base pressures of around 10\(^{-5}\) mBar. The system was designed such that the bottom plate on which the sample was fastened would have a tight connection to the outer walls such that thermal contact with the liquid helium would efficiently reach the device. A thermometer was fastened to the lowest stage to monitor the temperature.
Figure 3.13: (a) A schematic of the 4 K cryogenic system. We put our 3D cavity into a dewar of liquid helium and connect to it through two directional couplers to a vector network analyzer (VNA) and a microwave generator (MWG). (b) A photograph of the 4K system before it is put inside of the helium dewar. (c) A picture of the 3D cavity when fully connected and fastened to the bottom plate before the copper chamber is screwed on. The copper braid is to improve thermal contact as much as possible. The directional coupler is behind, and is obstructed from view.
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HIGH-Q SILICON NITRIDE MEMBRANE RESONATORS AT mK TEMPERATURES

We study mechanical dissipation in millimeter-sized, high quality-factor (Q) metalized silicon nitride membranes at temperatures down to 14 mK using a three-dimensional optomechanical cavity. Below 200 mK, high-Q modes of the membranes show a diverging increase of Q with decreasing temperature, reaching $Q = 1.27 \times 10^8$ at 14 mK, an order of magnitude higher than reported before. The ultra-low dissipation makes the membranes highly attractive for the study of optomechanics in the quantum regime, as well as for other applications of optomechanics such as microwave to optical photon conversion.

4.1. **INTRODUCTION**

Mechanical resonators made from silicon nitride have shown great potentials for both fundamental researches and applications. They have become platforms for studying quantum optomechanics [1–9] and key elements for applications such as optical to microwave photon transducers [10, 11] and NEMS/MEMS sensors [12–14]. High-stress SiN\(_x\) devices typically have very high quality factors, which is one of the most crucial features for a mechanical resonator. In optomechanics, low dissipation reduces the mechanical resonator’s coupling to the environment and improves the cooperativity, enabling cooling to a lower temperature and state preparation with higher fidelity. High quality factors also enhances the efficiency of a transducer as well as the sensitivity of a NEMS/MEMS sensor.

Studies of the quality factor of SiN\(_x\) resonators have found Q-factors at room temperature of up to \(10^6\) for nanostrings [15], \(10^5\) for beams [12, 13], \(10^5\) for trampolines [16], and \(10^6\) for the fundamental mode of membranes [17]. Higher modes of membranes have been observed to have higher Q-factors [18, 19], up to \(5 \times 10^7\) [19], but show weaker optomechanical coupling, and have smaller mode spacing leading to a dense mode spectrum. Smaller membranes were studied down to millikelvin temperatures, but Q was relatively low due to their lower aspect ratio [20]. Measurements of the Q of the fundamental mode of millimeter-sized membranes down to 300 mK demonstrated a plateau in Q below 1K at a value up to \(10^7\) [17].

Here, we study the quality factor of large, high-Q SiN\(_x\) membranes at temperatures down to 14 mK. We use a three-dimensional (3D) superconducting optomechanical cavity [9] to detect the motion. Similar to previous reports, we observe a plateau in Q down to 200 mK. Below 200 mK, we observe a new behavior of the quality factors of high-Q modes that diverges down to the lowest temperature we can measure, reaching a record of \(Q = 1.27 \times 10^8\) for a fundamental mode at 14 mK, promising for future applications in optomechanics in both the microwave and optical domains.

\[\text{Figure 4.1: (a). Photograph of a physical device (Device I), showing two halves of the Al 3D cavity and the membrane resonator. (b). Schematic of the reflection measurement setup. Two microwave tones } \omega_1 \text{ and } \omega_2 \text{ are combined and launched into the membrane-embedded cavity placed inside a dilution refrigerator. The reflected signal is detected by an I/Q analyzer.}\]
4.2. EXPERIMENTAL DESIGN AND CHARACTERIZATION

A photograph of the device is shown in Fig. 4.1(a). The 3D cavity is formed by two halves of a machined Al block. An SMA connector is attached for reflection measurement. The mechanical resonator is a Norcada SiN_x membrane which can be seen on the sapphire support substrate. The membranes are 50 nm thick in a square of size \(l \times l\) with \(l = 1.5\) mm for Device I and \(l = 1\) mm for Device II. We deposit a metal layer of 20 nm of Al on the membrane which forms a capacitor with the antenna pads deposited on the substrate. The motion of the membrane is coupled to the cavity field via the antenna. The membrane is anchored on the substrate with \(\sim 0.1\) µl of 2-part epoxy at one corner of the silicon frame. The membrane-embedded 3D cavity is mounted with the plane of the membrane in the vertical direction in a cryo-free dilution refrigerator (BlueFors LD250) where fridge temperature is controlled between 14 mK and 800 mK.

We measure the cavity response and mechanical motion using microwave reflectometry as described in previous work [9]. A simplified schematic of the reflection measurement is illustrated in Fig. 4.1(b). Microwave signals are attenuated and sent into the cavity. The reflected signal is amplified and read out using a vector signal analyzer (Rohde and Schwarz FSV30) which records the in- and out-of-phase quadrature of the signal \(V_i\) and \(V_q\) as a function of time within a bandwidth up to 28 MHz around a local oscillator.
reference frequency. We study two membrane-cavity devices. The cavity resonance \( \omega_0 \) is \( 2\pi \times 5.23 \) GHz for Device I and \( 2\pi \times 5.07 \) GHz for Device II, with linewidths \( \kappa \) below 300 mK of \( 2\pi \times 56\) kHz and \( 2\pi \times 45\) kHz, respectively. The mechanical resonant frequency \( \omega_m \) and the single-photon coupling rate \( g_0 \) for the modes studied are listed in table 4.1. In Device II, the gap to the antenna is 3\( \mu \)m. In Device I, the gap is 10\( \mu \)m, resulting in a significantly reduced \( g_0 \).

### 4.3. Mechanical Quality Factor Results and Discussion

To measure the quality factor, we drive the membrane at its resonance frequency and then detect the timescale it takes for the motion to ring down (decay). The membrane is driven optomechanically, with a scheme based on an optomechanically-induced transparency (OMIT) measurement. As illustrated in Fig. 4.2(a), two phase-locked microwave signals are sent into the cavity: a swap tone at \( \omega_1 = \omega_0 - \omega_m \) and a shake tone at \( \omega_2 = \omega_0 \). Photons at \( \omega_1 \) are Raman scattered by the membrane resonator and upconverted into the cavity resonance, producing a mechanical sideband at \( \omega_0 \). The shake tone at \( \omega_2 \) is used to drive the membrane. The I/Q analyzer is set to detect the signal at \( \omega_0 \) with a sample rate of 100 Hz. Fig. 4.2(b) shows an example of OMIT measurement taken with Device II in the limit of large optomechanical cooperativity \( C = \frac{4g_0^2N}{\kappa \gamma_m} \gg 1 \), where \( N \) is the number of photons. To avoid backaction of the microwave fields on the motion, for the ringdown measurement we operate in a regime where the cooperativity \( C \) of the swap tone is sufficiently small (\( C \ll 1 \)).

<table>
<thead>
<tr>
<th>Device</th>
<th>Mode</th>
<th>I (1,1)</th>
<th>II (1,1)</th>
<th>S</th>
<th>AS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \omega_m/2\pi ) (kHz)</td>
<td>242</td>
<td>121</td>
<td>193</td>
<td>192</td>
<td></td>
</tr>
<tr>
<td>( g_0/2\pi ) (Hz)</td>
<td>0.03</td>
<td>0.22</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Summary of mechanical modes studied. Fundamental mode (1,1), symmetric mode (S), and antisymmetric mode (AS).

Fig. 4.2(c) illustrates the protocol of the optomechanical ringdown measurement. The membrane is first driven into motion when \( \omega_1 \) and \( \omega_2 \) are both on. The detected signal at \( \omega_0 \) consists of the directly reflected signal of the shake tone at \( \omega_2 \) as well as the mechanical sideband generated from the swap tone at \( \omega_1 \). At \( t_0 \) the shake tone is switched off, while the swap tone \( \omega_1 \) stays on. When turning off the shake tone, the associated microwave field at \( \omega_0 \) decays on a timescale corresponding to \( \kappa^{-1} \). In addition to the microwave field from the shake tone, there is a second microwave field at \( \omega_0 \) that arises from a sideband of the swap tone generated by the mechanical motion. This second microwave field decays with a much slower timescale corresponding to \( \gamma_m^{-1} \). On the I/Q analyzer, we then observe a signal at \( \omega_0 \) from shake tone \( \omega_2 \) that falls off at the cavity decay rate \( \kappa \) and the remaining mechanical ringdown signal is read out and used to calculate the mechanical amplitude as it decays.

Fig. 4.3(a) shows an example of a ringdown trace of the mechanical resonator taken at...
14 mK. The $y$-axis is proportional to $V_i^2 + V_q^2$, representing the squared amplitude of the resonator. By fitting the curve to an exponential decay $e^{-\gamma_m t}$, $\gamma_m$ and the quality factor $Q = \omega_m/\gamma_m$ can be extracted. We vary the cryostat temperature $T$ and record the corresponding ringdown traces. The resultant Q-factor as a function of temperature $T$ for Device I (1,1) mode is plotted in a linear scale in Fig. 4.3(b). As $T$ is decreased from 800 mK to 200 mK, there is a relatively flat plateau in $Q$, consistent with previous results with an optical detection scheme [17]. As $T$ is further reduced to below 200 mK, $Q$ begins to go up, and continues rising with no indication of saturation down to the base temperature of $T = 14$ mK. The highest value $Q = 1.27 \times 10^8$ corresponds to $\gamma_m = 1.9$ mHz and a time constant of $\tau = 2/\gamma_m = 1.6 \times 10^2$ s.

In Fig. 4.3(c) we plot the Q of Device I (1,1) mode (red), Device II (1,1) mode (blue) and Device II antisymmetric (AS) mode (green) together in a log scale. Note that the symmetry of the mode is determined with a reflection plane perpendicular to the membrane through the corner. Quality factors of all three modes are above $5 \times 10^6$ and show similar behavior, improving with decreasing temperature below 200 mK and leveling off between 200 mK and 800 mK. It is also interesting to note that although previous work with Device II observed a saturation of the mode temperature at 180 mK [9], $Q$ continues to go up as the cryostat is cooled down to base temperature. In contrast to the other modes, symmetric (S) mode of Device II has a much lower $Q = 1.2 \times 10^5$ that is independent of temperature from 14 to 800 mK. Although the S mode and AS mode are separated by only 1 kHz in frequency, it is striking that $Q$-factors are different by orders of magnitude. The S mode could have a temperature-independent $Q$ limited by radiation into the sapphire substrate, while the AS mode would then be limited by a different temperature-dependent mechanism.

In the ringdown experiments performed here with the I/Q analyzer, we are able to determine not only the energy loss rate of the mechanical resonator, but also to characterize the dephasing of its mechanical motion. Applying an FFT to the acquired I/Q data from sufficiently long ringdown time trace, one can reconstruct the spectral content of the mechanical resonance during ringdown, giving access to the spectral linewidth Q-factor [21]. To do this, we slightly detune the swap tone $\omega_1 = \omega_0 - \omega_m - \delta$ with $\delta = 2\pi \times 31.9$ mHz and measure the I/Q data for $10^4$ seconds. In Fig. 4.4(a) the I/Q vector plot is shown, the $x$-axis representing the in-phase quadrature $V_i$ and the $y$-axis the out-of-phase quadrature $V_q$. The trace forms a spiral: the decrease of the vector length corresponds to the decay in mechanical amplitude, and the angular frequency of the trajectory in the polar plot is determined by $\delta$. To reconstruct a spectrum from the data, we perform an FFT of the complex vector $V_i + jV_q$, $j = \sqrt{-1}$, shown in Fig. 4.4(b). A fit to the lineshape gives the spectral $Q = 1.10 \pm 0.05 \times 10^8$, in agreement, to within the error margin, with the ringdown quality factor $1.14 \times 10^8$ extracted from the same dataset, demonstrating that the dephasing is not a significant source of decoherence for these membrane resonators.
4. **HIGH-Q SILICON NITRIDE MEMBRANE RESONATORS AT mK TEMPERATURES**

Figure 4.3: (a). Time trace of the mechanical amplitude during ringdown for Device I at 14 mK. From a fit to exponential decay, we extract the mechanical quality factor. Red: data; blue: fit. The deviation from a straight line may indicate some weak negative nonlinear damping. (b). Extracted quality factor $Q$ of the membrane resonator as a function of cryostat temperature for Device I (1,1) mode. Inset: zoom-in for $T < 80$ mK. The highest value is $Q = 1.27 \times 10^8$ for Device I at 14 mK. (c). Extracted quality factor for both samples. Red: Device I (1,1) mode; blue: Device II (1,1) mode; green: Device II AS mode. $Q$ decreases with increasing temperature for $14$ mK $< T < 200$ mK, leveling out between 200 mK and 800 mK.
4.3. Mechanical Quality Factor Results and Discussion

Figure 4.4: I/Q analysis of the ringdown trace. Swap tone is set to $\omega_1 = \omega_0 - \omega_m - \delta$, $\delta = 2\pi \times 31.9$ mHz. (a). Out-of-phase quadrature $V_q$ vs. in-phase quadrature $V_i$. Decay of the amplitude in combination with the detuning $\delta$ of the swap tone results in spiral that circles around the origin at an angular frequency $\delta$. (b). FFT spectrum of the complex temporal I/Q trace. Red: data; blue: fit. From the linewidth of the resonance the decoherence, including dephasing and relaxation, can be extracted. By comparing the spectral quality factor $1.10 \pm 0.05 \times 10^8$ and the ringdown quality factor $1.14 \times 10^8$, the contribution of dephasing to the spectral linewidth is negligible within the error margin.
4.4. CONCLUSION

In conclusion, we have measured the quality factor of SiN<sub>x</sub> membranes at millikelvin temperature with 3D optomechanical cavities. At the base temperature of 14 mK, Q-factors as high as 1.27 × 10<sup>8</sup> are observed for a fundamental mode, demonstrating the exceptional performance of SiN<sub>x</sub> membranes as mechanical resonators. This high Q is achieved in the presence of an Al coating of the membrane, expanding their potential in electrical and microwave applications. By virtue of this low dissipation, SiN<sub>x</sub> membranes could be a test bed for quantum superposition states of massive mechanical objects and other applications in optomechanics.

4.5. APPENDIX: EXTENDED DISCUSSION

On closer inspection, the fact that the fundamental modes of our silicon nitride membranes show temperature dependence is a little odd. Many articles have been written which demonstrate that lower modes of membranes tend to be limited by radiation losses [19, 22–24]. And often the effect is even worse when the substrate is glued to another surface [19, 25–27]. However, our paper is also not the only one to demonstrate temperature dependence [28]. If a resonator is limited by radiation losses, it would not show temperature dependence. We believe that the publication by Jöckel et al. most enlightens this issue [29].

The experiment describes a laser interferometer setup where the movement of a square silicon nitride membrane is measured inside a vacuum chamber and is driven by a piezo. Another laser is directed at the membrane and is able to heat the membrane,
causing tuneability of the membrane’s frequency due to thermal expansion. They were able to measure the quality factor of the fundamental mode for a range of frequencies from 170 kHz to 260 kHz, as seen in Fig. 4.5 using ringdown measurements. At the same time, the interferometer can be pointed to the frame, and the amplitude of vibration can be measured for the same frequency range. What results is that at the frequencies where the frame amplitude is greatest, the quality factor of the fundamental mode of the membrane is also the lowest. What results is clear evidence that there is significant coupling between the frame modes and the membrane modes. Overlap between the two can lead to radiation losses.

The substrate of the membrane can act as a mechanical Purcell filter where the decay rate of the resonator is influenced by the density of states of its environment, and we believe such is the case in our experiment. Cooling of the device causes the modes of the bulk to change in frequency and in loss rate, which affects the overlap with the mechanical modes. Due to the fact that the modes always move up in quality factor the lower the temperature, we believe that the dominant effect is that the linewidth of the substrate modes become smaller, decreasing overlap.

Another culprit could be the change in mechanical properties of the glue over temperature. A change in stiffness could increase the mechanical impedance mismatch between the substrate and environment, which would effectively increase the quality factor of the substrate modes. We believe that the placement of the glue is also responsible for the symmetry dependence of radiation losses in the AS/S modes of Device II. Looking at Fig. 4.6 one can see that these two modes show widely different behavior.
The mode which has a node which crosses the glue will exert a smaller net force on the glue and will be less coupled to the environment. This is further evidence that our resonator is limited by radiation losses. Due to the inconsistencies of placing the glue on the membrane, many groups are taking the route of fabricating membranes with phononic shields [30, 31].
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We report on a technique for applying a DC bias in a 3D microwave cavity. We achieve this by isolating the two halves of the cavity with a dielectric and directly using them as DC electrodes. As a proof of concept, we embed a variable capacitance diode in the cavity and tune the resonant frequency with a DC voltage, demonstrating the incorporation of a DC bias into the 3D cavity with no measurable change in its quality factor at room temperature. We also characterize the architecture at millikelvin temperatures and show that the split cavity design maintains a quality factor $Q_i \sim 8.8 \times 10^5$, making it promising for future quantum applications.

5. A SPLIT 3D CAVITY DESIGN FOR THE INCORPORATION OF A DC BIAS

5.1. INTRODUCTION

In recent years, interest in 3D waveguide cavity resonators has been revived in the Josephson junction quantum bit (qubit) community [1–7]. Significantly enhanced relaxation and decoherence times on the order of hundreds of microseconds have been demonstrated for qubits in 3D cavities [7]. The 3D architecture has also enabled the measurement of entangled qubits [6], single-photon Kerr effect [2] as well as the Autler-Townes effect [3]. So far, these results are achieved without the need of applying DC currents or voltages to the devices embedded in the cavities. However, the ability to do so would significantly expand the application of 3D cavities, just as the introduction of a DC bias into a coplanar waveguide cavity made it much more versatile [8–10]. For example, such a DC bias could enable the tuning of a membrane in a 3D optomechanical device [11]. For qubit measurements, an on-chip flux bias can be added by applying a DC current bias to allow frequency tunability of the qubit.

Having galvanic access to a quantum device inside a 3D cavity presents a significant challenge. Planar geometries have a 1D confinement of the electromagnetic field and thus allows access from the side of the cavity [8, 9]. In 3D architectures currents run along a closed 3D surface: incorporating wires into devices inside the cavity without compromising the cavity quality factor is challenging. One study reports a technique of...
Figure 5.2: Minimizing losses of TE101 mode of a split-cavity through choice of orientation of splitting the cavity. (a) An LC circuit representation of a cavity resonating in the fundamental mode. (b) A corresponding 3D representation of a box cavity where the orange arrows show the direction of current flow. For the TE101 mode, the current paths along the side walls act as inductors, and the top and bottom walls as capacitor plates. (c-d) A circuit diagram and 3D representation of one proposed method of galvanically separating the box cavity. When introducing a separation perpendicular to the current flow, this adds capacitances between the inductors of the fundamental mode. (e-f) A circuit diagram and 3D representation of the method of separating the box cavity we use here for the incorporation of the DC bias. The plane of separation is parallel to the direction of current flow.

5.2. SPLIT 3D CAVITY DESIGN

We introduce a method for biasing a 3D cavity while maintaining an internal quality factor of $Q_i = 8.75 \pm 0.03 \times 10^5$. The dimensions of our near-rectangular cavity are illustrated in Fig. 5.1(a). The rounded corners in the xy-plane have a diameter equal to the height of the y-coordinate. According to a finite element simulation shown in Fig. 5.1(b) the resonant frequency of the lowest TE101 mode is expected to be around 7.816 GHz. The color corresponds to the magnitude of the electric field in the zx-plane, at the center of which the field reaches maximum. The measured resonant frequency of the bare cavity is $f_0 = 7.743$ GHz at room temperature and ambient conditions. The loaded Q-factor at room temperature is $Q_L = 3920$. Many implementations use a 3D cavity that is cut in half to allow for a nanodevice to be placed inside. The device is usually fabricated on a dielectric substrate and placed in the center to allow maximum interaction with the electric field. The idea in this article is to use this separation to our advantage by keeping the two halves galvanically separated and applying a DC voltage across it to bias the nanodevice. Such a connection could be achieved through a custom-designed substrate including connections to the back side of the substrate.

In designing the location of the split in the rectangular 3D cavity, it is important to consider how currents flow within such a resonant structure. For the fundamental mode
of the cavity, electrons oscillate back and forth between the plates with the largest area via the side walls. One can see this as a simple LC circuit, where the top and bottom plates act as a capacitor, and current path along the side walls as an inductance. There are two ways we can split this cavity, parallel or perpendicular to the direction of current flow. Fig. 5.2(c-d) shows a split cavity where the cut is perpendicular. Such a geometry creates additional capacitances in between the inductors which turns it into a dipole antenna, potentially causing losses by radiation. An alternative geometry would be to split the cavity as depicted in Fig. 5.2(e-f). The circuit diagram changes by splitting the capacitance of the LC circuit and separating these by two more capacitances. Since there is a far lower current density at the split, there likely is less chance of radiation losses. A thorough investigation into the losses from seams in cavities is given in Ref. [13].

Similar to the coaxial pin used to couple microwaves in and out of the cavity via the readout port, adding a DC wire that fully enters into the cavity would have a significant impact on the cavity Q-factor as it would act as an antenna and contribute heavily to radiative losses. It is in principle possible to partially suppress this leakage using low pass filters, although this presents challenges in terms of the loss rates of the elements and maintaining sufficient grounding to limit radiative losses. In the approach presented here, we avoid such potential problems by separating the two hemispheres of the cavity with a thin layer of insulator and using them directly as electrodes. The interface of the two halves forms a large capacitor that acts as a low-pass filter. We directly apply the DC voltage on the aluminum blocks, which can then be accessed from inside the cavity to

Figure 5.3: Experimental observations from room temperature measurements showing that TE101 mode is not affected to first order even for relatively large gaps. (a) Full spectrum of the reflection coefficient for a (top) closed cavity, and (bottom) a cavity separated by 1.07 mm measured at room temperature. The disappearance of the second mode is attributed to the restriction of current across the two halves. (b) A graph of the internal dissipation rate \( \kappa_i \) as a function of cavity separation. (c) A picture of the setup we used to separate the cavity halves. The screws used to connect them were surrounded by an insulating layer.
Figure 5.4: Proof-of-concept demonstration of a DC tuneable 3D cavity using an embedded reverse biased diode. (a) Schematic of the experimental setup. The diode is reverse-biased by an external voltage applied across the cavity and the resonant frequency is measured reflectively. (b) A photograph of one half of the aluminum cavity. (c) An equivalent circuit diagram. The tuneable diode capacitance $C_d$ is coupled in parallel to the main cavity through $C_c$. (d) Representative $S_{11}$ curves measured by the vector network analyzer at room temperature as the bias voltage is varied. The resonant frequency is shifted but the quality factor preserves. (e) Inverse square of the resonant frequency as a function of the inverse of the diode capacitance.
connect the DC signals to the device, as illustrated in Fig. 5.1(d). Using superconducting wires from the two halves of the cavity to devices embedded in it, such as qubits, one can then apply voltage or current biases to the devices. This could also potentially be implemented with traces directly on the sapphire substrates used to hold the devices in the cavity. The bandwidth of this DC bias scheme is limited by the capacitance between the two hemispheres and can be carefully engineered. For a 50 Ω source impedance supplying the DC signals and a 100 µm layer Kapton tape insulator with a 180 pF capacitance between the hemispheres, we estimate the bandwidth for the DC signals to be around 18 MHz, and could be even higher if the driving were provided by a lower impedance source.

5.3. Measurement of Biased 3D Split Cavity

To demonstrate the viability of biasing a split 3D cavity, we first present measurements studying how the quality factor is affected by introducing this split at room temperature. In Fig. 5.3(a) we show a full spectrum sweep as allowed by our vector network analyzer when the cavity is closed and when the cavity halves are separated by around 1.07 mm. Both configurations display a fundamental frequency, however with a slight shift: 7.74 GHz when closed, 7.62 GHz when opened, about a 1.6% change. This percentage shift was predicted well by finite element simulations by increasing the length of the box resonator, ignoring the open walls in the region of the gap. There is also a second mode, TE201, at 12.02 GHz, but this can only be detected when the cavity is closed. One can understand this by the fact that the TE201 mode has a large component of current that flows across the split. When the two halves are separated, this current is presented with a large impedance from the capacitor and is therefore strongly suppressed. Even up to very large gaps on the order of millimeters, the linewidth of the TE101 mode, shown in Fig. 5.3(b), is relatively constant, indicating that at room temperature, the radiative losses are negligible even for millimeter gaps between the two halves.

To demonstrate the principle of DC operation of a device inside a cavity, we embed a diode (NXP BB131) inside the cavity. The diode capacitance can be tuned by a reverse voltage bias and the cavity resonant frequency is subsequently shifted. The interface of the left and right halves are separated by a thin layer of scotch tape which acts as an insulator (0.05 mm thickness), and nylon screws are used to avoid shorts. Inside, the anode (cathode) of the diode is attached to the right (left) half of the cavity. An external DC voltage source is attached to the aluminum blocks, reverse-biasing the diode via the cavity walls. One half of the actual cavity is shown in Fig. 5.4(b). An equivalent parallel circuit model is illustrated in Fig. 5.4(c), in which the resistance $R$, the inductance $L$ and the capacitance $C$ model the basic resonance while the capacitance of the diode $C_d$ is coupled to the circuit in the model via an effective coupling capacitor $C_c$.

We perform a reflection measurement with an input power of 0 dBm. In Fig. 5.4(d), we plot the reflection coefficient $S_{11}$, normalized by the off-resonant background as a function of the frequency $f$. The resonant frequency $f_0$ shifts to higher values as we increase the reverse bias voltage $V$ applied on the diode. The quality factors of the cavity show no signs of decrease for $V$ as high as 30 V, and also show no systematic change.
5.3. Measurement of Biased 3D Split Cavity

Figure 5.5: Characterization of the internal losses of a split cavity at 16 mK inside a dilution refrigerator. Reflection coefficient measurement of a split cavity separated by 100 µm Kapton tape at $P_{\text{in}} = -30$ dBm and a DC voltage of 0 V (a) and 40 V (b) with a quality factor $Q_i = 8.75 \pm 0.03 \times 10^5$ and $Q_i = 8.82 \pm 0.03 \times 10^5$, respectively. (c) A reflection measurement at $P_{\text{in}} = -148$ dBm (average photon occupation $N = 10$), with $Q_i = 8 \pm 1 \times 10^5$. (d) Reflection measurement of a closed cavity at $P_{\text{in}} = -30$ dBm showing an intrinsic quality factor $Q_i = 2.748 \pm 0.001 \times 10^6$. Black transparent lines indicate fits to the data.
A 3D cavity design for the incorporation of a DC bias

5.4. Conclusion

We have demonstrated a simple method of applying a DC bias up to 40 V in a 3D microwave cavity that maintains a high quality factor. We show that the intrinsic quality factor can be as high as \( Q_i = 8.75 \pm 0.03 \times 10^5 \) at dilution refrigerator temperatures, making it suitable for use in 3D implementations of microwave nano and quantum devices.

5.5. Appendix: Cryogenic Measurements

Cryogenic measurements were done inside of a Triton dilution refrigerator. A picture showing the loading chamber containing the split-cavity is shown in Fig. 5.6. The cavity was split by Kapton tape which offers electrical insulation but relatively high thermal conductivity. The half with the SMA connection for the reflection measurement was compared to the quality factor of the cavity without diode at room temperature. The loaded quality factor is \( Q_L \approx 2084 \) at 0 V and \( Q_L \approx 2292 \) at 30 V. From the circuit diagram in Fig. 5.4(c) we can derive \( \omega_0^2 = L/(C + (1/C_c + 1/C_d)^{-1}) \), where \( \omega_0 = 2\pi f_0 \). Assuming \( C_d \gg C_c \), rewriting \( 1/\omega_0^2 \) as \( y \) and \( 1/C_d \) as \( x \), the above equation can be rearranged into a linear equation \( y = L/(C + C_c) - LC_d^2 x \). Using the value of \( C_d \) corresponding to each \( V \) provided by the diode data sheet, we plot \( 1/f_0^2 \) as a function of \( 1/C_d \) and perform a linear fit as shown in Fig. 5.4(e). We further approximate the value of the characteristic impedance \( Z_0 = \sqrt{LC} \) to be \( Z_{TE101} \approx 540 \) Ω, and obtain the following parameters: \( L \approx 10 \) nH, \( C \approx 35 \) fF; \( C_c \approx 6.65 \) fF.
5.6. Appendix: Fitting Procedure

We start by unwrapping the phase, which corresponds to eliminating the electrical length of the cables running to the inside of the dilution refrigerator. The second step is to rotate the quadratures so that the real part purely represents the dissipative component and the imaginary part purely represents the dispersive component of the response. Along with this rotation the response is scaled such that off-resonance the reflection is unity. Lastly, the response is fitted using a least-squares method with the following formula:

\[ \text{Reflection} = \text{Fit} \]

Fig. 5.7 shows a graph of all the DC measurements taken. From 0 to 40 V the quality factor has a flat trend, which demonstrates the independence of DC voltage to internal losses of the split cavity.

A second measurement sweep was performed in which the input power to the cavity was modulated. Fig. 5.8 shows two of such data points, along with their fits. The fact that these data points can almost perfectly be overlayed shows that there equally is no dependence on input power to the internal losses of the cavity design.

5.6. Appendix: Fitting Procedure

We start by unwrapping the phase, which corresponds to eliminating the electrical length of the cables running to the inside of the dilution refrigerator. The second step is to rotate the quadratures so that the real part purely represents the dissipative component and the imaginary part purely represents the dispersive component of the response. Along with this rotation the response is scaled such that off-resonance the reflection is unity. Lastly, the response is fitted using a least-squares method with the following formula:

\[ \text{Reflection} = \text{Fit} \]
Figure 5.7: Graph of all intrinsic quality factor measurements as a function of bias voltage. Error bars indicate the fitting error.

Figure 5.8: Graph overlaying reflection measurements at input powers of -30 dBm and -148 dBm, along with their fits.
5.6. **Appendix: Fitting Procedure**

![Figure 5.9](image.png)

Figure 5.9: $S_{11}$ measurements of split cavities. Shown are the real and imaginary quadratures of the $S_{11}$ parameter of the aluminum cavity in (a) split geometry and (b) closed geometry. Derived values can be read from Table S1. Lighter lines indicate the fit.

\[
S_{11}(\omega) = \frac{2\kappa e^{i\theta}}{1 + 2i(\omega - \omega_0)} - 1
\]  

(5.1)

The exponential factor in the numerator approximates the asymmetric lineshape one would see when parasitic reflections interfere significantly (i.e. a Fano lineshape). In the case of very large cable resonance and strongly overcoupled cavities, there can be offsets of the quadratures that we cannot systematically eliminate from the fit, leaving systematic error in the extraction of $Q_i$ from the data. On the other hand, from the rotated quadratures plotted in Fig. 5.9, one can reliably extract the loaded quality factor $Q_L$ from the resonance linewidth. In this case, we can then place a conservative lower bound on $Q_i$ given by $Q_L$. Table 5.1 states all the components for the quality factors for the split and closed cavities measured at cryogenic temperatures, along with Fig. 5.9 showing the fits in quadrature format.

<table>
<thead>
<tr>
<th>Cavity state</th>
<th>$Q_i$</th>
<th>$Q_e$</th>
<th>$Q_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Split</td>
<td>$8.75 \pm 0.03 \times 10^5$</td>
<td>$7.04 \pm 0.02 \times 10^6$</td>
<td>$7.79 \pm 0.03 \times 10^5$</td>
</tr>
<tr>
<td>Closed</td>
<td>$2.748 \pm 0.001 \times 10^5$</td>
<td>$6.242 \pm 0.001 \times 10^6$</td>
<td>$1.908 \pm 0.001 \times 10^5$</td>
</tr>
</tbody>
</table>

Table 5.1: Quality factor measurements of our aluminium cavity in open and split configurations. The split is created by 100 $\mu$m Kapton tape.
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High-gain and low-noise signal amplification is a valuable tool in various cryogenic microwave experiments. A microwave optomechanical device, in which a vibrating capacitor modulates the frequency of a microwave cavity, is one technique that is able to amplify microwave signals with high gain and large dynamical range. Such optomechanical amplifiers typically rely on strong backaction of microwave photons on the mechanical mode achieved in the sideband-resolved limit of optomechanics. Here, we observe microwave amplification in an optomechanical cavity in the extremely unresolved sideband limit. A large gain is observed for any detuning of the single pump tone within the cavity linewidth, a clear indication that the amplification is not induced by dynamical back-action. By being able to amplify for any detuning of the pump signal, the amplification center frequency can be tuned over the entire range of the broad cavity linewidth. Additionally, by providing microwave amplification without mechanical amplification, we predict that using this scheme it is possible to achieve quantum-limited microwave amplification despite a large thermal occupation of the mechanical mode.

6. **INTRODUCTION**

Amplification is an essential part of any measurement system where there is a need to distinguish a signal from noise. Cryogenic measurement systems for quantum experiments often use a high-electron-mobility transistor amplifier in their amplification chain [1–3]. However, they typically operate with higher added noise levels than the theoretical limit imposed by quantum mechanics, something readily achieved in the optical domain [4]. Josephson junction based microwave amplifiers [5, 6], on the other hand, can have quantum-limited noise and have been used to entangle superconducting qubits [7], to convert quantum states to mechanical motion [8], and to implement error-correction in quantum circuits [9]. In such amplifiers, a Josephson junction is used as a low-loss nonlinear element that enables parametric amplification driven by an external pump tone.

A mechanically compliable capacitor coupled through radiation pressure to a superconducting circuit [2, 10] – a microwave optomechanical system – can also be used as a nonlinear circuit and can create a microwave amplifier [11]. A Josephson parametric amplifier (JPA) typically has a strong $x^3$ Kerr (Duffing) nonlinearity in the restoring force in the equation of motion for parametric amplification (where the coordinate $x$ for a JPA would refer to the phase difference across the junction). Although the Kerr nonlinearity is not necessary for amplification, it can result in amplifier saturation already at 100 photons [12, 13].

In optomechanical amplification cubic nonlinearities are weak compared to a JPA. Typical schemes operate by driving the optomechanical system at a frequency positively detuned from the cavity frequency (blue-sideband driving): doing so, one can produce amplification analogous to a non-degenerate two-mode amplifier, where the cavity mode and mechanical mode act as signal and idler, respectively [11]. With mechanical frequencies in the MHz range, it is then necessary to cool the mechanical element to < 50µK such that the microwave amplification is not dominated by thermal noise and the amplifier can approach the quantum limit. A more recent optomechanical microwave amplification scheme has approached this problem by using two pump tones, a red-detuned tone to provide cooling to the mechanical mode and a blue-detuned one to provide amplification, either in one cavity [14, 15], or in two separate cavity modes coupled to one mechanical mode [13].

Here, we present an observation of amplification of cavity fields mediated by a mechanical oscillator which, in contrast to earlier works [11], does not make use of dynamical backaction, and results in no amplification of the mechanical motion. Strikingly, we observe optomechanical microwave amplification in the presence of a drive tone red-detuned from the cavity resonance frequency, a regime associated with mechanical damping and not amplification. The amplification mechanism observed does not rely on dynamical backaction, and results in no amplification of the mechanical motion. Based on the mechanism we identify, we predict that the amplification presented here has the potential to amplify microwave signals with only quantum-limited added noise, even in the presence of large thermal occupations of the mechanical resonator without cooling of the mechanical mode.
Figure 6.1: A 3D optomechanical cavity in the sideband-unresolved regime at 4K. (a) A photograph of the copper 3D cavity used in this experiment. The inner dimensions of the cavity correspond to $28 \times 28 \times 8 \text{ mm}^3$ and microwave signals are coupled in and out using a single SMA connector. The depth of the pin determines the external coupling. The red line through the chip shows the cross-section shown in (b). This cross-section shows the thin film layers of the antenna chip and membrane chip. The membrane chip is a 50 nm thick silicon nitride window with 20 nm thick MoRe alloy sputtered on top. The antenna chip is made from double side-polished sapphire with 100 nm thick MoRe antennas patterned on top. The two chips are fixed together with a single drop of epoxy in one corner. (c) A circuit diagram which corresponds to the optomechanical system. The fundamental mode of the 3D cavity is represented by an LC resonator, and the antennas act as capacitors which concentrate the electric field towards the membrane, which itself can be represented as a mechanically compliable capacitor. The membrane motion modulates the resonance frequency of the 3D cavity. (d) We put the 3D optomechanical setup inside a vacuum can and cool it to 4.2 K in liquid helium. Using two directional couplers we probe the cavity by means of a vector network analyzer (VNA) while simultaneously sending a drive signal with a microwave generator (MWG).
6.2. Device Design and Fabrication

The experimental setup is shown in Fig. 6.1. As microwave cavity we use a 3D copper cavity with dimensions 28 × 28 × 8 mm$^3$ with a bare frequency of 7.59 GHz. We fabricated the antenna chip and membrane chip separately [16, 17]. The antenna chip was made from double-side polished sapphire 420 μm thick and it was pre-cleaned using a Piranha solution – H$_2$SO$_4$ and H$_2$O$_2$ in (3:1) concentration, heated to 80° C for roughly 10 minutes. We sputter-deposited 100 nm of Molybdenum-Rhenium alloy (MoRe 60/40) [18] and spun AZ ECI 3007 photoresist. The antennas were patterned using a Durham Magneto Optics Microwriter ML-2 laserwriter and the remaining MoRe was then etched away using an SF$_6$/He plasma. The photoresist was stripped using warm N-Methyl-2-pyrrolidone (NMP).

The membrane chip was metailized using a lift-off method because we had adhesion issues when spinning photoresist onto a MoRe-coated membrane. The photoresist would crack off which we believe is because the membrane was an unstable surface which could move when the photoresist would be developed. We patterned using a negative photoresist – AZ 5214E – and sputtered 20 nm of MoRe. We made sure that the patch overlapped with the frame of the Norcada membrane to induce mechanical losses and increase the amplification bandwidth [19]. The lift-off procedure was then also performed using warm NMP. We flipped the two chips on top of each other and fixed them by using a small drop of epoxy on the corner of the membrane chip. We would wait an hour until we were sure the drop of glue was healed.

The microwave optomechanical system can be understood using the effective circuit diagram in Fig. 6.1(c). The fundamental mode of the 3D cavity is represented by an LC circuit, and the antenna-chip structure is a capacitive circuit in which the middle two capacitors are modulated in-phase by the motion of the membrane. We measure the 3D optomechanical setup in vacuum with a bath temperature of 4.2 K by means of a microwave reflection measurement using an Agilent PNA N5221A vector network analyzer (VNA). In the case that measurements require two microwave tones, a weak probing tone, with frequency $\omega_p$, is provided by the output port of our VNA, and a second stronger drive tone, with frequency $\omega_d$, is generated by a Rohde & Schwarz SMB100A microwave generator. The signals are combined using a directional coupler where the transmitted port is used for the drive tone to allow for maximum drive power.

6.3. Estimating Coupling Constant

We estimate the optomechanical coupling constant using finite element model simulations in COMSOL. We recreate the geometry of our chip by including a sapphire chip with a thickness of 430 μm, on top of which we patterned our antennas. In between the arms of the antennas we put a 1 × 1 mm metal square which corresponds to the metalized membrane, as sketch of which can be seen in Fig. 6.2. Even though the geometry of the capacitance between the antennas and cavity walls is different in the COMSOL model due to computational ease, we compensate for this by decreasing the gap between the antennas and the wall such that the resonance frequency of the entire structure matches what we measured empirically. We can use the following formula to derive the coupling
constant

\[ g_0 = \frac{d\omega_0}{dx} x_{zpf} \quad (6.1) \]

where \( \frac{d\omega_0}{dx} \) is the rate of change of the cavity resonance frequency with respect to the membrane gap. \( x_{zpf} \) corresponds to the zero point fluctuations of the mechanical oscillator and can be calculated by \( x_{zpf} = \sqrt{\frac{\hbar}{2m\Omega_m}} \), which for our MoRe-coated membrane is 0.28 fm. We determine the rate of change of the cavity by simulating the resonance at two points around the estimated membrane gap of 2 \( \mu m \) and arrive at \( \frac{d\omega_0}{dx} \approx 246 \text{ kHz/} \mu \text{m} \). This results in a coupling strength \( g_0/2\pi \approx 0.069 \text{ Hz} \).

### 6.4. Normalization of Background Signal

Before we fit and extract data from the reflection measurement, we have to fit the background signal. For this we use a complex polynomial as an approximation

\[ S_{11,b}(\omega) = (a + b\omega + c\omega^2)e^{i(a' + b'\omega)} \quad (6.2) \]

where all variables except \( \omega \) are fitting constants. When fitting the full cavity response we first extract the resonance frequency and eliminate it from the data. We then make a preliminary fit of this modified data. Using the fit parameters for the complex polynomial above, we then refit the raw data using both the background and a Lorentzian for the cavity response using the following formula

\[ S_{11}(\omega) = S_{11,b}(\omega) \times \left( \frac{2\kappa e^{i\theta}}{\kappa + \kappa_i - 2i(\omega - \omega_0)} - 1 \right) \quad (6.3) \]

where, again, all variables except \( \omega \) are fitting constants. Figure 6.3 shows the raw data with both fits.
6.5. RESULTS AND DISCUSSION

Figure 6.4 shows a characterization of the optomechanical system. The cavity resonant frequency is found to be $\omega_0/2\pi = 3.76$ GHz, with a linewidth of $\kappa/2\pi = 23.5$ MHz, (intrinsic losses $\kappa_i/2\pi = 17.6$ MHz, external losses $\kappa_e/2\pi = 5.9$ MHz) which results in a relatively low quality factor of $Q = 160$ compared to other microwave optomechanical amplification devices. A reflection measurement of the cavity resonance including a fit line is shown in Fig. 6.4(a). The cavity is undercoupled, as $\eta = \kappa_e/\kappa = 0.25$. To measure the mechanical resonance, a two-tone measurement scheme called optomechanically induced reflection (OMIR), an analogue of optomechanically induced transparency [20] in a reflection geometry is used, illustrated in Fig. 6.4(b). A strong drive tone is applied at the cavity resonance frequency, and a second weak probe tone is swept around a range of frequencies detuned by the mechanical frequency from the drive tone. We define a detuning $\Delta = \omega_d - \omega_0$ between the drive frequency $\omega_d$ and the cavity resonance frequency, as well as a detuning $\Omega = \omega_p - \omega_d$ between the drive frequency and the probe frequency $\omega_p$. When $\Omega = \pm\Omega_m$, an interference effect in the measured reflection at the probe frequency is observed, shown in Fig. 6.4 for the case where $\Omega = -\Omega_m$. In the measurement, the mechanical resonance is excited by the oscillating radiation pressure from the beating of the pump and drive tones, which then creates a sideband of the drive tone which interferes with the probe field. Using this technique, we find a mechanical frequency of $\Omega_m/2\pi = 228.65$ kHz and damping rate $\gamma_m/2\pi = 22.0$ Hz. From the ratio $\kappa/\Omega_m = 103$, the system is found to be deep in the sideband-unresolved limit, illustrated in Fig. 6.4(a) and (b). We also estimate our coupling constant $g_0 = 69$ mHz using finite element simulations.

Figure 6.5(a) shows a measurement similar to that in Fig. 6.4(c) but now with $\Delta/2\pi = -3$ MHz and higher drive power. Strikingly, we observe that the reflection coefficient goes significantly above one, indicating that there is microwave amplification of 13 dB being performed by the system. This is surprising since in the usual paradigm in op-
Figure 6.4: Optomechanically induced reflection (OMIR) in the sideband-unresolved regime. (a) A reflection measurement of the copper cavity, black dots show raw data and red line a fit. The fit result in a center frequency of $\omega_0/2\pi = 3.76$ GHz and a linewidth of $\kappa/2\pi = 23.5$ MHz. The grey rectangle is zoomed in on panel (b) and shows the width of 10 mechanical frequencies, $10\Omega_m$, a visual demonstration that the optomechanical system is deep in the sideband-unresolved regime. The curve is normalized to a background level detuned from the resonance. (b) Experimental scheme: We send a strong drive tone at $\omega_d = \omega_0 (\Delta = 0)$ and sweep a weak additional probe tone around one mechanical frequency detuned from the drive tone, here $\omega_p - \omega_d = \Omega \approx -\Omega_m$. The grey box is zoomed-in in the next subfigure. (c) A sample reflection measurement that we obtain when driving at low power. What results is an OMIR interference effect. (d) A diagram which shows the basic mechanism of the observed effect. (1) The probe and the drive tone interfere, causing a beating pattern which oscillates at the mechanical frequency. By means of radiation pressure, this coherently drives the mechanical resonator. (2) The coherent oscillations of the mechanical oscillator then in turn modulate the cavity frequency which phase modulates the drive tone, creating sidebands at $\pm \Omega_m$. (3) The sideband and the probe tone interfere, which gives rise to OMIR. Note that there is no cooling or amplification of the mechanical oscillator when $\Delta = 0$. 
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Figure 6.5: Optomechanical microwave amplification with negative probe detuning. (a) A reflection measurement when the drive detuning $\Delta/2\pi = -3$ MHz at -11 dBm, and probe detuning $\Omega = \omega_p - \omega_d = -\Omega_m$ showing gain up to 13 dB. (b) The experimentally determined cavity resonance with three vertical lines indicate the positions for the three drive detunings $\Delta_1/2\pi = -3$ MHz, $\Delta_2/2\pi = 0$ MHz, $\Delta_3/2\pi = +3$ MHz used in (c), (d), (e), respectively. (c)-(e) Probe sweeps of the lower sideband $\omega_p \approx \omega_0 - \Delta_i - \Omega_m$ for three different drive tone powers, -11 dBm (brown), -15 dBm (red), -19 dBm (orange), showing probe tone gain for all three chosen detunings. The cavity resonance shift slightly with respect to drive power and detuning. The responses are normalized such that a signal above 0 dB corresponds to gain $> 1$. The highest gain is observed when the drive detuning is positive, which shows that dynamical backaction does play a contributing role. One can also see an asymmetric Fano lineshape when the detuning is non-zero.
tomechanics, a negative detuning results in damping and not amplification: a strong indication that dynamical backaction is not the origin of the observed microwave gain.

We can understand the origin of the observed microwave amplification qualitatively using the illustration in Fig. 6.4(d) and looking at how the amplitudes of the different signals change when increasing the amplitude of the drive tone $V_d$ at $\omega_d$ while keeping the amplitude of the probe signal $V_p$ constant. The amplitude of the mechanical motion, indicated by the height of the arrow $\Omega_m$ is proportional to the product of the probe and the drive tone amplitudes; increasing the drive power will drive the mechanical resonator to a large coherent amplitude. The drive tone mechanical sideband amplitude $V_{sb}$ has a height that is proportional to both the mechanical amplitude and the drive amplitude $V_d$. Consequently, the sideband of the drive, $V_{sb}$, will be proportional to $V_d^2$. For sufficiently large drive powers, $V_{sb}$ will become larger than $V_p$; if they add in phase, this will then give maximum amplification.

One way to think about this amplification process is as a frequency mixing process, where the drive tone is not only down-converting the signal, but also amplifies it. In this sense, this amplification process can be thought of as a “double mixer amplifier”. Note that this “double mixer” process does not make use of dynamical backaction [10], and also does not result in any mechanical amplification. For $\Delta = 0$, there is only coherent driving of the mechanical oscillator with no damping or amplification, while when $\Delta < 0$ both mechanical cooling and microwave amplification are attained simultaneously with a single drive tone. The fact that microwave amplification can occur without mechanical amplification also potentially enables quantum-limited amplification even if the mechanical resonator is not cooled to the ground state. The quantum-limited regime is reached in the optomechanical mixing amplification scheme when $V_d$ is large enough such that the first step of the mixing amplification, corresponding to the radiation pressure driving of the mechanical resonator, results in translation of the quantum noise of the input probe field to an amplitude that is larger than the thermal noise of the mechanical mode. Quantum limited operation becomes possible for cooperativities $C > kT_m/\hbar\Omega_m = n_{th}$ for an optimal amplifier configuration, corresponding to the criteria of reaching the radiation pressure shot noise limit where the quantum fluctuation of the input field dominate the force noise of the mechanical resonator.

Figure 6.5(c)-(e) show the microwave responses for different detunings $\Delta$, illustrated in Fig. 6.5(b). We observe that the gain depends on detuning, with the largest amplification occurring for positive $\Delta$. This indicates that there is also a contribution from dynamical backaction in these measurements, reducing the gain for $\Delta < 0$ and providing additional gain for $\Delta > 0$. The data also show a shift of the mechanical frequency for $\Delta \neq 0$ due to the optical spring effect, confirming the presence of dynamical backaction. We note however that this dynamical backaction is not needed for the amplification: amplification also occurs at $\Delta = 0$ in the absence of dynamical backaction, and for $\Delta < 0$ in spite of mechanical damping from dynamical backaction. We believe that previous works with two-tone schemes for optomechanical amplification in the sideband-resolved regime [13, 14] also work on a similar amplification principle as the process described here, and dynamical backaction amplification of the mechanics is avoided by
Figure 6.6: Understanding the mechanism of amplification and how the gain depends on probe and drive detuning. (a)-(b) Reflection spectra taken with a -9 dBm drive on cavity resonance and with the probe at the lower drive sideband $\Omega = -\Omega_m$ in (a), and the probe at the upper drive sideband $\Omega = +\Omega_m$ in (b). Note that the maximum gain differs between the sidebands. (c)-(d) A more precise explanation of the interference effect, idealized for when the drive detuning is zero, $\Delta = 0$. The phase modulations of the drive tone produce sidebands which have opposite phase and thus interfere constructively or destructively depending on which sideband is probed. This is why one gets a slightly lower gain for $\Omega = -\Omega_m$ (c) and slightly higher gain for $\Omega = +\Omega_m$ (d). (e) We performed a sweep of varying drive detunings, $\Delta$, and measured the maximum gain value at constant drive power for both the upper and lower drive sidebands, in yellow and green, respectively. Dots show experimental data points and lines show the result of theoretical calculations. As one might expect, the gain is the highest when there is a positive contribution from dynamical backaction.
balancing the backaction from the blue and red drive tones.

In Fig. 6.6, we explore in detail the dependence of the gain on detuning $\Delta$ of the drive tone from the cavity resonance, for both positive and negative $\Omega = \pm \Omega_m$, respectively. Note that in the sideband-resolved limit $\kappa < \Omega_m$, features corresponding to $\Omega$ and $\Delta$ having the same sign are usually not accessible experimentally as they correspond to features far outside the cavity resonance. However, in the case $\kappa \gg \Omega_m$, both of these features are accessible and can be equally strong. Figure 6.6(a) and (b) show the reflection coefficient of the cavity for $\Delta = 0$ and for positive and negative $\Omega$, respectively. It is interesting to note that the gain is larger for $+\Omega_m$ than for $-\Omega_m$. This can be understood by the fact that with a drive on cavity resonance the up-converted mechanical sidebands of the drive tone have opposite phase compared to the probe signal, as shown in (c) and (d). This asymmetry in (a) and (b) can then be understood as arising from the difference in constructive and destructive interference of the probe and the sideband, as shown in (c) and (d). Fig. 6.6(e) shows the dependence of the observed and theoretically calculated gain for positive (green) and negative (orange) $\Omega$ as a function of drive-cavity detuning $\Delta$. Due to the additional gain from dynamical backaction, the gain is maximum for positive drive detuning, but is still larger than unity for all detunings when the drive is sufficiently strong. We also note that there are several transitions where the relative amplitudes of positive and negative $\Omega = \pm \Omega_m$ changes sign (crossing of the green/yellow curves in Fig. 6.6(e)), which is a result of changes in the relative phase of the sidebands as a function of detuning.

6.6. Conclusion

In conclusion, we have demonstrated microwave amplification in an optomechanical system which does not depend on dynamical backaction. Since our amplification scheme works even in the sideband-unresolved limit, we are able to center the amplification window over a relatively wide cavity linewidth. Furthermore, since the thermal noise of the mechanical mode is not amplified, this method could achieve quantum-limited microwave amplification without the necessity to cool the mechanical oscillator.

6.7. Appendix: Derivation of Full Equations of Motion

Much of this derivation has already been covered in chapter 2, but we recapitulate it here for clarity. We start by citing the classical optomechanical equations of motion as derived throughout literature in the field of optomechanics [10, 20]

$$\ddot{x} = -\Omega_m^2 x - \Gamma_m \dot{x} + \frac{\hbar G}{m} |\alpha|^2$$

$$\dot{\alpha} = i(\Delta + Gx)\alpha - \frac{\kappa}{2} \alpha + \sqrt{\kappa} \xi_d$$

The first equation describes the displacement $x$ of the mechanical oscillator, the second describes the intracavity field amplitude $\alpha$. In the first equation, $\Omega_m$ is the resonance frequency of the mechanical oscillator, $\Gamma_m$ is the mechanical damping rate and
$m$ is the effective mass of the mechanical oscillator. The last term is the radiation pressure force, where $G = -\partial \omega_0 / \partial x$ is the cavity pull parameter. In the second equation the light field amplitude $\alpha$ is normalized such that $|\alpha|^2$ is the photon number in the cavity, $\Delta = \omega_d - \omega_0$ denotes the detuning between the drive frequency $\omega_d$ and the cavity resonance frequency $\omega_0$. $\kappa$ is the total cavity linewidth and $\kappa_e$ is the external coupling constant. $s_d$ is an input drive signal.

We assume now that a static equilibrium solution exists with $\dot{x} = \dot{\alpha} = 0$ and $x = \bar{x}$ and $\alpha = \bar{\alpha}$. We find from the equations of motion

$$\bar{x} = \frac{\hbar G}{m\Omega_m^2} |\bar{\alpha}|^2$$

$$\bar{\alpha} = s_d \sqrt{\frac{\kappa_e}{\kappa}}$$

(6.6)

(6.7)

where $\bar{\Delta} = \omega_d - \omega_0 + G\bar{x}$. (Note that in the main text we simplify by using $\Delta$ when in reality we mean $\bar{\Delta}$.) Secondly, we assume that it is sufficient to consider small deviations from this equilibrium solution and set $\alpha = \bar{\alpha} + \delta \alpha$ and $x = \bar{x} + \delta x$. We linearize the equations of motion and throw away quadratic terms in $\delta x$ and $\delta \alpha$. We arrive at the two coupled, linearized equations

$$\delta \ddot{x} = -\Omega_m^2 \delta x - \Gamma_m \delta \dot{x} + \frac{\hbar G \bar{\alpha}}{m} (\delta \alpha + \delta \alpha^*)$$

(6.8)

$$\delta \dot{\alpha} = \left[ i \bar{\Delta} - \frac{\kappa}{2} \right] \delta \alpha + iG \bar{\alpha} \delta x + \sqrt{\kappa_e} s_p$$

(6.9)

where we assume that $\bar{\alpha}$ is real and where the last term accounts for small additional probe fields $s_p = s_0 e^{-i\Omega t}$ with the difference between the probe and drive frequency $\Omega = \omega_p - \omega_d$ in the frame rotating with $\omega_d$.

To solve the equations, we use the ansatz

$$\delta \alpha = a_- e^{-i\Omega t} + a_+ e^{i\Omega t}$$

(6.10)

$$\delta \alpha^* = a_-^* e^{i\Omega t} + a_+^* e^{-i\Omega t}$$

(6.11)

$$\delta x = x_1 e^{-i\Omega t} + x_1^* e^{i\Omega t}$$

(6.12)

and we keep only the terms resonant with the drive $\propto e^{-i\Omega t}$.

We get three equations

$$x_1 [\Omega_m^2 - \Omega^2 - i\Omega \Gamma_m] = \frac{\hbar G \bar{\alpha}}{m} (a_- + a_+^*)$$

(6.13)

$$a_- \left[ \frac{\kappa}{2} - i(\bar{\Delta} + \Omega) \right] = iG \bar{\alpha} x_1 + \sqrt{\kappa_e} s_0$$

(6.14)

$$a_+^* \left[ \frac{\kappa}{2} + i(\bar{\Delta} - \Omega) \right] = -iG \bar{\alpha} x_1$$

(6.15)

Next, we remove $a_+^*$ and $x_1$ from the first equation with the second and third and get for $a_-$ the expression

$$a_- = \frac{1 + i f(\Omega)}{\kappa/2 - i(\bar{\Delta} + \Omega) + 2\bar{\Delta} f(\Omega)} \sqrt{\kappa_e} s_0$$

(6.16)
with
\[ f(\Omega) = \frac{\hbar G^2 \bar{\alpha}^2}{\kappa/2 + i(\bar{\Delta} - \Omega)} \chi_m(\Omega) \] (6.17)
and the mechanical susceptibility
\[ \chi_m(\Omega) = \frac{1}{m(\Omega_m^2 - \Omega^2 - i\Omega\Gamma_m)} \] (6.18)

We can use input-output theory to use these equations to calculate a reflection coefficient at a single port cavity:
\[ S_{11} = 1 - \sqrt{\kappa_e} \] (6.19)

We calculate the reflection coefficient when there is no dynamical backaction by setting the drive tone resonant with the cavity frequency \( \bar{\Delta} = 0 \) and the probe detuning to negative and positive the mechanical frequency \( \Omega = \pm \Omega_m \)
\[ S_{11}(\bar{\Delta} = 0, \Omega = \pm \Omega_m) = 1 - \frac{\kappa_e}{\kappa/2 + i\Omega_m} \pm C \frac{\kappa \kappa_e/2}{(\kappa/2 + i\Omega_m)^2} \] (6.20)

where \( C = \frac{4g_0^2}{\Gamma_{mk}} n_d \) is the multi-photon cooperativity. The first two terms are the typical cavity response function, while the last term is purely due to optomechanical interactions. We can further simplify by assuming we are deeply sideband-unresolved \( \kappa \gg \Omega_m \) and using \( \eta = \kappa_e/\kappa \)
\[ S_{11}(\pm \Omega_m) = 1 - 2\eta \pm 2\eta C = 1 - 2\eta(1 \mp C) \] (6.21)
which exceeds 1 in the limit \( C \gg 1 \), indicating amplification.

### 6.8. Appendix: Derivation of Mixing Picture

We can derive Eq. (6.20) in a slightly different way to give more insight as to why this amplification occurs. Starting with mechanical displacement, we will do this in four steps.

#### Mechanical Displacement

The radiation pressure force onto the mechanical oscillator due to an intracavity field is given by
\[ F_r = \hbar G|\alpha|^2. \] (6.22)

Assuming again that the intracavity field can be approximated by \( \alpha = \bar{\alpha} + \delta\alpha \) with constant \( \bar{\alpha} \) this reads
\[ F_r \approx \hbar G|\bar{\alpha}|^2 + \hbar G(\bar{\alpha}^* \delta\alpha + \bar{\alpha} \delta\alpha^*) \] (6.23)
where we once again omitted the term \( \propto |\delta\alpha|^2 \).

We get the mechanical displacement \( \delta x = x - \bar{x} \) for a driving frequency \( \Omega = \pm \Omega_m \) from here by using the mechanical susceptibility Eq. (6.18) as
\[
\delta x = \pm i \hbar G \frac{\delta \alpha + \bar{\alpha} \delta \alpha^*}{m \Omega_m \Gamma_m} \quad (6.24)
\]

or for a real-valued average amplitude $\bar{\alpha}$

\[
\delta x = \pm i \frac{h \bar{G} \bar{\alpha}}{m \Omega_m \Gamma_m} (\delta \alpha + \delta \alpha^*) \quad (6.25)
\]

**Exciting the Mechanical Oscillator**

Next, we assume that we drive the cavity with a strong microwave tone $s_{in}$ on resonance $\Delta = 0$ and with a much smaller probe tone $s_0$ one mechanical frequency detuned from it $\Omega = \pm \Omega_m$. The intracavity field to first order is then given by

\[
\bar{\alpha} + \delta \alpha = 2 \frac{\sqrt{K_e}}{\kappa} s_{in} + \frac{\sqrt{K_e}}{\kappa/2 \pm i \Omega_m} s_0 e^{\pm i \Omega_m t}.
\]

and the term relevant for the radiation pressure force by

\[
\delta \alpha + \delta \alpha^* = \frac{\sqrt{K_e}}{\kappa/2 \pm i \Omega_m} s_0 e^{\pm i \Omega_m t} + \frac{\sqrt{K_e}}{\kappa/2 \pm i \Omega_m} s_0 e^{\mp i \Omega_m t}
\]

We implicitly assumed here that $s_0$ is real-valued, fixing the phase between $s_{in}$ and $s_0$ at $t = 0$.

From here, we can calculate $x_1$ and $x_2$ of $\delta x = x_1 e^{-i \Omega_m t} + x_2 e^{+i \Omega_m t}$ as

\[
x_1 = \pm i \frac{\hbar \bar{G} \bar{\alpha}}{m \Omega_m \Gamma_m \kappa/2 \mp i \Omega_m} s_0
\]

\[
x_2 = \pm i \frac{\hbar \bar{G} \bar{\alpha}}{m \Omega_m \Gamma_m \kappa/2 \mp i \Omega_m} s_0
\]

We note, that in this choice of phases we get $\delta x(\pm \Omega_m) = -\delta x(-\Omega_m)$, i.e., for blue vs red detuned probe tone the mechanical oscillations are shifted by $\pi$ with respect to each other. Also, due to fixing the phase of $s_0$ above, we cannot use the general approach $\delta x = x_1 e^{-i \Omega_m t} + x_1^* e^{+i \Omega_m t}$ as we have to allow for an additional phase shift. Here, we get as result $x_2 = -x_1^*$.

**Drive Sideband Generation**

Now we assume the cavity is driven on resonance $\Delta = 0$ with a single tone and that the mechanical resonator is oscillating with $\delta x(t) = x_1 e^{-i \Omega_m t} - x_1^* e^{+i \Omega_m t}$. From Eq. (6.14), we get for this case

\[
a_{s-} = i G \frac{\bar{\alpha}}{\kappa/2 - i \Omega_m} x_1
\]

\[
a_{s+} = -i G \frac{\bar{\alpha}}{\kappa/2 + i \Omega_m} x_1^*.
\]
These two amplitudes correspond to the two sidebands to the resonant drive tone, which are generated by the mechanical motion. One sideband with amplitude $a_{s_1}$ is oscillating at $\omega_0 + \Omega_m$ and one with amplitude $a_{s_2}$ at $\omega_0 - \Omega_m$, cf. Eq. (6.10). As can be derived from the expressions, there is also a phase-shift of $\pi$ between them, which means that $\delta \alpha_s + \delta \alpha^*_s = 0$ with $\delta \alpha_s = a_{s_1}e^{-i\Omega_m t} + a_{s_2}e^{+i\Omega_m t}$, i.e., that there is no dynamical backaction acting upon the mechanical oscillator when only considering a resonant drive and those two sidebands, cf. Eq. (6.8).

**AMPLIFICATION FOR $\Omega = +\Omega_m$**

Finally, we put the ingredients together. The mechanical oscillator is driven into a motional state with amplitude $\delta x$ by a combination of a drive tone resonant with the cavity and a probe tone one mechanical frequency detuned. The resulting motion modulates the cavity frequency and generates sidebands to the drive tone, one of which interferes with the probe tone. The intracavity field at this frequency is then given by the interference of the probe tone amplitude and the sideband of the drive

$$a_\pm = \delta \alpha + a_{s_\pm} = \frac{\sqrt{\kappa e}}{\kappa/2 - i\Omega_m} s_0 \frac{\kappa}{2} + C \frac{\sqrt{\kappa e}}{(\kappa/2 - i\Omega_m)^2} s_0$$  \hspace{1cm} (6.32)

The resulting microwave signal coming out of the cavity is an interference between the probe tone and the sideband at the same frequency and is calculated as

$$S_{11} = 1 - \frac{\kappa e}{\kappa/2 - i\Omega_m} + C \frac{\kappa e/2}{(\kappa/2 - i\Omega_m)^2}$$  \hspace{1cm} (6.33)
6. OPTOMECHANICAL SIGNAL AMPLIFICATION WITHOUT MECHANICAL AMPLIFICATION

When we probe on the red side of the drive, the physical mechanisms are essentially identical to the blue detuned probe. We get

\[ a_- = \frac{\sqrt{\kappa_e}}{\kappa/2 + i\Omega_m} s_0 + \frac{\kappa}{2} \frac{\sqrt{\kappa_e}}{(\kappa/2 + i\Omega_m)^2} s_0 \]  

(6.34)

and

\[ S_{11} = 1 - \frac{\kappa_e}{\kappa/2 + i\Omega_m} - C \frac{\kappa_e}{(\kappa/2 + i\Omega_m)^2}. \]  

(6.35)

6.9. APPENDIX: DOUBLE MIXER AMPLIFICATION

The amplification mechanism can be understood as a frequency mixing circuit as depicted in Fig. 6.7. Note that this assumes that there are no dynamical effects, as this model is most accurate when the drive tone is at the center of the cavity frequency. There are two frequency mixing steps in this optomechanical amplifier. First, the probe and drive tone interfere and beat at their difference frequency, which is the same as the mechanical frequency \( \Omega_m \). Due to the radiation pressure force, the mechanical resonator is coherently driven by the amplitude modulations. The mechanical resonator is also coupled to the cavity frequency, and the cavity response will oscillate. Since the drive tone is tuned to the center, it will only experience phase modulation, the magnitude of this being proportional to the slope of the cavity phase response at the center frequency. The sidebands then created from the drive tone are of equal magnitude, but opposite
Figure 6.9: A schematical description of how quantum-limited amplification is possible in this optomechanical system. Both graphs show the power spectral density of the mechanical oscillator and are a combination the quantum noise floor (blue area), thermal noise (red area) and a delta peak which is driven by the beating of the pump and probe. (a) At low pump power, the thermal noise is quit large compared to the quantum noise floor. (b) At high powers, both the delta peak and noise floor are increased in magnitude, but the thermal noise stays the same. Taken to sufficiently high powers, the thermal noise is insignificant compared to the quantum noise.

phase, and thus interfere with the probe tone in opposite directions, as shown in the last term of Eq. (6.20). This effect is visually shown in Fig. 6.8. When the magnitude of the sidebands are smaller than the magnitude of the reflected probe tone, one can see in Fig. 6.8(b) that the interference is destructive for the lower sideband and constructive for the upper sideband. Note that this effect is exactly the opposite for the upper and lower sidebands when the cavity is overcoupled such that the slope of the phase is equal but opposite in sign. When the pump power is increased such that the sidebands are of a far greater magnitude than the reflected probe tone, it overpowers the probe tone and both detunings converge to the same high gain value in magnitude.
6.10. APPENDIX: INTUITION BEHIND QUANTUM-LIMITED AMPLIFICATION

An amplifier is said to be quantum limited if the dominant cause of noise in the amplified signal is due to quantum processes instead of thermal noise. Fig. 6.9 gives a diagrammatic explanation of how our system would allow quantum-limited amplification provided the drive tone is strong enough. Thermal noise of the mechanical mode is a Lorentzian distribution in the power spectral density centered around the mechanical resonance frequency where the area is proportional to the average number of phonons. Coherently driving this mode using the beating of the probe and pump tone will excite...
6.11. APPENDIX: OPTICAL SPRING EFFECT

We detune the drive tone from the cavity resonance and observe the optical spring effect[21] – a mechanical spring constant, hence also frequency, that is dependent on the drive detuning – in both the upper and lower sidebands of the OMIR signal. We observe a deviation which spans 580 Hz which is \( \approx 27 \Gamma_m \). A byproduct of optical damping is that one can decrease the mechanical linewidth to such an extent that the effective loss rate becomes negative, indicating self-oscillations, which can be seen for our system in Fig. 6.10(c)-(d) for both negative and positive probe detunings. The measurement takes the shape of a Fraunhofer diffraction pattern when we seep the probe tone of the vector network analyzer.
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Conclusions
This is the part where I give a summary of this thesis and tie it up into a bigger picture. My thesis is called “Optomechanics in a 3D microwave cavity” because a 3D cavity was the device that I used to obtain my results, but each experimental chapter gives insights into specific elements relevant to an optomechanical system. I will summarize them individually and give them an outlook in the following sections.

7.1. **High Q-factor Silicon Nitride Membranes**

In chapter 4 we observed an exponential increase in the quality factor of a commercial store-bought square silicon nitride membrane at millikelvin temperatures. Most quality factor measurements of membranes are performed with a laser interferometer, however, implementing a laser into a dilution refrigerator is a whole engineering problem itself and often has the unwanted effect of heating up your system. In our system we go around this problem by incorporating our square membrane into an optomechanical device in the microwave frequency regime. This allows easy driving through radiation pressure instead of piezo actuation. We observed a massive increase in quality factor for the fundamental frequency of the square membrane. Interestingly, we observed a huge discrepancy between the two degenerate second modes. We see that the geometry of the mode does have a great factor and is a big indication that radiation losses are still significant. We attribute the increase in quality factor to a dispersively coupled TLS, however, the exact microscopic origin of this effect is difficult to determine.

This paper follows a common trend in nanomechanics to engineer a mechanical resonator to be as lossless as possible, and many groups have used different techniques to achieve this goal. Almost a decade ago, it was discovered that a simple technique for increasing the quality factor of nanomechanical resonators was to increase the tensile stress as this would increase the total stored energy, but only marginally increase the loss per oscillation cycle [1]. A group in Yale discovered that commercial silicon nitride membranes developed for transmission electron microscopy windows also had excellent mechanical properties, and also showed a trend towards increasing quality factor at lower temperatures [2]. These silicon nitride membranes have also been used to serve as a window for coupling electromagnetic and optical modes [3]. Since our paper, much progress has been made to further increase this Q-factor limit. One of the most promising candidates has been reported in the paper by Tsaturyan et al. [4] where they achieve a quality factor above \(10^8\) at room temperature. Their technique is to pattern a phononic cavity into the membrane itself to create a phononic shield which limits radiation losses. Their system provides soft clamping, where the radius of curvature of the bending is minimized thereby also reducing internal losses.

7.2. **3D Cavities with DC Bias Access**

In chapter 5 we tried our solution to the problem of inserting a DC bias into a device embedded into a 3D cavity. 3D cavities have the benefit that they have extremely high quality factors compared to planar resonators [5, 6], however, incorporating a DC bias is difficult. Most other attempts have tried to insert electrodes into the cavity, but this
comes with the added price of greatly reducing the quality factor [7] due to the necessity of adding a hole which increases radiation losses. We demonstrated a design for incorporating a DC bias into a 3D microwave cavity. We did this by turning the walls of the 3D cavity into electrodes by splitting the cavity along the direction of current flow. We show that we are able to attain intrinsic quality factors as high as $Q = 9 \times 10^5$ at the single photon level.

The cavity was a proof-of-concept, and we did not demonstrate an actual device at millikelvin temperatures. At room temperature we used a diode as an example, but this cannot be used at too low temperatures. An integrated 3D cavity device with a tuneable transmon qubit would be a great way to show the feasibility of this split cavity design in quantum circuit electrodynamics experiments.

### 7.3. Microwave Amplification Using Optomechanics

Optomechanical systems can be used as a device for microwave signal amplification, and have been demonstrated using a few different methods [8–11]. Due to the radiation pressure force in optomechanics it is possible to influence the loss rate of the mechanical oscillator using a light field which is detuned from the cavity resonance. The first method showed that it was possible to amplify microwave tones through an amplified mechanical mode [8]. The issue that came with this was that the mechanical oscillator was too low in frequency to have a negligible amount of thermal noise. Other methods used a protocol where the mechanical element was both cooled and heated at the same time to avoid the thermal noise of the mechanical oscillator becoming significant. All these method depended on the optomechanical system being in the sideband-resolved limit.

Our device showed that it is possible to amplify a microwave signal using an optomechanical cavity that was not inside the sideband-resolved limit. The method depends on driving instead of amplifying the mechanics, and thus avoids the risk of adding the mechanic's thermal noise to the microwave tone. The device can be understood as a double-mixer circuit where the two mixing steps are the driving of the mechanics using the beating of the two tones, and the modulation of the drive tone, creating the sidebands at the signal frequency. This model is in fact applicable to any optomechnical system, however the threshold for high gain is lower when the cavity is not sideband-resolved.

A logical next step is to demonstrate the possibility of having it behave as a quantum-limited amplifier. For the device to behave as such, an inequality must be satisfied $C > n_{th}$, where $C$ is the cooperativity, and $n_{th}$ is the average number of phonons in the bath. To achieve this, we would have to improve on the coupling rate and the mechanical quality factor, because we would ideally want to keep the quality factor of the cavity as low as possible to increase the bandwidth of the amplifier.
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This thesis explores certain technologies that are related to the field of cavity optomechanics; specifically, optomechanics where the cavity is a 3D microwave cavity.

In chapter 1 we give a broad introduction to the field, starting with its basic element: the harmonic oscillator. From this starting point we try to make the reader understand the physical principles behind an optomechanical system at the undergraduate level. Emphasis is put more on pedagogy and historical context rather than precision.

Chapter 2 gives a rigorous theoretical background to many of the concepts which are discussed in the previous chapter. Again, we start from the simple harmonic oscillator and add a loss term, and eventually add a driving term. This model is used to describe both the mechanical oscillator and the electromagnetic mode which is situated inside the 3D microwave cavity. The electromagnetic mode is given further attention to derive the formula for the reflection coefficient which is often the first step into characterizing your optomechanical system. Next, the two modes are connecting using an interaction term and the full optomechanical equations of motion are derived. Subsequently, the mechanical mode is studied on its own, most importantly, the mechanism of the loss channels. The same is done for the electromagnetic mode.

Chapter 3 explores the fabrication techniques which were employed in the construction of the devices in this thesis. A few different methods for metalizing the silicon nitride membranes from the Canadian company NORCADA are discussed, and their difficulties and why certain techniques are preferred over others. We also discuss the complete fabrication of other types of silicon nitride membranes, geometries we call trampolines. Metalization of these structures is also mentioned. The fabrication of other elements of our full 3D microwave cavity optomechanical are mentioned: the cleaning procedure of the pure aluminium cavities, and the construction of the antenna chips on which we put the metalized membranes. We spend some time discussing the intricacies of performing the flip-chip procedure. Lastly, we discuss the cryogenic measurement setups that we employed for our experiments.

Chapter 4 is the first chapter which goes into depth about some of the results obtained in this thesis. We demonstrate a temperature dependence of the quality factor of a metalized NORCADA silicon nitride membrane. We observe the fundamental mode of the membrane to reach up to $Q = 10^8$ at 16 mK. We also see a strong dependence of the mechanical mode shape on the quality factor, such as the (2,1) mechanical mode showing no temperature dependence at all. We attribute this to radiation losses into the substrate.

In chapter 5 we show a 3D cavity setup which allows easy access of a DC voltage bias to a device inside the cavity. We do this by cutting the 3D cavity along the axis of current flow, such that the radiation losses are minimized. The dependence of the size of
the gap on the quality factor of the 3D cavity is measured and discussed. Furthermore, we implement an experiment where we enter the full 3D cavity setup into a dilution refrigerator at 15 mK and show that there is no degradation of the quality factor when biasing the cavity up to 30 V, and show no measurable power dependence.

Chapter 6 explores an optomechanical amplification method which makes use of a cavity which has a relatively low quality factor. Usual amplification schemes rely on having a drive which is detuned from the cavity resonance to use dynamical backaction to its advantage. Our setup relies solely on frequency mixing effects which are independent of dynamical backaction and can thus be tuned over the entire width of the cavity response. Our method also has the ability to allow for amplification which is only limited by quantum noise.

Chapter 7 is a conclusion chapter which tries to bring the whole thesis into a broader picture and shows the way forward for certain techniques to be applied to other future experiments.
SAMENVATTING

Dit proefschrift onderzoekt bepaalde technologieën die verband houden met het gebied van cavity optomechanica; optomechanica waarbij de cavity een 3D supergeleidende holte is.

In hoofdstuk 1 geven we een brede inleiding op het veld, beginnend met zijn basis element: de harmonische oscillator. Vanaf dit startpunt proberen we de fysische principes achter een optomechanisch systeem te introduceren. De nadruk ligt meer op pedagogie en historische context in plaats van nauwkeurigheid.

Hoofdstuk 2 geeft een grondige theoretische achtergrond voor veel van de concepten die worden besproken in het vorige hoofdstuk. Nogmaals, we beginnen met de harmonische oscillator en voegen een verliesterm toe en voegen uiteindelijk een driving term toe. Dit model wordt gebruikt om zowel de mechanische oscillator als de elektromagnetische modus te beschrijven die zich in de 3D holte bevindt. De elektromagnetische modus krijgt extra aandacht voor het afleiden van de formule voor de reflectiecoëfficiënt. Vervolgens verbinden we de twee modi met behulp van een interactieterm en het volledige optomechanische vergelijkingen is dan afgeleid. Vervolgens wordt de mechanische modus bestudeerd, vooral het mechanisme van de verlieskanalen. Hetzelfde wordt gedaan voor de elektromagnetische modus.

Hoofdstuk 3 onderzoekt de fabricagetechnieken die in de constructie werden gebruikt van de apparaten in dit proefschrift. Een paar verschillende methoden voor het metalliseren van de siliciumnitride membranen van het Canadese bedrijf NORCADA worden besproken, en hun moeilijkheden en waarom bepaalde technieken de voorkeur hebben boven andere. Wij brespreken ook de complete fabricage van andere typen silicium-en siliciumnitridemembranen, geometriëen die we trampolines noemen. Metalisatie van deze structuren wordt ook beschreven. De fabricage van andere elementen van onze volledige 3D cavity optomechanisch systeem worden bestudeerd: de reinigingsprocedure van de puur aluminium holtes, en de constructie van de antennechips waarop we de gemetalliseerde membranen plaatsen. Wij brespreken wat tijd aan het bespreken van de fijne details van het uitvoeren van de flip-chip-procedure. Ten slotte bespreken we de cryogene meetopstellingen die we hebben gebruikt voor onze experimenten.

Hoofdstuk 4 is het eerste hoofdstuk dat dieper ingaat op enkele resultaten verkregen in dit proefschrift. We demonstreren een temperatuurafhankelijkheid van de Q-factor van een gemetalliseerde NORCADA siliciumnitride membraan. We observeren dat het fundamentele modus van het membraan $Q = 10^8$ bij 16 mK bereikt. We zien ook een sterke afhankelijkheid van de mechanische modusvorm op de kwaliteitsfactor, zoals de $(2,1)$ mechanische modus die helemaal geen temperatuurafhankelijkheid vertoont. Wij geloven dat dit wordt veroorzaakt door stralingsverliezen in het substraat.

In hoofdstuk 5 laten we een 3D cavity-opstelling zien die een gemakkelijke toegang
tot een gelijkspanning mogelijk maakt. We doen dit door de 3D-holte langs de as van
de stroom te snijden, zodat de stralingsverliezen tot een minimum worden beperkt. De
afhankelijkheid van de grootte van de opening op de kwaliteitsfactor van de 3D-holte
wordt gemeten. Bovendien implementeren we een experiment waarbij we de volledige
3D cavity systeem binnen een koelkast stoppen tot 15 mK en laten zien dat er geen de-
gradatie van de kwaliteitsfactor word veroorzaakt.

Hoofdstuk 6 onderzoekt een optomechanische amplificatiemethode die gebruik maakt
van een holte die een relatief lage kwaliteitsfactor heeft. Gebruikelijke amplificatieschema's
vertrouwen op het gebruik van dynamische backaction door het systeem aan te drijven
met een lagere of hogere frequentie dan de resonatiefrequentie. Onze opstelling is uit-
sluitend afhankelijk van frequentie-mixeffecten die onafhankelijk zijn van dynamische
backaction en dus kunnen worden afgestemd op de volledige breedte van de caviteits-
reactie. Onze methode heeft ook de mogelijkheid om toe te staan versterking die alleen
wordt beperkt door kwantumruis.

Hoofdstuk 7 is een conclusie hoofdstuk dat probeert de hele these in één te brengen
en toont de weg vooruit.
CURRICULUM VITÆ
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