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# Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACRE</td>
<td>Aerospace Centre of Excellence</td>
</tr>
<tr>
<td>AU</td>
<td>Astronomical Unit</td>
</tr>
<tr>
<td>BFGS</td>
<td>Broyden–Fletcher–Goldfarb–Shanno algorithm</td>
</tr>
<tr>
<td>BVP</td>
<td>Boundary Value Problem</td>
</tr>
<tr>
<td>CNEOS</td>
<td>Center for Near-Earth Object Studies</td>
</tr>
<tr>
<td>EC EF</td>
<td>Earth-Centered Earth-Fixed frame</td>
</tr>
<tr>
<td>ECI</td>
<td>Earth-Centered Inertial frame</td>
</tr>
<tr>
<td>ESA</td>
<td>European Space Agency</td>
</tr>
<tr>
<td>GTOC9</td>
<td>9th Global Trajectory Optimization Competition</td>
</tr>
<tr>
<td>HM</td>
<td>Heuristic Method</td>
</tr>
<tr>
<td>IP</td>
<td>Interior point algorithm</td>
</tr>
<tr>
<td>IVP</td>
<td>Initial Value Problem</td>
</tr>
<tr>
<td>JD</td>
<td>Julian Date</td>
</tr>
<tr>
<td>JAXA</td>
<td>Japan Aerospace Exploration Agency</td>
</tr>
<tr>
<td>JPL</td>
<td>Jet Propulsion Laboratory</td>
</tr>
<tr>
<td>KKT</td>
<td>Karush Kuhn Tucker</td>
</tr>
<tr>
<td>LEO</td>
<td>Low Earth Orbit</td>
</tr>
<tr>
<td>LHS</td>
<td>Latin Hypercube Sampling</td>
</tr>
<tr>
<td>LT T T</td>
<td>Low-Thrust Trajectory Tools Team</td>
</tr>
<tr>
<td>MJD</td>
<td>Modified Julian Date</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NEA</td>
<td>Near-Earth Asteroid</td>
</tr>
<tr>
<td>NEO</td>
<td>Near-Earth Object</td>
</tr>
<tr>
<td>NLP</td>
<td>Non-Linear Programming</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equation</td>
</tr>
<tr>
<td>OCP</td>
<td>Optimal Control Problem</td>
</tr>
<tr>
<td>RK</td>
<td>Runge-Kutta</td>
</tr>
<tr>
<td>SMART</td>
<td>Strathclyde Mechanical and Aerospace Research Toolbox for Astrodynamics</td>
</tr>
<tr>
<td>SQP</td>
<td>Sequential Quadratic Programming</td>
</tr>
<tr>
<td>TOF</td>
<td>Time Of Flight</td>
</tr>
<tr>
<td>TBPV</td>
<td>Two-Point Boundary Value Problem</td>
</tr>
<tr>
<td>WORHP</td>
<td>Worhp Optimises Really Huge Problems</td>
</tr>
</tbody>
</table>

Table 1: List of Acronyms.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Semi-major axis</td>
<td>m</td>
</tr>
<tr>
<td>$a$</td>
<td>Equality constraint</td>
<td>-</td>
</tr>
<tr>
<td>$a_d$</td>
<td>Perturbative acceleration</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$b$</td>
<td>Inequality constraint</td>
<td>-</td>
</tr>
<tr>
<td>$c$</td>
<td>Constraint vector</td>
<td>-</td>
</tr>
<tr>
<td>$DF$</td>
<td>Objective function gradient vector</td>
<td>-</td>
</tr>
<tr>
<td>$DG$</td>
<td>Jacobian of the constraints matrix</td>
<td>-</td>
</tr>
<tr>
<td>$e$</td>
<td>Eccentricity</td>
<td>-</td>
</tr>
<tr>
<td>$e_r$, $e_t$, $e_n$, $e_h$</td>
<td>Unit vectors in radial, transversal, normal and out-of-plane directions</td>
<td>-</td>
</tr>
<tr>
<td>$f(t,x,u)$</td>
<td>Dynamical equations</td>
<td>-</td>
</tr>
<tr>
<td>$f_p$</td>
<td>Generic perturbative specific force vector</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$f_T$</td>
<td>Specific thrust vector</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$g_f$</td>
<td>Fixed-time constraint</td>
<td>-</td>
</tr>
<tr>
<td>$g_{f_l}, g_{f_u}$</td>
<td>Fixed-time constraint lower and upper bounds</td>
<td>-</td>
</tr>
<tr>
<td>$g_p$</td>
<td>Path constraint</td>
<td>-</td>
</tr>
<tr>
<td>$g_{p_l}, g_{p_u}$</td>
<td>Path constraint lower and upper bounds</td>
<td>-</td>
</tr>
<tr>
<td>$\tilde{g}$</td>
<td>Scaled constraint</td>
<td>-</td>
</tr>
<tr>
<td>$g$</td>
<td>Constraint vector / Objective gradient</td>
<td>-</td>
</tr>
<tr>
<td>$G$</td>
<td>Jacobian of the constraints</td>
<td>-</td>
</tr>
<tr>
<td>$h_e, h_m$</td>
<td>Altitude over Earth and Moon surface</td>
<td>m</td>
</tr>
<tr>
<td>$H$</td>
<td>Hamiltonian</td>
<td>-</td>
</tr>
<tr>
<td>$H M, H_\mathcal{L}$</td>
<td>Hessian matrix of the Lagrangian</td>
<td>-</td>
</tr>
<tr>
<td>$i$</td>
<td>Inclination</td>
<td>rad</td>
</tr>
<tr>
<td>$I_{sp}$</td>
<td>Specific impulse</td>
<td>s</td>
</tr>
<tr>
<td>$J, J$</td>
<td>Cost functions</td>
<td>-</td>
</tr>
<tr>
<td>$J_c$</td>
<td>Jacobian of the constraints matrix</td>
<td>-</td>
</tr>
<tr>
<td>$J_{m,n}$</td>
<td>Harmonic expansion coefficient</td>
<td>-</td>
</tr>
<tr>
<td>$L$</td>
<td>Integral term in objective function</td>
<td>-</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Lagrangian</td>
<td>-</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass / Number of discretization points</td>
<td>kg / -</td>
</tr>
<tr>
<td>$m_c$</td>
<td>Number of constraints</td>
<td>-</td>
</tr>
<tr>
<td>$m_{de}, m_{dry}, m_p$</td>
<td>De-orbit package, dry and propellant mass</td>
<td>kg</td>
</tr>
<tr>
<td>$n_c$</td>
<td>Number of control components</td>
<td>-</td>
</tr>
<tr>
<td>$n_p$</td>
<td>Number of control parameters per control component</td>
<td>-</td>
</tr>
<tr>
<td>$n_s$</td>
<td>Number of state variables</td>
<td>-</td>
</tr>
<tr>
<td>$n_y$</td>
<td>Number of free parameters</td>
<td>-</td>
</tr>
<tr>
<td>$n_{\Delta V}$</td>
<td>Number of $\Delta V$ per transfer</td>
<td>-</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Landau’s O</td>
<td>-</td>
</tr>
<tr>
<td>$\bar{p}_j$</td>
<td>Generic scaled free parameter</td>
<td>-</td>
</tr>
<tr>
<td>$p_j$</td>
<td>Generic free parameter</td>
<td>-</td>
</tr>
<tr>
<td>$p$</td>
<td>Search direction</td>
<td>-</td>
</tr>
<tr>
<td>$P_{n,m}$</td>
<td>Legendre polynomial</td>
<td>-</td>
</tr>
<tr>
<td>$r$</td>
<td>Position vector magnitude</td>
<td>m</td>
</tr>
<tr>
<td>$\vec{r}$</td>
<td>Position vector</td>
<td>m</td>
</tr>
</tbody>
</table>

Table 2: List of Roman symbols - 1.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{r}$</td>
<td>Velocity vector</td>
<td>m/s</td>
</tr>
<tr>
<td>$\ddot{r}$</td>
<td>Acceleration vector</td>
<td>m/s&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>$r_{eq}$</td>
<td>Central body mean equatorial radius</td>
<td>m</td>
</tr>
<tr>
<td>$R$</td>
<td>Radius shaping in spherical shaping</td>
<td>m</td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>Set of real numbers</td>
<td>-</td>
</tr>
<tr>
<td>$s_j$</td>
<td>Scaling factor</td>
<td>-</td>
</tr>
<tr>
<td>$S_{kp_j}$</td>
<td>Sensitivity of $x_k$ w.r.t. $p_j$</td>
<td>-</td>
</tr>
<tr>
<td>$S_H$</td>
<td>Second-order sensitivity matrix</td>
<td>-</td>
</tr>
<tr>
<td>$S_u$</td>
<td>First-order sensitivity matrix w.r.t. control parameters</td>
<td>-</td>
</tr>
<tr>
<td>$S_x$</td>
<td>First-order sensitivity matrix w.r.t. state parameters</td>
<td>-</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>s</td>
</tr>
<tr>
<td>$t_0$, $t_f$</td>
<td>Initial and final time</td>
<td>s</td>
</tr>
<tr>
<td>$t_q$</td>
<td>Gauss-Legendre node</td>
<td>-</td>
</tr>
<tr>
<td>$u_k$</td>
<td>Control variable</td>
<td>-</td>
</tr>
<tr>
<td>$u$</td>
<td>Control vector</td>
<td>m/s&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\tilde{u}$</td>
<td>Scaled control vector</td>
<td>m/s&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>$w_q$</td>
<td>Gauss-Legendre node weight</td>
<td>-</td>
</tr>
<tr>
<td>$W$</td>
<td>Diagonal scaling matrices</td>
<td>-</td>
</tr>
<tr>
<td>$x_k$</td>
<td>State variable</td>
<td>-</td>
</tr>
<tr>
<td>$x$</td>
<td>State vector</td>
<td>-</td>
</tr>
<tr>
<td>$x_g$</td>
<td>Guess of state vector</td>
<td>-</td>
</tr>
<tr>
<td>$x_p$</td>
<td>Propagated state vector</td>
<td>-</td>
</tr>
<tr>
<td>$\tilde{x}$</td>
<td>Scaled state vector</td>
<td>-</td>
</tr>
<tr>
<td>$y$</td>
<td>Free parameters vector</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: List of Roman symbols - 2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Scaling factor for GTOC9 objective function</td>
<td>[M€/kg&lt;sup&gt;2&lt;/sup&gt;]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Objective function for interior point algorithms</td>
<td>-</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Generic perturbation</td>
<td>-</td>
</tr>
<tr>
<td>$\delta_{i,j}$</td>
<td>Kronecker delta of variables i and j</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Variation</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta J$</td>
<td>Objective function gradient vector</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta v$, $\Delta V$</td>
<td>Indicator of propellant consumption</td>
<td>m/s</td>
</tr>
<tr>
<td>$\theta$</td>
<td>True anomaly</td>
<td>rad</td>
</tr>
<tr>
<td>$\lambda$, $\lambda$, $\mu$, $\mu$</td>
<td>Lagrangian multipliers</td>
<td>-</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Gravitational parameter</td>
<td>m&lt;sup&gt;3&lt;/sup&gt;/s&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Nabla</td>
<td>-</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Scaled time</td>
<td>s</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>Time of periapsis passage</td>
<td>s</td>
</tr>
<tr>
<td>$\varphi$, $\theta$</td>
<td>Spherical angular coordinates</td>
<td>rad</td>
</tr>
<tr>
<td>$\phi$, $\Phi$</td>
<td>End-cost term</td>
<td>-</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Angular shaping in spherical shaping</td>
<td>rad</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Argument of periapsis</td>
<td>rad</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Right ascension of the ascending node</td>
<td>rad</td>
</tr>
</tbody>
</table>

Table 4: List of Greek symbols.
INTRODUCTION

Low-thrust propulsion has nowadays found wide application as primary thrust in the near-Earth environment for final orbit insertion, orbital transfers, station-keeping and satellite disposal. Electric propulsion entails considerable savings in the propellant mass thanks to the very high specific impulse which they are able to generate. However, potential profits are always accompanied by corresponding complications. The mathematical problem of an orbital trajectory becomes very complex when low-thrust propulsion is considered. Only in the last decades augmented computational capabilities and progress in optimization techniques, as well as the development of more efficient engines, made interplanetary trajectories affordable and optimally designable. Remarkable cases are the pioneering NASA’s Deep Space 1, JAXA’s Hayabusa and ESA’s SMART-1 completed missions, coupled with NASA’s Dawn and ESA’s BepiColombo currently ongoing and future missions [1]. However, this still represents a quite immature sector, when compared to other space disciplines, with a prosperous research field aiming to extrapolate all of its potential.

In 2002, NASA founded a research team, namely the Low-Thrust Trajectory Tools Team (LTTT) [1], to create a toolbox of optimization software with variable levels of final accuracy and computational load. However, the distribution of these tools is limited to the different NASA centers and only the results of their application to a number of test scenarios were published. Several institutions and space agencies have also developed their own tools, but again their availability typically stops at the institution’s internal boundaries. In addition, various tools with a low-medium fidelity level for low-thrust optimization have been created by university researchers and several of them are open source.

The research goal of the present thesis work is the development of a novel multiple-shooting tool for space trajectory optimization and the assessment of its performance and accuracy in a variety of practical and challenging test cases, such as a CubeSat-asteroid rendezvous feasibility study, and The Kessler Run, the 9th Global Trajectory Optimization Competition (GTOC9) problem. The main novelty of this project consists in the variational approach for derivative computation. The theory behind this technique, only outlined in a few references [2] [3], has not been described in detail, as well as the performance of this method has not been widely investigated. Hence, this thesis aims to help filling this gap in literature by developing the theory of the variational equations for optimization problems, and by assessing the efficiency of this approach. This project will be carried out in the Aerospace Centre of Excellence (ACE), space research laboratory of the University of Strathclyde.

The report is structured in seven chapters, including the present introduction, following a sequential flow of required concepts. Chapter 2 recalls fundamental concepts of celestial mechanics..
needed for motivating subsequent implementation choices, given the tool’s specific purpose, and for analyzing the test cases’ outcomes. Chapter 3 discusses optimal control theory and practical methods to solve it, topics which represent the key background knowledge on top of which the novel algorithm shall be developed. By comparing different transcription schemes, the selection of a multiple-shooting algorithm will be justified. It will be shown why the classical derivative computation technique is the bottleneck of this method, and the variational approach will be identified as a potential alternative to improve this computational burden. In Chapter 4, this topic will be examined in depth from a theoretical standpoint by deriving the equations of the variational dynamics. This central part of the report represents the key theoretical fulcrum of the novel approach developed in this thesis. On the other hand, Chapter 5 represents the numerical counterpart of the previous one, being concerned about the practical details of the tool implementation and its verification and validation against a number of elementary test cases. In particular, the validation phase will represent the first assessment of the variational approach performance in comparison with the finite-difference routine. Once tested, the variational multiple shooting will be used to solve two different complex test cases, as reported in Chapter 6. First, a single-phase low-thrust CubeSat-asteroid rendezvous will be optimized and the results analyzed to evaluate the feasibility of such a mission. Then, the tool will be employed as local optimizer in an optimization cascade to solve the GTOC9 challenge with the Strathclyde++ team. For both applications, the performance of the variational approach will be further examined. Finally, Chapter 7 will summarize and unify the research outcomes discussed in the previous chapters, and introduce ideas for future research developments.
The astrodynamics background theory developed in this chapter will represent the ground level of knowledge on which the optimization tool, aimed for specific space applications, is built. The implementation choices motivated in Chapter 5, and the test cases analyzed in Chapter 6, will often take advantage of orbital mechanics concepts introduced in these sections, where both fundamental and well-known topics, such as reference frames and coordinate systems, and specific tools, such as low-fidelity inverse methods, will be shortly outlined.

In particular, both interplanetary trajectories (see Section 6.1) and Earth transfer orbits (see Section 6.2) will be studied as test cases, which employ different reference frames, i.e. inertial heliocentric and Earth-centered respectively, as introduced in Section 2.1. Some basic orbital mechanics and the principal perturbations in near-Earth environment will be briefly reported in Section 2.2, as they are directly needed for the applications discussed in Chapter 6 as well. This discussion will prove useful to understand why some perturbations shall not be neglected in the computation of specific trajectories when a high-accuracy outcome is sought. Lastly, shaping methods will be introduced in Section 2.3 as methods to generate first-guess solutions needed for any numerical optimization tool, as pointed out in Section 3.2. A particular focus will be given to the spherical shaping as it will generate the first guess for the CubeSat rendezvous test case.

2.1. **Reference Frames and Coordinate Systems**

Reference frames and coordinate systems are milestone topics in any space-related study. In physics, their definition is required to describe position and velocity of any general body, such as planets, asteroids or spacecraft in the space scenario. Although completely equivalent by means of proper transformations, the form of the equations governing their motion are dramatically dependent on the selected frame and coordinate system, and selecting the right one is crucial to have a convenient form for the problem in study. [4] dedicates an extensive chapter to reference frames and coordinate systems, which will be used as main reference for the following section.

2.1.1. **Reference Frames**

The fundamental and most precise celestial reference frame nowadays is the *International Celestial Reference System*, which has been developed by the space community taking into account also relativity effects. The origin of this system is at the barycenter of the Solar System and the axes point towards very distant celestial objects, such as quasars or nuclei of galaxies, with negligible relative
angular motion to make it quasi-inertial (in practice it is impossible to select a perfectly inertial frame). However, when simulating an interplanetary trajectory as a two-body motion around the Sun, this is not the most convenient one because the origin does not precisely coincide with the Sun’s center of mass and the motion of our star shall be taken into account.

In practical applications, a *non-rotating heliocentric frame* is used for interplanetary trajectories’ studies. The reference XY-plane of Sun-centered frames is the ecliptic plane, i.e. the plane coplanar to Earth’s orbit around the Sun. Then, the +X-axis is chosen to point to the First Point of Aries, i.e. the vernal equinox, at a chosen date. The most common choice is the position of the vernal equinox at 12:00 of 01/01/2000 (J2000). The +Z-axis is chosen to form an acute angle with the direction of the celestial Earth north pole. The +Y-axis then completes the right-hand frame within the reference plane.

Earth-orbiting spacecraft are usually described in the *non-rotating geocentric equatorial reference frame*, or *Earth-centered inertial frame* (ECI). The reference frame is centered in Earth’s center of mass and, as implied by the name, the XY-plane is coplanar with the equator. The +X-axis is chosen again to point towards the vernal equinox (usually J2000), while the +Z-axis points towards Earth’s celestial north pole. The +Y-axis lies in the equatorial plane and it forms a right-hand frame with the already defined axes.

An often-employed reference frame for Earth’s satellites is the *geocentric rotating reference frame*, also known as *Earth-centered Earth-fixed* (ECEF). The origin is still the Earth’s barycenter and the +Z-axis again points towards the Earth’s celestial north pole, as well as the definition of the XY-plane remains unaltered. Differently, the +X-axis always crosses the Greenwich meridian and therefore it is rotating, while the +Y-axis completes the right-handed frame.

### 2.1.2. Coordinate Systems

Two main types of coordinate systems are used in celestial mechanics. The *Cartesian* representation uses the projections $X, Y, Z$ of the spacecraft position vector on the reference frame axes and their time-derivatives. A drawback of this system is that all the coordinates are fast variables, i.e. they change significantly and rapidly during orbital revolution. On the contrary, the *orbital elements* representation takes advantage of the integrals of motion of the two-body problem to describe the position and velocity of a spacecraft by means of unperturbed quantities plus only one fast variable.

![Illustration of an orbital plane with focus on inclination, argument of periapsis and longitude of the ascending node](image-url)
The classical set of orbital elements is the Keplerian one, which is composed by $a$, $e$, $i$, $\omega$, $\Omega$ and $\theta$, respectively the semi-major axis, eccentricity, inclination angle, argument of pericenter, right ascension of the ascending node and true anomaly of the satellite within the orbit at a reference epoch $\tau_0$.

2.2. DYNAMICAL MODELS

This section will serve as a brief recap of the dynamical equations governing the orbital motion and which will be used for the tool applications in Chapter 6.

2.2.1. PERTURBED TWO-BODY MOTION

[6] defines perturbations as the "forces acting on an object other than those forces that cause it to move on some reference orbit". The reference trajectory typically considered in orbital mechanics is the two-body motion of a spacecraft with negligible mass around a central body, modeled as a uniform sphere. It results from the following differential equation:

$$\frac{d^2 r}{dt^2} = -\frac{\mu}{r^3} r$$

where the vector $r$ represents the relative position between the two bodies, $r$ its modulus and $\mu$ is the central body gravitational parameter [4]. This system can be analytically integrated as a function of an angular quantity, usually the true anomaly $\theta$. The resulting trajectory is the equation of a conic as follows:

$$r = \frac{a(1 - e^2)}{1 + e \cos \theta}$$

Every perturbation, regardless of its magnitude, can be plugged in the right-hand side of Equation (2.1), modifying it as follows:

$$\frac{d^2 r}{dt^2} = -\frac{\mu}{r^3} r + f_p$$

The ratio between the perturbing acceleration and the local central gravitational acceleration values shall be at least of order $O(10^{-2})$ to properly apply the perturbative approaches. A similar order of magnitude shall apply to consider the trajectory generated by a shaping method (see Section 2.3), based only on the two-body pull, as a suitable initial guess for trajectory optimization with more complex dynamics. A comparison of the magnitude of different perturbation sources in the near-Earth environment is plotted in Figure 2.2.

For the present research project, the perturbations considered in the force model depend on the test case specifics. Hence, the focus of this section will only be on the nature and representation of perturbation forces which will later be employed in the tool’s test cases, and not on their effect on the orbital elements, which strongly depends on the chosen reference trajectory characteristics.

2.2.2. GRAVITATIONAL OBLATENESS

The differential Equation (2.1) has been obtained by the approximation of the central body as a uniform sphere. However, celestial bodies have neither a radially symmetric mass distribution nor a perfect spherical shape. By solving Laplace’s equation in spherical coordinates imposed for the
gravitational potential of continuous mass distribution, as [7] explains, we can express the perturbative gravitational potential of a celestial body in an inertial centered reference frame as a series of Legendre polynomials $P_{n,m}$:

\[
\tilde{R} = \frac{\mu}{r} \left[ \sum_{n=2}^{\infty} J_n \left(\frac{r_{eq}}{r}\right)^n P_n(\sin\phi) + \sum_{n=2}^{\infty} \sum_{m=1}^{n} J_{n,m} \left(\frac{r_{eq}}{r}\right)^n P_{n,m}(\sin\phi) \{\cos m(\Lambda - \Lambda_{n,m})}\right]
\] (2.4)

where $r_{eq}$ is the mean radius of the central body, $\phi$ and $\Lambda$ the angular spherical coordinates, $J_{n,m}$ and $\Lambda_{n,m}$ are model parameters. The main effect is given by the first perturbing term $J_2$, the disturbance considered in the test case in Section 6.2, while the other coefficients have much smaller orders of magnitude. By taking the spatial gradient of the potential in Equation (2.4), the resulting acceleration is modeled by the following dynamical equations [4]:

\[
\begin{align*}
    f_{P_x} &= -\frac{3}{2} \frac{\mu J_2 r_{eq}^2}{r^5} x \left(1 - \frac{z^2}{r^2}\right) \\
    f_{P_y} &= -\frac{3}{2} \frac{\mu J_2 r_{eq}^2}{r^5} y \left(1 - \frac{z^2}{r^2}\right) \\
    f_{P_z} &= -\frac{3}{2} \frac{\mu J_2 r_{eq}^2}{r^5} z \left(3 - \frac{5z^2}{r^2}\right)
\end{align*}
\] (2.5)

2.2.3. THIRD-BODY PERTURBATION

The third-body disturbance is caused by the gravitational interaction of a third celestial body with the spacecraft. Perturbation's resulting acceleration is derived in rectangular coordinates in an inertial central body reference frame as [4]:

Figure 2.2: Magnitude of perturbing forces as a function of orbital radius [1].
2.3. **Inverse Shaping Methods**

The design of low-thrust trajectories has been historically treated as an optimization problem in literature (see Section 3.1). However, all methods developed nowadays are computationally expensive due to the enormous number of degrees of freedom, and often require an initial estimate of the optimal trajectory. The multiple-shooting tool developed for the current research does no exception. To compute first-guess solutions, the so-called shape-based methods model analytically the geometry of the trajectory as well as its time evolution. The control profile is then obtained by inverting the equations of motion, i.e. requiring the following equality to be satisfied all along the trajectory:

\[
\mathbf{f}_T = \ddot{\mathbf{r}} + \frac{\mu}{r^3} \mathbf{r} \tag{2.7}
\]

where \(\mathbf{f}_T\) is the thrust acceleration. The environmental perturbations have been left out from this formulation in any of the developed shaping methods as the goal is to develop a first-order solution. The parameters within the assumed shape shall be chosen such that the boundary conditions are satisfied. If some degrees of freedom are left, an optimization of the remaining parameters could be carried forward to minimize a performance index and/or impose constraints on the maximum peak thrust and the time of flight (TOF) feasibility [8].

[9] developed the very first shaping method, named exposin as it was employing exponential sinusoidal functions to parameterize the radius. However, as major drawbacks, this method does not satisfy the boundary conditions on velocity, often leading to unfeasible solutions, and the described motion is only planar. Later developments of new shaping frameworks managed to overcome these restrictions. In the current thesis, only the spherical shaping method, discussed in the reminder of the section, have been employed for its advantageous characteristics as well as its availability within the Aerospace Centre of Excellence, the research center where the project has been carried out.

\[
f_p = \mu j \left( \frac{\mathbf{r}_D - \mathbf{r}_i}{r_{iD}^3} - \frac{\mathbf{r}_D}{r_D^3} \right) \tag{2.6}
\]

where \(\mu_D\) is the standard gravitational parameter of the third body, \(\mathbf{r}_D\) is the vector distance between the third and the central body, \(\mathbf{r}_i\) the vector distance from the central body to the spacecraft, and \(r_{iD}\) their difference, i.e. the position vector from the spacecraft to the perturbing body. This acceleration model will be employed in Section 6.1, when the effect of the Earth and the Moon on an interplanetary trajectory will be considered.

---

Figure 2.3: Illustration of third-body perturbation [4].

---

[9] developed the very first shaping method, named exposin as it was employing exponential sinusoidal functions to parameterize the radius. However, as major drawbacks, this method does not satisfy the boundary conditions on velocity, often leading to unfeasible solutions, and the described motion is only planar. Later developments of new shaping frameworks managed to overcome these restrictions. In the current thesis, only the spherical shaping method, discussed in the reminder of the section, have been employed for its advantageous characteristics as well as its availability within the Aerospace Centre of Excellence, the research center where the project has been carried out.
2.3.1. Spherical Shaping

[10] reformulated the state of the spacecraft as function of the spherical coordinates \((r, \theta, \phi)\) to describe its 3D motion.

![Figure 2.4: Spherical coordinate system [10].](image)

To describe the trajectory, time is substituted by the angular variable \(\theta\) as independent variable. The state then becomes \([r, t, \varphi, r', t', \varphi']\), where the prime \(\prime\) points out the derivative with respect to \(\theta\). Inverting the equations of motion, the thrust control in tangential-normal-out-of-plane \((e_t, e_n, e_h)\) frame assumes the form [10]:

\[
\begin{align*}
    f_T &= \frac{\mu}{r^2} e_t \cdot e_t + \dot{\theta} \dot{v} \cdot e_t + \ddot{\theta} \ddot{a} \cdot e_t \\
    f_{T_n} &= \frac{\mu}{r^2} e_t \cdot e_n + \dot{\theta} \dot{a} \cdot e_n \\
    f_{T_h} &= \dot{\theta} \ddot{a} \cdot e_h
\end{align*}
\] (2.8)

where \(\dot{v} = \frac{dr}{d\theta}\) and \(\ddot{a} = \frac{d^2r}{d\theta^2}\). The state vector is parameterized with a functional form as \([r = R(\theta), t = T(\theta), \varphi = \Phi(\theta)]\) such that the normal component of the control vector vanishes, i.e. Equation (2.8-2). First, a shaping function for the time \(\theta\)-derivative is given:

\[
T' = \sqrt{\frac{DR^2}{\mu}}
\] (2.9)

where \(D = -r'' + 2\frac{r'^2}{r} + r' \varphi' \frac{\varphi'' - \sin \varphi \cos \varphi}{\varphi^2 + \cos^2 \varphi} + r (\varphi'^2 + \cos^2 \varphi)\) is a geometrical parameter. The choice of shaping the derivative of time \(T'\) arises from the impossibility to obtain a near-optimum control given an a priori shaping function \(T\). In the latter case indeed, the control usually exceeds the low-thrust limits to fulfill the prescribed path, while \(T'\) in Equation (2.9) has proven to ensure a feasible thrust profile [10].

The shaping functions \(R\) and \(\Phi\) are selected such that the parameters can satisfy the boundary conditions through analytic non-iterative computations. There are four boundary conditions on \(R\) and \(R'\), four on \(\Phi\) and \(\Phi'\) and two on \(T'\). Given the expression of \(T'\), the last two boundary conditions can be translated as conditions on \(R''\) and \(\Phi''\). Therefore, the shaping functions for the radius and the elevation angles shall have at least ten free parameters.

\[
\begin{align*}
    R &= \frac{1}{a_0 + a_1 \theta + a_2 \theta^2 + (a_3 + a_4 \theta) \cos \theta + (a_5 + a_6 \theta) \sin \theta} \\
    \Phi &= (b_0 + b_1 \theta) \cos \theta + (b_2 + b_3 \theta) \sin \theta
\end{align*}
\] (2.10)

The eleventh parameter is used to satisfy an extra constraint on the time of flight.
Novak developed a general formulation of the shaping methods in his PhD thesis, better formalizing the mathematical basis of the inverse methods, which can be used as mathematical reference. The parameterization choice, in Equation (2.10), ensures that the minimum-thrust arc is the Keplerian one, a suitable choice for reproducing coasting arcs. According to several test cases described in [10], this approach generates near-optimal solutions in terms of $\Delta V$ for interplanetary trajectories, and therefore it is a convenient method for first-guess generation during the asteroid rendezvous application which will be analyzed in Section 6.1.
The goal of the thesis project concerns the development of a numerical tool for space trajectory optimization employing a variational approach to enhance the computational performance of derivative computation. However, before starting to develop the variational theory and implement the tool, we need to answer a few questions first. How shall a space trajectory optimization problem be formulated? What is the theory behind continuous optimization? Which are the best practical methods to solve space problems of interest for this thesis? How do numerical algorithms work? The present chapter aims to introduce the key background knowledge needed for the current research development, as well as the reasoning behind the choice of particular research paths.

The generic continuous control problem, with an objective function to minimize and constraints to respect, will be framed under the general formulation of optimal control problem (OCP) theory as described in Section 3.1. Here, the differences between direct and indirect methods to solve OCP will be analyzed and a trade-off between them performed. Since these techniques lead to a closed-form solution only for elementary cases, practical methods to find an approximated solution will be treated in Section 3.2. Any of these converts the infinite-dimension optimization problem to a finite-dimension one through a transcription method which dictates the parameters to optimize. It will be shown that once the set of free parameters is selected, the transcribed optimal control method is posed as a nonlinear programming (NLP) problem, of which different solution approaches will be addressed in Section 3.3. Global optimization methods fall outside the optimal control theory and are not strictly related to the main objectives of this thesis. However, they usually find applicability as a previous step or on an outer optimization-loop level with respect to the local refinement algorithms discussed above. For example, they can be employed to optimize static parameters such as the departure date and time of flight of a rendezvous trajectory (see Section 6.1). Therefore, Section 3.4 will give a brief mention to some of these techniques and discuss their applicability.
3.1. **Optimal Control Theory**

The general statement of an *optimal control problem* (OCP) requires the definition of [11]:

- The mathematical model of the dynamic system to control. Usually it is described by a system of ordinary differential equations (ODEs) in the form $\dot{x} = f(t, x(t), u(t))$. The independent variable has been indicated by $t$, usually appointed as time, but there is no restriction on its choice. The variables $x_i$ in the vector of $x$ are usually called *state variables*, while $u_j$ in the vector $u$ are the *control variables*.

- The performance index $J$ to be minimized (or equivalently maximized). The performance index in the general form is written as:

$$ J = \phi(t_f, x(t_f)) + \int_{t_0}^{t_f} L(t, x(t), u(t)) dt \quad (3.1) $$

The *optimal control problem* is in the Bolza form if both the end-cost and the integral terms are present. If the end-cost term $\phi$ is zero, it is known as a Lagrange problem. On the contrary, if the integral term $L$ is zero, the problem is referred as a Mayer one. Mathematically these formulations are equivalent and convertible into each other. For example, a Lagrange problem can be restated as a Mayer one simply adding one state variable of the form $x_{n+1} = L(t, x(t), u(t))$, leading to $J = x_{n+1}(t_f)$. However, [3] states that, even if they are mathematically equivalent, they are not numerically corresponding. The Lagrange form shall be preferred as the Mayer form leads to an increased number of state variables, which are then discretized potentially infinite in the latter.

- Specification of constraints. They are divided into two different classes, i.e. *fixed-event* or *path* constraints. The first type is described as an algebraic function of the state and control $g_L^f(t) \leq g_f^f([i_j], y(\bar{t}_j), u(\bar{t}_j)) \leq g_U^f$ at a fixed time $\bar{t}_j$. The initial and final boundary conditions fall into this form for $g_L^f = g_U^f$. A *path constraint* is formulated as an algebraic function of the state and control variables $g_L^p(t, x(t), u(t)) \leq g_U^p$ over a trajectory's phase. Bounds on the control magnitude fall into this category as $u_L \leq u(t) \leq u_U$. This general notation [3] deals with both equality and inequality constraints, depending on the lower and upper boundary values.

Once the aforementioned statements have been formulated, the *optimal control problem* aims to find the control profile $u^*(t)$, in the space of all admissible controls $U$, which minimizes the performance criterion $J$ while respecting the differential model $x = f(t, x(t), u(t))$ and the specified physical constraints. Briefly stated:

$$ \min \ J = \phi(t_f, x(t_f)) + \int_{t_0}^{t_f} L(t, x(t), u(t)) dt, \quad u \in U $$

$$ \text{subject to: } x = f(t, x(t), u(t)) $$

$$ g_L^p(t, x(t), u(t)) \leq g_U^p $$

$$ g_L^f([i_j], x(\bar{t}_j), u(\bar{t}_j)) \leq g_U^f $$

where the Bolza formulation is used to obtain the necessary conditions in the most general case.
3.1. INDIRECT METHODS

Indirect methods are based on Pontryagin's maximum principle, adapting the sign convention for minimization problem. This principle's derivation employs calculus of variations techniques, of which comprehensive references are [12] and [13]. The goal is to convert the optimal control problem as defined in the chapter's introduction into a two-point boundary value problem through the statement of the necessary conditions that a profile shall satisfy to be an optimal solution.

The process starts with the definition of an augmented performance index \( \bar{J} \), in a fashion similar to equality-constrained static optimization problems, where Lagrange's multipliers \( \lambda_j \) multiplying the dynamical constraints are summed to the objective function to form the augmented performance index:

\[
\bar{J} = \Phi + \int_{t_0}^{t_f} \left[ L[t, x(t), u(t)] + \lambda^T(t) \left\{ f[t, x(t), u(t)] - \dot{x} \right\} \right] dt
\]  

(3.3)

According to calculus of variation, the necessary conditions for a stationary extremum is that the first-order variation \( \delta \bar{J} \) shall nullify at any instant of time for any constraint-allowed variation \( \delta u(t) \).

The problem Hamiltonian is defined as:

\[
H = L[t, x(t), u(t)] + \lambda^T(t) f[t, x(t), u(t)]
\]  

(3.4)

When path constraints are present, the Hamiltonian shall be augmented with the constraints' violation weighted by associated dual variables. After mathematical manipulation (see [11] for a detailed derivation), the necessary conditions for a control profile \( u^*(t) \) to be a stationary function of the performance index are represented by the following Euler-Lagrange equations:

\[
\dot{x} = f(t, x(t), u(t))
\]

\[
\dot{\lambda} = -\left[ \frac{\partial H}{\partial x} \right]^T
\]

\[
0 = \left[ \frac{\partial H}{\partial u} \right]^T
\]

where the relations in Equation (3.5)-2 are labeled as adjoint equations and Equations (3.5)-3 as control equations. These differential equations, which a control profile has to necessarily satisfy to be a stationary solution, are coupled with a set of transversality conditions:

\[
t_0 \text{ given } \quad \forall \quad H(t_0) = 0
\]

\[
t_f \text{ given } \quad \forall \quad H(t_f) = -\frac{\partial \Phi}{\partial t} \bigg|_{t_f}
\]

\[
x(t_0) \text{ given } \quad \forall \quad \lambda(t_0) = 0
\]

\[
x(t_f) \text{ given } \quad \forall \quad \lambda(t_f) = \frac{\partial \Phi}{\partial y} \bigg|_{t_f}
\]

(3.6)

Hence, if any of the boundary conditions is a free parameter, either on time or state variables, the above conditions complete the minimum required number of known conditions at the initial or final time. In the matter of low-thrust, final conditions could be unspecified (but possibly still constrained) in many non-rendezvous trajectories such as orbit raising or decreasing, orbital escape problems, gravity assists and so on. Up to this point, the process defined the necessary conditions for a solution to be a stationary one. The Legendre-Clebsch condition about local convexity of the Hamiltonian shall be satisfied to ensure that the solution is an actual local minimum:
The TPBVP defined by Equations (3.5), coupled with the conditions (3.6) and (3.7), has no analytical closed-form solution for complex problems like low-thrust trajectories. Hence, numerical methods shall be employed. However, further information can be obtained by exploitation of the problem’s first integrals. If the functions $L$ and $f$ defined in the System (3.2) do not depend explicitly on the independent variable $t$, then the Hamiltonian is a first integral of the TPBVP along an optimal trajectory [2]. In general, if a first integral is found, the redundant information that it generates can be exploited to eliminate one adjoint equation, formally transforming the original TPBVP into another one of lower dimension, by following the procedure shown by [11].

3.1.2. Direct Methods

A direct method does not require the derivation of the necessary conditions needed by indirect methods. On the contrary, it aims to find a sequence of profiles which progressively reduce the non-augmented performance index $J$ and the constraint’s violation. Direct methods require a parameterization of the control functional form over trajectory’s arcs. This is generally achieved by two conceptually different methods [2]:

- A grid at different times where the control parameters are to be found and the values within an interval are computed through interpolation.
- A set of orthogonal basis of mathematical functions dependent on time. Usually Fourier series, Legendre polynomials or the Chebyshev ones.

The goal is then to determine the values of the specified free parameters, either control values at fixed times in the grid form or the coefficients of the series in the second case, able to minimize the objective index and to respect the constraints. In this passage, the number of free parameters is reduced from infinite degrees of freedom to a finite number of parameters, depending on the chosen parametrization. This passage could seem a limitation of the direct methods when compared to the indirect ones. However, as already stated in the previous section, a numerical procedure is necessary also for indirect methods when dealing with complex cases such as low-thrust trajectory optimization. These numerical methods require a so-called transcription to convert the infinite-dimension optimal problem into a solvable finite-dimension one. Hence, what seemed a limitation of the direct methods is a required passage of any technique nonetheless.

A direct method’s solution is generally not an optimal solution itself, i.e. not a local minimum of the performance index, but just an approximation as a consequence of the discretization or interpolation steps. Hence, the necessary conditions (3.5) and (3.7) can be used as an indicator of how close the found solution is to the real local optimum [14].

3.1.3. Comparison of Direct and Indirect Methods

Loosely comparing an optimal control problem to a static constrained optimization, the direct method’s goal is to pinpoint a local minimum of the performance function, while an indirect method aims to find a root of the necessary conditions. The latter shall be preferred when a closed-form solution is aimed for. Indeed, indirect methods allow to extract the control in an analytical way [15], [16]. However, this is possible only when several approximations are employed or simplified cases are considered. When a complete low-thrust trajectory problem in a perturbed environment is stud-
ied, a numerical approach is mandatory. In the latter case, a direct method results to be the simpler choice due to several considerations [3]:

- The quantities $\left[ \frac{\partial H}{\partial \xi} \right]^T$ and $\left[ \frac{\partial H}{\partial u} \right]^T$ needed by indirect methods must be analytically computed and changed when different models are employed, e.g. environmental perturbations. Furthermore, when a problem is divided into phases, e.g. a patched-conic approach for an interplanetary trajectory, these quantities change along the trajectory. This requires an extensive preliminary analytical stage for any different problem in the matter. On the contrary, a direct method is a flexible approach, more suitable for *black box* implementations, and able to handle a problem divided into different phases;

- Path inequalities, which are quite ordinary in low-thrust applications, represent a relevant issue for indirect methods. Indeed, a first guess of the *active-inactive* sequence is needed for practical methods as it changes the form of the Hamiltonian, by adding the *Lagrange multipliers*, the number of constrained arcs and the junction conditions. However, an a-priori knowledge of the right series is quite hard to achieve;

- Another issue with first guesses emerges from the initial estimate of the *adjoint variables* $\lambda$. As remarked by [17], the extremal solutions can be very sensitive to small changes in the unspecified boundary conditions. As usually the initial state variables are specified, the *transversality conditions* (3.6) show that the initial values of the adjoint variables for the optimal trajectory are not known. Further, these variables are not representing physical quantities. Hence, setting the right initial conditions, or even reasonable ones, is very complex, and a bad initialization often results in numerically ill-conditioned solutions. On the contrary, direct methods disregard those variables and require only initial guesses on the physical state and control variables.

### 3.2. Practical Techniques for Optimal Control

As stated in numerous occasions, in general the continuous optimal control problem does not have a closed-form solution and practical numerical optimization methods come into play. Any numerical technique cannot handle an infinite-dimension problem, but it needs a discrete problem with a finite set of variables and constraints to work with. This transition can be performed with conceptually different methods which will be investigated in the present section. It is important to emphasize that the following techniques are applicable to both indirect and direct approaches. However, as the current thesis work will revolve on a direct method, a major focus will be paid to the latter formulation. This choice is further justified by the considerations made in Section 3.1.3. A complete review of the common methods for low-thrust trajectory optimization has been compiled by [18], whereas in this section two major classes will be addressed.

#### 3.2.1. Single Shooting

Typically, the single-shooting method does not actually find application in the field of low-thrust optimal control. However, it is useful to introduce the notation and several concepts shared by its extension, the *Multiple Shooting* method. The discretization grid is composed by only two points, the initial and final times. Initially, the $n$ free parameters in $\mathbf{y}^T = [\bar{\mathbf{x}}, \ldots, \bar{\mathbf{u}}]$, composed by the initial conditions and the control parameters, are guessed. Hence, the trajectory is propagated forward (or equivalently backward) from the starting to the end time, leading to the final state:
In general the propagated state $x^p_f$ will not coincide with the required final one $x_F$. Hence, the difference between these two quantities becomes a constraint to nullify. In literature, this constraint is generally labeled as defect:

$$c(y) = x^p_f - x_f$$

(3.8)

The numerical values of the violation of the boundary conditions can be exploited to iteratively adjust the control parameters with the NLP algorithms presented in Section 3.3, in order to finally solve the constrained minimization.

Figure 3.1: Single shooting method illustration [3].

The advantage of this basic method is that the NLP sub-problem has only a small number of variables to optimize, i.e. the initial state guess and control parameters. However, due to the usual long time-span of a low-thrust maneuvers, even small changes in the parameters can result in very large defects change, leading to hypersensitivity with respect to the free parameters.

### 3.2.2. Multiple Shooting

In order to overcome the drawback of parameter sensitivity, it is possible to segment the overall time interval into a set of $m - 1$ smaller steps discretizing the interval at $m$ grid points $t_0 < t_1 < t_2 < \cdots < t_f$. Then, each of the segments can be treated as an independent single-shooting method, with continuity constraints added. Therefore, first guesses of the $n_s$ state variables for each intermediate segment are now needed. The first guess trajectory is usually found by fast and low-fidelity methods, such as the shape-based techniques seen in Section 2.3 for space applications. The state variables at intermediate grid points are now control variables to be optimized. Hence, the number of control parameters in $y$ increases with respect to the single shooting method, precisely $n_y = (m - 1)(n_s + n_c \cdot n_p)$, where $n_s$ is the number of state variables, $n_c$ the control components and $n_p$ the control parameters per each component. The defect equations can be expressed in the general form as:

$$c(y) = \begin{bmatrix} x^p_2 - x_2 \\ \vdots \\ x^p_f - x_f \end{bmatrix}$$

(3.9)

where again the goal is to nullify $c(y)$. 

The dimension that the NLP sub-problem shall solve, in order to link the different phases and minimize the objective function, dramatically increases with increasing number of steps. However, the effects of changing a particular parameter are more intuitive for smaller steps, leading to an improvement of the convergence properties. In addition, the drawback of the single shooting is solved as, when the number of steps is high enough, the variables in the first stages of the trajectory do not influence the last phases. The segment decoupling mathematically translates into very sparse Jacobian and Hessian matrices, later involved by the NLP algorithm. For example, the Jacobian gets sparser and sparser as more phases are employed, because the percentage of non-zero elements is proportional to $1/(m-1)$. This sparsity can be exploited to construct a computationally efficient nonlinear programming subroutine, making the multiple shooting method both robust and competitive. While the general concept of a multiple shooting transcription scheme has been presented in this section to introduce the discussion on the method selection of Section 3.2.4, it will be better explained and examined in detail in Section 5.1 as it is the central topic of the present thesis.

### 3.2.3. Collocation

The basic goal of collocation methods is to avoid repeated propagations over each segment. This is achieved by partitioning again the whole trajectory into $m-1$ segments, leading to $m$ grid points. Hence, the trajectory is only represented by the set of state variables $x(t_k)$ and their derivatives $\dot{x}(t_k, x(t_k), u(t_k))$ at mesh points as well as the control profile nodes $u(t_k)$. As these values are treated as NLP variables, gathered in the vector $y$, the optimal control problem has been completely transcribed into a finite-dimensional NLP. For this reason, also collocation methods need a first-guess solution, which can be sought with the aforementioned approaches. The state, state-derivative and control values within each interval are computed by interpolation through piecewise functions, usually Hermite (third order), Chebyshev or Lagrange polynomials (see [3] for detailed schemes) or Fourier series [20], whose coefficients depend on the adjacent grid points’ state and derivatives. This a-priori shape replaces the numerical integration process of shooting techniques with a much faster analytical propagation.

The differential equations $\dot{x} = f(t, x(t), u(t))$ are substituted by a discretized form, which for a simple Euler scheme takes the following form:

$$\dot{x} = f(t_k, x_k, u_k) \approx \frac{x_{k+1} - x_k}{h}$$  \hspace{1cm} (3.10)
where $h$ is the interval size $t_{k+1} - t_k$. This Euler form is then transformed into a set of NLP constraints to be nullified:

$$c_k(y) = \|x_{k+1} - x_k - hf(t_k, y_k, u_k)\|$$

(3.11)

These constraints, which ensure the equation of motion to be approximately satisfied, are then coupled with the fixed-event ones, to construct a continuous trajectory, and the path constraints, to respect the requested bounds at the grid points.

In collocation methods the choice of the interval size is vital because it influences the accuracy of the interpolated function in representing the true trajectory. An efficient procedure could be to compute initial estimates with a sparse grid and then refine it progressively. This implementation makes this technique very robust to imprecise initial guesses. Also in this method, the sparsity of the matrix shall be exploited as much as possible to make the algorithm efficient.

The greater drawback of collocation methods is that for problems dominated by highly nonlinear dynamics, a very dense grid is needed to compute an accurate solution which, when integrated forward for validation, leads to small errors in the final state. This problem arises from the finite-difference approximation of the dynamics, as in Equation (3.10) for an Euler scheme, and from the parametrization of the shape. However, a dense grid translates into a huge matrix inversion during the NLP sub-problem (see Section 3.3), leading to a degradation of the computational performance.

### 3.2.4. Method Selection

Generally the method selection is driven primarily by the nature of the problem in the matter. For example, if the functional form of the state variables evolution is known it is more advisable to choose a collocation method employing that particular functional form as interpolation function. On the contrary, when the state evolution is unpredictable, multiple shooting methods ensure that the correct functional form is achieved by appropriate numerical propagation, leading to more accurate solutions.

Computational efficiency is another driving factor. From this point of view, the analytical propagation makes the collocation methods much faster than the multiple shooting techniques. However, as already explained in the previous section, when an accurate solution is sought, this difference is reduced, if not reversed at all, due to the much denser grid needed by collocation methods. Indeed, in practical applications, collocation methods could reach a limit in the final accuracy, when the computed trajectory is integrated for validation, which cannot be improved if not with dramatically dense grids which lead to unrealistic computational times. On the contrary, multiple shooting techniques become more accurate as the grid becomes progressively denser.

For the aforementioned reasons, the multiple shooting method seems the best compromise between attractive computational times and very accurate solutions. On the other hand, the collocation method can be employed as a very efficient and quite accurate method to compute first guesses [20]. Indeed, for deep space missions, also [2] suggested as a good hybrid solution to start the solution process with a collocation method employing a sparse grid, then to progressively make it denser in order to improve the candidate solution accuracy, and finally refine the guess with a multiple-shooting technique.

### 3.3. Nonlinear Programming

In the preceding sections it has been emphasized how an optimal control problem shall be converted to a finite-dimensional constrained optimization to be actually solved by selecting the opti-
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mal combination of the control variables. This is achieved by an iterative process able to adjust the optimizable parameters as function of the objective function value and constraints’ violation at the previous iteration. Nonlinear programming (NLP) is a method, based on Newton’s secant method, able to calculate the control increments allowing both quantities to be reduced.

Generally stated, the NLP problem aims to find the \( n \)-dimensional vector \( y \) such that the objective function \( F \) is minimized:

\[
\min_{y} F(y), \quad y \in Y \subseteq \mathbb{R}^n \quad (3.12)
\]

while respecting \( m \leq n \) equality constraints and \( l \) inequality constraints:

\[
\begin{align*}
\mathbf{a}(y) &= \mathbf{0}, & \mathbf{a} &\in \mathbb{R}^m \\
\mathbf{b}(y) &\geq \mathbf{0}, & \mathbf{b} &\in \mathbb{R}^l
\end{align*} \quad (3.13)
\]

For the purpose of procedure’s clarity, first the case with only equality constraints will be addressed. Then, in order to learn how to handle all the constraints individually, the case with only inequality ones is presented. Hence, the method will be generalized to treat both constraints at the same time within the example framework of quadratic programming. This reasoning is carried out to introduce two algorithms for solving the general nonlinear problem, i.e. the sequential quadratic programming (SQP) approach and the interior point (IP) technique. WORHP (Worhp Optimises Really Huge Problems), the NLP solver interfaced with the multiple shooting tool, utilizes a combination of SQP and IP, as shortly outlined in the last part of the section.

3.3.1. Equality Constraints NLP

The condition in Equation (3.13)-1 on the number of independent equality constraints \( m \) to be less than or equal to the number of free parameters \( n \) is required to guarantee enough degrees of freedom in the selection of the solution. Otherwise, the space of admissible solutions \( X \) will be empty.

The classical procedure is to construct the Lagrangian adjoining the equality constraints with the objective function:

\[
\mathcal{L}(y, \lambda) = F(y) + \lambda^T \mathbf{a}(y) \quad (3.14)
\]

where the \( \lambda_k \) coefficients are again known as Lagrange multipliers. From this step on, the problem is formulated as an unconstrained optimization. The first-order necessary conditions for a local optimum \((y^*, \lambda^*)\) require the state-derivatives of the Lagrangian to be zero:

\[
\begin{align*}
\nabla_y \mathcal{L}(y^*, \lambda^*) &= \mathbf{0} \\
\nabla_{\lambda} \mathcal{L}(y^*, \lambda^*) &= \mathbf{0}
\end{align*} \quad (3.15)
\]

The unconstrained second-order necessary condition requires the curvature of the Lagrangian to be positive along any perturbation \( \delta x \) with respect to the minimum. However, in the constrained case not any perturbation direction is always feasible, i.e. there are increment directions which would violate the constraint’s satisfaction. Hence, we shall require a positive curvature along any allowed perturbation direction \( \delta \nu \) which lies in the constraint tangent space, i.e. those ones which respect the constraints. Defining the Hessian as:

\[
\mathbf{H}_\mathcal{L} = \nabla^2_{yy} \mathcal{L} \quad (3.16)
\]

the necessary condition for a minimum become:

\[
\delta \nu^T \mathbf{H}_\mathcal{L} \delta \nu \geq 0 \quad (3.17)
\]
while the sufficient condition just substitutes the $\geq$ operator with the $>$ one. However, to check directly the second-order necessary condition in this form is non-trivial. On the other hand, methods to assess if a matrix is positive definite for any perturbation direction have been extensively studied and general procedures exist. [11] explains how to convert the condition 3.17 on the Hessian to the study of (semi)positive definiteness of another counterpart matrix. The constraint tangent subspace has an $(n - m)$ basis for the null-space. The feasible perturbations $\delta v$ can therefore be described as a linear combination of these basis. If they are gathered into a matrix $Y$ as columns, it is possible to write:

$$
\delta v = Y \eta
$$

where $\eta$ is a vector of coefficients. Now, the second-order necessary condition (or equivalently the sufficient one) can be restated as:

$$
\eta^T \left[ Y^T H L Y \right] \eta \geq 0
$$

which is simply satisfied if the projected Hessian $Y^T H L Y$ is (semi)positive definite.

**Newton Method**

This method falls under the general class of *Gradient techniques*, which use a polynomial expansion of the objective function and the constraints. Indeed, NLP algorithms rely on a Taylor-series expansion at the second-order for the fitness function in Equation (3.12), and at the first-order for the equality constraints in Equation (3.13)-1, in order to practically find a solution able to satisfy the necessary conditions (3.15) and (3.19). The second-order series is necessary for the performance function because linear functions have no local optima:

$$
F(y) = F(y_v) + g^T (y_v)(y - y_v) + \frac{1}{2}(y - y_v)^T H(y_v)(y - y_v) + O((y - y_v)^3)
$$

where $g^T = \nabla_y F$ and $H = \nabla_y^2 F$ are respectively the gradient and the Hessian of the objective function, while $G = \partial a / \partial y$ is the Jacobian of the constraints. Substituting the truncated expansions in the necessary conditions (3.15), followed by simple mathematical rearrangement in a matrix form, leads to the linear system:

$$
\begin{bmatrix}
H & G^T \\
G & 0
\end{bmatrix}_{y_v} \begin{bmatrix}
y - y_v \\
\lambda
\end{bmatrix} = - \begin{bmatrix}
g \\
a
\end{bmatrix}_{y_v}
$$

These two equations are known as *Karush-Kuhn-Tucker* system (KKT). It defines the search direction $p = y - y_v$ from the previous iteration and the new value of the Lagrange multipliers $\lambda$, able to locally reduce the objective function value and the constraints violation. The new candidate solution is then $(y, \lambda)$ where $y = y_v + \alpha p$ with $0 < \alpha \leq 1$. In line-search methods the step-size $\alpha$ is iteratively adjusted to minimize the objective function and constraints’ violation.

**Implementation of Newton Method**

The KKT system requires computation of the gradient $g$, the Jacobian matrix $G$ and the Hessian matrix $H$. Direct methods for general applications compute these quantities by finite-difference approximations. The trajectory is evaluated again with perturbations in each of the control parameters and then numerical differencing is applied. For instance, the contents of the k-column of the Jacobian matrix can be computed with a central difference method as:
where $e_k$ is the optimal unit vector for $k$-column defined direction and $\delta_k$ the perturbation in that direction (see [3] for full mathematical formulation). In principle, this step requires the integration of the equations of motion for each perturbation at every iteration. Although this is a general approach working for every problem submitted to the algorithm, this passage turns out to be the bottleneck of the whole process both in terms of computational speed, as gradient calculations for multiple-shooting takes around 70% of execution time [21], and derivative accuracy.

Since the goal of the thesis is to create an efficient tool for high-fidelity low-thrust trajectory optimization, this general approach will be replaced by an approach based on the integration of the so-called variational equations. This new set of equations, which describe the exact evolution of first and second-order control and state derivatives of the NLP variables (state, constraints, etc.), is propagated as well during one phase granting lower computational times, as the number of iterations is dramatically reduced, and a more precise computation of the gradient, Jacobian and Hessian quantities for NLP iterations [2]. Indeed, the derivatives’ accuracy will now only depend on the chosen integrator and step-size because no other approximation is made in their computation. The variational equations are problem-dependent and thus the generality can be compromised.

A detailed analysis of both approaches will be presented in Chapter 4, while the implementation details of the variational approach will be discussed in Section 5.1.

### 3.3.2. Inequality Constraints NLP

The number $l$ of inequality constraints can be greater than the number $n$ of control parameters because these constraints remove degrees of freedom only when they are active. An inequality constraint is labeled as active when it is satisfied as an equality, while if it is respected as a pure inequality, it is named inactive. The Lagrangian is similarly defined as:

$$
\mathcal{L}(y, \lambda) = F(y) + \mu^T b(y)
$$

The necessary conditions are still the same as defined for the purely constrained problem. However, a further condition on inequality Lagrange multipliers shall be satisfied at a local optimum:

$$
\begin{cases}
\mu_i < 0 & \text{if } b_i \text{ active} \\
\mu_i = 0 & \text{if } b_i \text{ inactive}
\end{cases}
$$

Following the notation of [3], at a generic point $y$ the totality of active constraints is called the active set, while the inactive constraints together form the inactive set. Clearly, once we know the set of active constraints, the problem can be handled with the techniques seen in the previous section. Thus, an active set strategy is needed to pinpoint which constraints are active and which are not. An example will be given in the next section about the general quadratic programming formulation.

### 3.3.3. Quadratic Programming

A quadratic programming problem is a particular form of the general NLP method with a quadratic objective function and linear constraints.

$$
\min_F(y) = g^T y + \frac{1}{2} y^T H y
$$

$$
Ay = a
$$

$$
By \geq b
$$

(3.25)
Even if it is a simplified formulation, this method is exploited to illustrate the role of active set strategy. Indeed, as the KKT system has been obtained by quadratic and linear approximations of the objective and the constraints respectively, the Newton method would only need one iteration when the right set of active constraints is selected. However, this is not a trivial problem as usually no precise a-priori information is available and thus an active set strategy is required. The procedure can be summarized as:

- First guesses of point $\mathbf{y}_v$ and active set $\mathbb{B}_v$ are given.

Now, $\tilde{\mathbf{b}} \subset \mathbf{b}$ is the subset corresponding to active constraints, with $\tilde{\mathbf{B}}$ the respective Jacobian matrix.

- Solve the Karush-Kuhn-Tucker system considering the active set constraints as equalities and neglecting the inactive ones. The KKT system can be re-arranged as follows [3]:

$$
\begin{pmatrix}
\mathbf{H} & \mathbf{A}^T & \mathbf{B} \\
\mathbf{A} & 0 & 0 \\
\tilde{\mathbf{B}} & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{y} - \mathbf{y}_v \\
\lambda \\
\mu
\end{pmatrix} =
\begin{pmatrix}
\mathbf{g} \\
\mathbf{a} \\
\tilde{\mathbf{b}}
\end{pmatrix}_{\mathbf{y}_v}
$$

(3.26)

- Increment of the control vector.

Using the computed direction the new point results from $\mathbf{y} = \mathbf{y}_v + \alpha (\mathbf{y} - \mathbf{y}_v)$, with the greater $0 \leq \alpha \leq 1$ not violating any inequalities.

- Check on the step-length.

By selecting the largest possible step not violating any inactive constraint, the active set strategy comes into play and two alternatives are possible:

- if $\alpha < 1$ it means that the new point is on the "border" of an inequality constraint that was before considered as inactive. Hence the new constraint is included in the active set $\mathbb{B}_v$, the quantities $\tilde{\mathbf{b}}$ and $\tilde{\mathbf{B}}$ updated and the algorithm reiterates.

- if $\alpha = 1$ and the conditions (3.24) are fulfilled, the optimum of the quadratic problem is found, otherwise the equalities with positive multipliers shall be removed from the active set and the algorithm reiterates.

This simple quadratic example illustrates just one of the possible active set strategies, on which conceptual modifications in any step of the process are possible. Nonetheless, it is a clear illustration of the NLP process and the set of strengths and difficulties that this method implies. Detailed discussions and examples can be found in [22].

### 3.3.4. Sequential Quadratic Programming

The Sequential Quadratic Programming (SQP) method is a widely used approach to solve general nonlinear problems as in Equations (3.12) and (3.13). The basic algorithm is constructed as a descent method employing line search, based on the following iterative steps once started at a given initial point $\mathbf{y}_v$ [3]:

1. Check termination criteria for current point $\mathbf{y}_v$. If criteria are satisfied, exit the iteration loop, otherwise continue;

2. Approximate the nonlinear problem by a quadratic subproblem around $\mathbf{y}_v$,
3. Find a search direction $p$ through a quadratic programming algorithm (see Section 3.3.3);
4. Determine the stepsize by means of a line search method;
5. Update the current point and return to point 1.

For a detailed discussion on SQP algorithms the references [23] and [24] can be consulted.

### 3.3.5. **INTERIOR POINT**

Another family of algorithms to solve nonlinear constrained optimization problems involves penalty functions and it is labeled as *penalty-barrier* or *interior point* (IP). The basic idea is to translate the constrained problem into an equivalent unconstrained optimization one. The new objective function can be written as [25]:

$$
\beta = F(y) - \mu \sum_i \ln b_i(y) + \frac{1}{2\mu} \sum_j \| a_j(y) \| \quad (3.27)
$$

where $\mu$ is a scaling factor, known as barrier parameter. The last term describes the penalty factor for the equality constraints’ violation, while the logarithmic term handles the inequality constraints. The latter becomes bigger when $b_i$ tends to zero, i.e. when the inequality constraint becomes active. Therefore, the minimization routine of the new objective function will try to move away from the barriers where the inequality constraints are active. Exhaustive information and several alternative forms can be found in the extended review [25].

### 3.3.6. **WORHP: EUROPEAN NLP SOLVER**

WORHP [26] is a NLP solver designed to efficiently solve generic nonlinear constrained optimization problems, spanning from small- to large-scale. It combines a SQP algorithm for the general nonlinear level with an primal-dual IP method for its associated quadratic subproblem. The primal-dual IP is an alternative of the basic IP algorithm, whose details, which are beyond the scope of the current thesis, can be found in [25]. This method combination is used to find a series of search directions which are scaled using a line search with the Augmented Lagrangian merit function. The necessary derivative information can be automatically computed by finite-difference or quasi-Newton updates (see Section 4.1), or supplied by the user, as it will be done in the current thesis with the variational approach. WORHP is suitable for large-scale problems as it intrinsically works with sparse matrices for computational performance and memory consumption reasons. Thanks to this feature, the problem size is limited only by the working machine memory. Indeed, WORHP performed efficiently on a variety of huge-dimension problems [27]. A more detailed discussion on the sparsity patterns generated by multiple shooting schemes and the way WORHP handles sparse matrices is carried out in Section 5.1, in particular concerning practical implementation details.

### 3.4. **GENERAL OPTIMIZATION**

All of the methods discussed so far in this chapter need a first-guess solution close enough to the global optimum as they all only behave as local optimizers for the selection of the control parameters, after that some design variables had already been selected. For example, also basic rendezvous missions with no flybys usually present multi-modality with respect to the departure date with a periodicity given by the synodic period of the departure and arrival planets, as depicted in Figure 3.3.
A local optimizer, even if using also departure date and time of flight as free parameters, cannot find the real minimum if the local algorithm starts from a poor initial guess.

To quickly span the complete domain of possible combinations between the *global variables* (e.g. departure date, time of flight, number of revolutions, selection and duration of flybys, et cetera) computationally efficient techniques shall be employed in combination with global search methods. Indeed, as repeatedly stated, shape-based approaches or semi-analytical approximations have proven to be computationally fast in assessing the physical characteristics of a low/medium-fidelity low-thrust rendezvous. However, typically they are not able to describe maneuvers different from the thrusted two-body problem. In a more realistic scenario, those methods are used to describe the thrusted phases, e.g. between two successive gravity-assists, and they are then coupled with a global optimizer able to handle the *global variables* selection [28] [29] [30], which will be now discussed.

### 3.4.1. Sampling Methods

A sampling method simply picks values for the parameters’ vector within the complete domain of possible combinations of the *global variables* following a prescribed procedure [31]. Because the whole domain is usually too wide to be completely investigated, sampling methods aim to characterize different areas’ performance by selecting only a few points inside them, and rely on the idea that points near the investigated one would show similar characteristics. The main goal of this family of techniques in low-thrust trajectories is to reduce the search space selecting the areas of greater interest where to utilize smarter (see Section 3.4.2) or local optimizers.

This family of methods usually finds application in the optimization of the *static parameters* involved in the low-thrust trajectory problem. Static parameters are those non-dynamic variables that are constant along a trajectory and part of the aforementioned *global variables*. Usually, examples of this parameters’ family are the departure date, the time of flight (or equivalently the arrival date), the number of complete revolutions. Even the number of gravity-assists and their sequence belong to this category but are rather optimized with Heuristic algorithms that will be explained in the next section.

#### Uniform Grid Search

Suppose that the parameters to be optimized are gathered in the vector $\mathbf{x}$, constrained to be within given bounds $[\mathbf{x}_L, \mathbf{x}_U]$, which define the search space. For each parameter a step-size $h_j$ is se-
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Selected and the interval \([x_L, x_U]_j\) in which every parameter is bounded is divided into \(n_j = \frac{x_U - x_L}{h_j}\) uniform intervals with \(n_j + 1\) grid points [31]. Hence, the total search space is discretized with \((n_1 + 1)(n_2 + 1)\ldots(n_j + 1)\) grid points. When three parameters are employed, the search grid can be visualized as a rectangular parallelepiped with a vertex of coordinates \([x_L_1, x_L_2, x_L_3]\) and the opposite one \([x_U_1, x_U_2, x_U_3]\), whose sides are representing the intervals \([x_L, x_U]_j\).

Figure 3.4: Illustration of a uniform spaced grid.

Usually this kind of search space discretization is employed to find convenient combinations of departure dates and time of flight. Those parameters influence the relative phasing of the departure and arrival orbits and are suitable for this type of analysis because a small change in the candidate vector shall not change significantly the corresponding performance index value. Also the number of complete revolutions is usually spanned with a uniform grid as this parameter can only assume positive integral values, and is thus very suitable for it.

MonteCarlo Method

MonteCarlo is the purest form of random sampling. The algorithm generates a series of uncorrelated sampling vectors \(\mathbf{x}\) within the domain of which the corresponding performance output will be computed. As any other sampling method, its power is the ability to work regardless of the objective function derivatives. MonteCarlo analysis is not a robust method when the number of samples is low as it relies on a random population. Unfortunately, there is not a general method to assess a robust minimum number of samples but it shall be found by trial and error. This can be translated into a great and inefficient computational effort. Possible alternatives are the so-called quasi MonteCarlo methods, which represent the compromise between pure random and systematic approaches. A detailed analysis of basic and advanced methods can be found in the book by [31].

Quasi MonteCarlo

Intermediate techniques generating near-random samples to cover a multi-dimensional distribution fall under the denomination of Quasi MonteCarlo methods. The samples can be generated through low-discrepancy sequences like Sobol’s or Faure’s, which try to cover the less filled regions. In detail, the samples, also called Low Discrepancy Points, are generated in the attempt to cleverly, and not only randomly, fill an hypercube with unit hyper-edges. Latin hypercube sampling (LHS) is a statistical method gathered in this general denomination, which on average yields slightly better results than the pure MonteCarlo technique.
3.4.2. **Heuristic Methods**

Heuristic methods (HM) are a quite modern class of algorithms created to improve the robustness, efficiency and multi-modality characteristics of a static optimization problem when compared to traditional methods [1]. One advantage, as for sampling methods, is that they work regardless of any knowledge of the function derivatives. A further one is the ability to deal with multi-objective optimization. These methods have found application in the low-thrust case in the optimization of the free parameters of shape-based methods [29], discussed in Section 2.3, or in finding good combinations of coast arcs and thrusted phases with semi-analytical methods [20].

A huge realm of conceptually different algorithms lies under the denomination of heuristic methods, but there are some common passages and characteristics. HMs start with a variably random generated population of global variables and iteratively produce new candidate points by following a fixed evolution/generation scheme (usually mimicking some natural, social or scientific behavior), based only on evaluation of the objective function outputs at previous iterate(s).

Among the infinite number of different algorithms, *evolution* based methods are the most famous and commonly implemented heuristic methods [31]. On the other hand, *ant colony* methods are those ones that have introduced peculiar, interesting and innovative principles [32], and which are then reproduced with several conceptual changes in other variants, e.g. *particle swarm* etc.

3.5. **Conclusions**

This chapter discussed the key background topic of the current thesis work. The general optimal control theory has been presented in close contact with the practical methods to solve it. After a survey of direct and indirect methods’ strengths and weaknesses, a comparison has explained why a direct approach is more advisable for complex non-integrable problems and thus will be employed for the tool development.

Subsequently, different techniques have been presented and again a selection has been conducted looking for the best compromise between computational time and solution accuracy. This leads to the selection of a multiple shooting approach. The bottleneck of common methods has been identified and a practical method based on variational equations to overcome it has been introduced. The background theory, given by the mathematical branch of calculus of variations, will be presented in the next chapter. On the other hand, it has been explained how collocation can be possibly employed for first estimates or hybrid methods.

In the middle part of the chapter, NLP fundamentals to solve the discretized optimization sub-problem have been examined. Both SQP and IP algorithms’ bases have been outlined, as a combination of them is used in WORHP, the NLP solver which will be interfaced with the novel developed tool.

Finally, general optimization methods have been presented with particular care on what application they can find in the low-thrust case. Sampling techniques are used in the research to treat static parameters as departure date, time of flight and number of revolutions, while heuristic methods can be executed to find good combinations of coast and thrust arcs, as well as convenient flybys sequences in complex test cases.
All local optimization algorithms, including the approach used by WORHP, require derivative information to investigate the hyper-dimensional neighbourhood of the nominal point in terms of objective function improvement and constraint satisfaction. As discussed in the previous chapter, three quantities shall be computed:

- **Gradient of the objective function** $J$:
  \[
  \nabla J = \begin{bmatrix} \frac{\partial J}{\partial p_1} & \frac{\partial J}{\partial p_2} & \ldots & \frac{\partial J}{\partial p_{ny}} \end{bmatrix}^T
  \]  
  (4.1)

- **Jacobian of the constraints**
  \[
  J_c = \begin{bmatrix} \frac{\partial g_1}{\partial p_1} & \frac{\partial g_1}{\partial p_2} & \ldots & \frac{\partial g_1}{\partial p_{ny}} \\
  \frac{\partial g_2}{\partial p_1} & \frac{\partial g_2}{\partial p_2} & \ldots & \frac{\partial g_2}{\partial p_{ny}} \\
  \vdots & \vdots & \vdots & \vdots \\
  \frac{\partial g_{mc}}{\partial p_1} & \frac{\partial g_{mc}}{\partial p_2} & \ldots & \frac{\partial g_{mc}}{\partial p_{ny}} \\
  \end{bmatrix}
  \]  
  (4.2)

- **Hessian of the augmented Lagrangian**
  \[
  H_L = \begin{bmatrix} \frac{\partial^2 L}{\partial p_1^2} & \frac{\partial^2 L}{\partial p_1 \partial p_2} & \ldots & \frac{\partial^2 L}{\partial p_1 \partial p_{ny}} \\
  \frac{\partial^2 L}{\partial p_2 \partial p_1} & \frac{\partial^2 L}{\partial p_2^2} & \ldots & \frac{\partial^2 L}{\partial p_2 \partial p_{ny}} \\
  \vdots & \vdots & \vdots & \vdots \\
  \frac{\partial^2 L}{\partial p_{ny} \partial p_1} & \frac{\partial^2 L}{\partial p_{ny} \partial p_2} & \ldots & \frac{\partial^2 L}{\partial p_{ny}^2} \\
  \end{bmatrix}
  \]  
  (4.3)

where $n_y$ is the number of free parameters $p_j$ in $y$, and $m_c$ the number of constraints $g$. Both first- and second-order derivatives are needed to compute the new search direction with quadratic-programming step (see Section 3.3.3). Sometimes $\nabla J$, $J_c$ and $H_L$ will be labeled respectively as DF, DG and HM, following the nomenclature used in WORHP [26].
The classic approach to approximate the derivatives by finite-differences will be introduced in Section 4.1, describing both second-order finite-difference schemes and quasi-Newton methods to construct this information recursively. These methods, implemented alternatives within WORHP, will be used for internal validation of the supplied derivatives computed by a variational approach, the main novelty of this thesis research, described in detail in Section 4.2. The variational approach to compute the derivative information leads to an increased complexity in the problem setup. However, once the functional form of the partial derivatives has been established, the improvement in computational performance is remarkable. Only the first-order derivatives variational computation leads to an improvement of a factor of 3 to 4 in computational times with respect to finite-differences [2].

In order to avoid futile repetitions, where possible the equations will be derived for a generic scalar function \( f \), which can represent the objective function, a scalar constraint or the Lagrangian. In the remainder of the chapter, time, state and control will be denoted as variables when their continuous acceptation is involved, and as parameters when their transcribed and discrete counterparts are intended.

4.1. **FINITE-DIFFERENCE APPROACH**

The matrices in Equations (4.1)-(4.3) are purely composed by objective function or constraint derivatives, or their linear combination through dual variable coefficients (see Equation (3.14)). In order to provide a simpler user-interface and to handle any dynamics, general-purpose optimization tools often approximate these derivatives by finite-difference methods. To understand the procedure in detail, let’s consider the Taylor expansion of a one-variable scalar function \( f(x) \), infinitely differentiable about a nominal point \( \bar{x} \):

\[
f(\bar{x} + \delta) = f(\bar{x}) + \sum_{i=1}^{\infty} \frac{1}{i!} \frac{\partial^n f(\bar{x})}{\partial x^n} \delta^n
\]

where \( \delta = x - \bar{x} \) is the independent variable perturbation around the nominal point. In this one-dimensional case, the partial derivative coincides with the ordinary derivative. When multi-variable functions are expanded, the partial derivative shall be used, hence the notation \( \partial \) in Equation (4.4). The function \( f(x) \) can represent either the objective or any constraint function indiscriminately. Hence, the first- and second-order finite-difference approximations introduced in the next sections hold for all of them.

4.1.1. **FIRST-ORDER FINITE-DIFFERENCE**

From Equation (4.4), the first-order derivative can be isolated as:

\[
\frac{\partial f(\bar{x})}{\partial x} = \frac{f(\bar{x} + \delta) - f(\bar{x})}{\delta} - \sum_{i=2}^{\infty} \frac{1}{i!} \frac{\partial^n f(\bar{x})}{\partial x^n} \delta^{n-1} = \frac{f(\bar{x} + \delta) - f(\bar{x})}{\delta} + \mathcal{O}(\delta)
\]

When the terms of order \( \delta \) are truncated, the first-order derivative is approximated by a forward-difference:

\[
\frac{\partial f(\bar{x})}{\partial x} \approx \frac{f(\bar{x} + \delta) - f(\bar{x})}{\delta}
\]

with a truncation error of \( \epsilon = \mathcal{O}(\delta) \approx \frac{\delta \frac{\partial^2 f(\bar{x})}{\partial x^2}}{2} \). To reduce the truncation error (\( \delta \ll 0 \), so higher powers are smaller), a central-difference scheme can be used. It expands for \( f(x - \delta) \), subtracts
it by Equation (4.4), isolates the derivative and truncates the higher-order terms. The first-order derivative is then computed as:

$$\frac{\partial f(\bar{x})}{\partial x} \approx \frac{f(\bar{x} + \delta) - f(\bar{x} - \delta)}{2\delta}$$  (4.7)

with a truncation error of $\epsilon = \mathcal{O}(\delta^2) \approx \frac{\delta^2}{6} \frac{\partial^3 f(\bar{x})}{\partial x^3}$. As it employs two different Taylor expansions, it is also called second-order first-derivative approximation. The error can be further reduced by increasing the order of the approximation, i.e. employing Taylor expansions for $\bar{x} - k\delta$. However, as WORHP uses second-order approximations, these schemes will not be explicitly explained.

When multi-variable functions are to be differentiated, i.e. the number of optimizable parameters $p$ is bigger than one, the same procedure applies for the derivative with respect to $p_j$ by defining the perturbation as $\delta_j = [0, 0, \ldots, \delta_j, \ldots, 0]$, where the $j$-th element is the only non-zero one. Hence, to compute the objective gradient and the constraint Jacobian by second-order finite-difference approximations, the objective function and constraints shall be evaluated $2n_y$ times for dense matrices. In aerospace application, when often dynamical equations needs to be numerical integrated, this implicates $2n_y$ propagation of vector functions. WORHP employs group methods to reduce the number of function evaluations when the sparsity pattern of the derivative matrices is provided [26].

### 4.1.2. Second-order finite-difference

The central finite-difference approximate of second derivatives is computed in a similar fashion as the central first-derivative, but the expansion for $f(\bar{x} - \delta)$ is summed to Equation (4.4) to obtain:

$$f(\bar{x} + \delta) + f(\bar{x} - \delta) = 2f(\bar{x}) + \sum_{i=1}^{\infty} \frac{1}{n!} \frac{\partial^n f(\bar{x})}{\partial x^n} \delta^n + \sum_{i=1}^{\infty} \frac{1}{n!} \frac{\partial^n f(\bar{x})}{\partial x^n} (-\delta)^n$$

$$f(\bar{x} + \delta) + f(\bar{x} - \delta) = 2f(\bar{x}) + \frac{\partial^2 f(\bar{x})}{\partial x^2} \delta^2 + \mathcal{O}(\delta^4)$$  (4.8)

which, after truncation of terms of order $\mathcal{O}(\delta^2)$, reduces to:

$$\frac{\partial^2 f(\bar{x})}{\partial x^2} = \frac{1}{\delta^2} \left[ f(\bar{x} + \delta) - 2f(\bar{x}) + f(\bar{x} - \delta) \right]$$  (4.9)

Multi-variable functions require a multi-variable Taylor expansion. The computation of mixed derivative terms is not straightforwardly generalizable from the single-variable expression as in the case of first derivatives. A more detailed description can be found in [33]. When first derivatives are provided by the user, the Hessian matrix can be regarded as the Jacobian of the first-order information, simplifying the computation as outlined in Section 4.1.1.

### 4.1.3. BFGS method

Computing the Hessian by second derivatives finite-difference approximation is extremely expensive when the number of optimizable parameters is medium-high. To overcome this computational burden, this information can be constructed by recursive updates (default option in WORHP). The new estimation of the Hessian is computed by a low-rank modification from the previous one. As this step shall preserve the symmetry and positive-definiteness properties, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) step is often used for unconstrained optimization problems:

$$H_{k+1} = H_k + \frac{\Delta(V) [\Delta(V)]^T}{[\Delta(V)]^T \Delta y} - \frac{H_k \Delta y}{(\Delta y)^T H_k \Delta y}$$  (4.10)
where $\Delta(\nabla J) = \nabla J_{k+1} - \nabla J_k$ and $\Delta y = y_{k+1} - y_k$, and the condition $[\Delta(\nabla J)]^T \Delta y > 0$ is checked.

For constrained optimization, the recursive update term is much more complex. The background theory can be found in [24] [34], while an example of an algorithm for large-scale problems can be found in [35].

### 4.2. Variational Approach

The major advantage of finite-difference approximation is that the functional relation between control parameters and the derivative of the dependent function shall not be explicitly known. However, for most applications in spaceflight, this relation can be analytically derived and exploited to reduce the computational burden associated with the derivative calculation. In the general case, the objective function $J$, the constraints $g$, and consequently the Lagrangian $\mathcal{L}$, will be regarded as explicit functions of an independent variable $t$ (here assumed to be the commonly-used time variable, although there is no restriction on the choice), state $x(t, u)$ and control $u(t)$. This notation is illustrated in the following equations, but some implicit dependencies will be hidden in the remainder of the section.

$$
\mathcal{L}(t, x(t, u), u(t)) = J(t, x(t, u), u(t)) + \sum_{i=1}^{m_c} \mu_i g_i(t, x(t, u), u(t))
$$

(4.11)

where $g_L = g_U$ for equality constraints, and $t = \tilde{t}$ for fixed-time constraints. When the lower and upper bounds are not constant, the constraint can be reformulated or split into two different ones in order to have the functional form in Equation (4.11)-2.

Applying the chain rule, a generic term $\partial f / \partial p_i$ can be expressed as:

$$
\frac{\partial f}{\partial p_i}(t, x, u) = \frac{\partial f}{\partial t} \frac{\partial t}{\partial p_i} + \sum_{k=1}^{n_s} \frac{\partial f}{\partial x_k} \frac{\partial x_k}{\partial p_i} + \sum_{k=1}^{n_c} \frac{\partial f}{\partial u_k} \frac{\partial u_k}{\partial p_i}
$$

(4.12)

where $n_s$ is the number of state variables and $n_c$ the number of control variables. The functional form of the terms $\partial f / \partial t, \partial f / \partial x_k$ and $\partial f / \partial u_k$ are assumed to be known relations, otherwise the method is not applicable. The transition term $\partial x_k / \partial p_i$ is computed by numerical propagation of the variational equations that will be introduced in Section 4.2.1, while the term $\partial u_k / \partial p_i$ depends on the chosen control parameterization. This formulation can be directly applied to any constraints derivatives within the Jacobian in Equation (4.2).

On the contrary, following the objective functional form in Equation (4.11)-1, the terms $\partial J / \partial p_i$ of the objective gradient involve an integral term. Hence, the chain rule results in [2]:

$$
\frac{\partial J(t)}{\partial p_i} = \frac{\partial \Phi(t_f)}{\partial p_i} \delta_{t, t_f} + \int_{t_0}^{t_f} \frac{\partial L}{\partial p_i}(\tau, x, u) d\tau + \frac{\partial t}{\partial p_i} L(t, x, u) - \frac{\partial t_0}{\partial p_i} L(t_0, x_0, u_0)
$$

(4.13)

where $\delta_{t, t_f}$ is the Kronecker delta of variables $t$ and $t_f$. The term $\partial L / \partial p_i(\tau, x, u)$ shall be further decomposed as:

$$
\frac{\partial L}{\partial p_i}(\tau, x, u) = \frac{\partial L}{\partial \tau} \frac{\partial \tau}{\partial p_i} + \sum_{k=1}^{n_s} \frac{\partial L}{\partial x_k} \frac{\partial x_k}{\partial p_i} + \sum_{k=1}^{n_c} \frac{\partial L}{\partial u_k} \frac{\partial u_k}{\partial p_i}
$$

(4.14)

This formulation will involve the propagation of the Lagrange integral term in the objective function, as well as the propagation of the $n_j$ different $dL / dp_i$ terms as in Equation (4.14) for the first derivative (and $n_j^2$ terms for the second derivatives), increasing the computational load for each
iteration of the NLP solver. In the continuous problem, this is equivalent to increase the state vector dimension by adding one new variable defined as [3]:

$$\dot{x}_{n+1} = L(t, x(t, u), u(t)),$$  \hspace{1cm} (4.15)

and redefine the objective function as:

$$J = x_{n+1}(t_f)$$  \hspace{1cm} (4.16)

However, this one-variable dimension addition in the continuous problem results in a noteworthy increase of free parameters \(n_y\), as well as additional defects constraints, in the transcribed problem.

An alternative consists in approximating the objective function integral by a quadrature formula:

$$J \approx \sum_{q=1}^{\text{nodes}} w_q L(t_q, x_q, u_q)$$  \hspace{1cm} (4.17)

where \(w_q\) are the weights associated to nodes \(t_q\), which depend on the chosen quadrature scheme and number of nodes. The implemented Gauss-Legendre quadrature method and the formulae to compute the node-weight pairs will be discussed in Section 5.1.1. Hence, the derivatives can be applied directly to the quadrature approximation.

$$\frac{\partial f}{\partial p_i} \approx \sum_{q=1}^{\text{nodes}} w_q \left[ \frac{\partial L}{\partial t} \frac{\partial t}{\partial p_i} + \sum_{k=1}^{n_c} \frac{\partial L}{\partial x_k} \frac{\partial x_k}{\partial p_i} + \sum_{k=1}^{n_c} \frac{\partial L}{\partial u_k} \frac{\partial u_k}{\partial p_i} \right]$$  \hspace{1cm} (4.18)

This approximation avoids both the increase in the associated NLP sub-problem and additional numerical propagations. In addition, in space trajectories applications the \(\Delta V\) or propellant consumption profiles, usually used as objective functions, are smooth enough to use only a few quadrature nodes per sub-interval. For these reasons, the latter approach is implemented in the new-developed multiple-shooting tool. The introduced approximation error will be assessed empirically in Section 5.2.

Applying the chain rule again on Equation (4.12), the second derivatives can be computed as:

$$\frac{\partial^2 f}{\partial p_j \partial p_i} (t, x, u) = \frac{\partial}{\partial p_j} \left\{ \frac{\partial f}{\partial p_i} + \sum_{k=1}^{n_c} \frac{\partial f}{\partial x_k} \frac{\partial x_k}{\partial p_i} + \sum_{k=1}^{n_c} \frac{\partial f}{\partial u_k} \frac{\partial u_k}{\partial p_i} \right\}$$

$$= \frac{\partial^2 f}{\partial p_j \partial t} \frac{\partial t}{\partial p_i} + \frac{\partial f}{\partial p_j} \frac{\partial^2 t}{\partial p_i} +$$

$$+ \sum_{k=1}^{n_c} \left\{ \frac{\partial^2 f}{\partial x_k \partial p_j} \frac{\partial x_k}{\partial p_i} + \frac{\partial f}{\partial x_k} \frac{\partial^2 x_k}{\partial p_j \partial p_i} \right\} +$$

$$+ \sum_{k=1}^{n_c} \left\{ \frac{\partial^2 f}{\partial u_k \partial p_j} \frac{\partial u_k}{\partial p_i} + \frac{\partial f}{\partial u_k} \frac{\partial^2 u_k}{\partial p_j \partial p_i} \right\}$$  \hspace{1cm} (4.19)

Because the terms \(\frac{\partial^2 f}{\partial p_j \partial t}\), \(\frac{\partial^2 f}{\partial p_j \partial x_k}\) and \(\frac{\partial^2 f}{\partial p_j \partial u_k}\) are mixed derivatives with respect to one variable and one parameter, they need to be further expanded by recursively application of the derivation chain rule.

$$\frac{\partial^2 f}{\partial p_j \partial p_i} (t, x, u) = \left[ \frac{\partial^2 f}{\partial t^2} \frac{\partial t}{\partial p_j} + \sum_{h=1}^{n_h} \frac{\partial^2 f}{\partial x_h \partial t} \frac{\partial x_h}{\partial p_j} + \sum_{h=1}^{n_h} \frac{\partial^2 f}{\partial u_h \partial t} \frac{\partial u_h}{\partial p_j} \right] \frac{\partial t}{\partial p_j} +$$

$$+ \frac{\partial f}{\partial t} \frac{\partial^2 t}{\partial p_j \partial p_i} +$$

$$+ \sum_{k=1}^{n_c} \left[ \left( \frac{\partial^2 f}{\partial t \partial x_k} \frac{\partial t}{\partial p_j} \right) \frac{\partial x_k}{\partial p_i} + \sum_{h=1}^{n_h} \frac{\partial^2 f}{\partial x_h \partial x_k} \frac{\partial x_h}{\partial p_j} \frac{\partial x_k}{\partial p_i} + \sum_{h=1}^{n_h} \frac{\partial^2 f}{\partial u_h \partial x_k} \frac{\partial u_h}{\partial p_j} \frac{\partial x_k}{\partial p_i} \right] +$$

$$+ \sum_{k=1}^{n_c} \left[ \left( \frac{\partial^2 f}{\partial t \partial u_k} \frac{\partial t}{\partial p_j} \right) \frac{\partial u_k}{\partial p_i} + \sum_{h=1}^{n_h} \frac{\partial^2 f}{\partial x_h \partial u_k} \frac{\partial x_h}{\partial p_j} \frac{\partial u_k}{\partial p_i} + \sum_{h=1}^{n_h} \frac{\partial^2 f}{\partial u_h \partial u_k} \frac{\partial u_h}{\partial p_j} \frac{\partial u_k}{\partial p_i} \right]$$  \hspace{1cm} (4.20)
The terms directly involving a derivative of $f$ shall be known from its functional form, otherwise the method cannot be applied. The derivatives of $u$ are known from the chosen parameterization, while the derivatives of $x$ are computed by numerical propagation of the second-order variational equations to be presented in Section 4.2.2. Equation (4.20) holds for both the constraints and the quadrature approximation of the objective function. No acknowledgment of a second-order variational approach has been found in literature for optimization problems. Hence, Equations (4.19)-(4.20) as introduced in this Section, and the ones proposed in the following Section 4.2.2, are the outcome of an original analytical development by the thesis’ author.

4.2.1. First-order variational equations

To compute the first derivative information, we shall be able to differentiate the dependent function with respect to $x$ at any time. Hence, the equations of motion for this first-order sensitivities can be set. By defining $S^k_{p_l} \triangleq \partial x_k / \partial p_l$, its time-derivative can be computed by differentiating the dynamical equations $\dot{x}_k = f_k(t, x, u)$ by $p_l$ [2] [36] [37]:

$$S^k_{p_l} = \frac{\partial f_k}{\partial t} \frac{\partial t}{\partial p_l} + \sum_{k=1}^{n_s} \frac{\partial f_k}{\partial x_k} S^k_{p_l} + \sum_{i=1}^{n_c} \frac{\partial f_k}{\partial u_k} \frac{\partial u_k}{\partial p_l} \quad (4.21)$$

These equations will now be specialized in detail for any parameter in a multiple-shooting transcription scheme, i.e. the initial state, the parameters of the control acceleration, and possibly the initial and final time in each sub-interval.

Initial state parameter

In a generic sub-interval $[t_{d_i}, t_{d_{i+1}}]$ of the discretized problem, the sensitivity with respect to the initial state guess $x_i^g = x_i(t_d)$ will be denoted as $S^k_{x_i^g(t)} \triangleq \partial x_i(t) / \partial x_i^g$. The different partial derivatives with respect to $x_i^g$ are:

- $\frac{\partial t}{\partial x_i^g} = 0$ \quad A zero-term because the independent variable does not depend on the initial state guess.
- $S^k_{x_i^g(t)} = \frac{\partial x_i(t)}{\partial x_i^g}$ \quad Transition term describing how the state at time $t$ would change due to a variation of the state initial guess. The initial condition is $S^k_{x_i^g(t_d)} = \delta_{k,i}$.
- $\frac{\partial u_k}{\partial x_i^g} = 0$ \quad Zero-term because the control parameterization is independent of the initial state.

Hence, removing the zero terms in Equation (4.21) and reformulating in a matrix structure, the equations of motion for the state first sensitivities with respect to the state initial guess are:

$$S_x(t) = \left[ \begin{array}{ccc} \frac{\partial \dot{x}_1}{\partial x_1^g} & \cdots & \frac{\partial \dot{x}_1}{\partial x_{n_s}^g} \\ \vdots & \ddots & \vdots \\ \frac{\partial \dot{x}_n_s}{\partial x_1^g} & \cdots & \frac{\partial \dot{x}_n_s}{\partial x_{n_s}^g} \end{array} \right] \cdot \left[ \begin{array}{ccc} \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_{n_s}} \\ \vdots & \ddots & \vdots \\ \frac{\partial f_{n_s}}{\partial x_1} & \cdots & \frac{\partial f_{n_s}}{\partial x_{n_s}} \end{array} \right] \cdot \left[ \begin{array}{ccc} \frac{\partial x_1}{\partial x_1^g} & \cdots & \frac{\partial x_1}{\partial x_{n_s}^g} \\ \vdots & \ddots & \vdots \\ \frac{\partial x_{n_s}}{\partial x_1^g} & \cdots & \frac{\partial x_{n_s}}{\partial x_{n_s}^g} \end{array} \right] = \frac{\partial f}{\partial x}(t) \quad (4.22)$$

with initial condition $S_x(t) = I$, a $(n_x \times n_x)$ identity matrix.
4.2. Variational approach

Control acceleration parameter

As will be explained in detail in Chapter 5, in the generic sub-interval \([t_d, t_{d+1}]\) the control profile \(u_k(t)\) is discretized as a p-order polynomial:

\[
u_k(t) = \sum_{j=0}^{n_p-1} a_j t^j
\]

(4.23)

where \(n_p\) is the number of control parameters per each of the \(n_c\) control components \(u_k(t)\). The optimizable parameters \(u_k^p\) in the NLP sub-problem can be selected to be:

- The coefficients of the polynomial
- The control values at given nodes within the sub-interval, and the coefficients of the polynomial are computed by a Lagrange interpolation rule.

This choice deeply influences the computation of the partial derivative \(\partial u_k/\partial u_k^p\), whose functional form is known. The partial derivative \(\partial u_k/\partial u_k^p\) is again zero, while the sensitivity with respect to the control parameters \(S_k^k \triangleq \partial x_k(t)/\partial u_k^p\) describes how the state would vary due to a variation in \(u_k^p\). Equation (4.21) for the time-evolution of the first sensitivities with respect to these controllable parameters can be written in a matrix notation as:

\[
\dot{S}_u(t) = \frac{\partial f}{\partial x} S_u(t) + \frac{\partial f}{\partial u} \frac{\partial f}{\partial u^p}
\]

with initial condition \(S_u(t) = 0\), a \([n_x \times (n_c \cdot n_p)]\) zero matrix, and \(u^p\) is the vector containing the \(n_c \cdot n_p\) control parameters.

Initial time parameter

To derive the equations of motion for \(S_k^k = \partial x_k(t)/\partial t_d\), the sensitivity of the state with respect to the initial time of an interval, it is better to reformulate Equation (4.21) in the integral form [2]:

\[
\frac{\partial x_k(t)}{\partial t_d} = \frac{\partial}{\partial t_d} \left[ x_k(t_d) + \int_{t_d}^{t} f_k(\tau, x, u) d\tau \right] = \frac{\partial x_k(t_d)}{\partial t_d} + \int_{t_d}^{t} \frac{\partial f_k}{\partial t_d} d\tau + \frac{\partial t}{\partial t_d} f_k(t_d) - \frac{\partial t_d}{\partial t_d} f_k(t_d)
\]

(4.25)

It is clear that the transition term is now:
Rearranging Equation (4.25) for the final time derivative, the integral equation is:

\[
S_{i\alpha}^{(t)}(t) = \begin{bmatrix}
\frac{\partial x_i}{\partial t_d} \\
\vdots \\
\frac{\partial x_n}{\partial t_d}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial x_1}{\partial t_d} \\
\vdots \\
\frac{\partial x_n}{\partial t_d}
\end{bmatrix} = \frac{\partial}{\partial \mathbf{x}} S_{i\alpha}^{(t)}(t)
\] (4.26)

with initial conditions \( S_{i\alpha}^{(t)}(t) = (\partial x_i(t_d)/\partial t_d - f_k(t_d)) \), for \( k = 1, \ldots, n_s \). The term \( \partial x_k(t_d)/\partial t_d \) describes any explicit dependence of the initial state from initial time.

Final time parameter

Rearranging Equation (4.25) for the final time derivative, the integral equation is:

\[
\frac{\partial x_k(t)}{\partial t_{d+1}} = \frac{\partial}{\partial t_{d+1}} \left[ x_k(t_d) + \int_{t_d}^{t} f_k(t, \mathbf{x}, \mathbf{u}) dt \right] = \frac{\partial x_k(t_d)}{\partial t_{d+1}} + \int_{t_d}^{t} \frac{\partial x_k(t)}{\partial t_{d+1}} dt + \frac{\partial t}{\partial t_{d+1}} f_k(t) - \frac{\partial t_d}{\partial t_{d+1}} f_k(t_d)
\] (4.27)

This derivative has no transition term since the initial condition is zero, and the term under the integral term stays zero strictly within the interval. At the final time, the derivative \( \partial t/\partial t_{d+1}|_{t=t_{d+1}} = 1 \), therefore:

\[
S_{k}^{(t)}(t) = \frac{\partial x_k(t)}{\partial t_{d+1}} = \begin{cases} f_k(t_{d+1}) & \text{if } t = t_{d+1} \\ 0 & \text{if } t \neq t_{d+1} \end{cases}
\] (4.28)

4.2.2. Second-order variational equations

As already outlined in Section 4.1.2, the Hessian matrix can be seen as the Jacobian of the first-order information. Therefore, to derive the equations of motion for the generic state second-order derivative \( S_{p_jp_i}^{k} = \delta^2 x_k/\partial p_j \partial p_i \), Equation (4.21) shall be differentiated by \( p_j \):

\[
S_{p_jp_i}^{k} = \frac{\partial}{\partial p_j} \left[ \frac{\partial f_k}{\partial t} \frac{\partial t}{\partial p_i} + \sum_{h=1}^{n_k} \frac{\partial^2 f_k}{\partial x_h \partial t} S_{p_jh}^{h} + \sum_{h=1}^{n_k} \frac{\partial^2 f_k}{\partial u_h \partial t} S_{p_jh}^{u} \frac{\partial t}{\partial p_i} + \frac{\partial f_k}{\partial x_k} \frac{\partial^2 t}{\partial p_j \partial p_i} \right] +
\]

\[
+ \sum_{k=1}^{n_k} \left[ \frac{\partial^2 f_k}{\partial x_k \partial p_j} \frac{\partial t}{\partial p_i} + \sum_{h=1}^{n_k} \frac{\partial^2 f_k}{\partial x_h \partial x_k} S_{p_jh}^{h} + \sum_{h=1}^{n_k} \frac{\partial^2 f_k}{\partial u_h \partial x_k} \frac{\partial u_h}{\partial p_j} \right] S_{p_jh}^{h} + \frac{\partial f_k}{\partial x_k} S_{p_jh}^{h}, \quad \text{for } j \neq i
\]

where a middle step, similar to Equation (4.19), has not been displayed. The term \( \partial^2 t/\partial p_j \partial p_i \) is zero for any \( p_j \) and \( p_i \). The equations for the time-evolution of \( x_k \) with respect to all the control parameters can be gathered in a matrix notation.

Assuming \( f_k \) to be at least \( C^2 \)-continuous, the Schwarz’s theorem and the symmetric construction (Equation (4.29)) ensure the square \( (1 + n_s + n_c \cdot n_p) \times (1 + n_s + n_c \cdot n_p) \) matrix \( S_H \), defined in the following expression, to be symmetric.
To illustrate an example of variational equations derivation, the classical not-thrusted two-body problem model, as presented in Section 2.2.1, will be analyzed. To have a clear and quick overview.

The first-order information can be gathered in a $(1 + n_s + n_c) \times (1 + n_s + n_c \cdot n_p)$ Jacobian matrix $S_J$:

$$S_J = \begin{bmatrix}
\delta_{i, td} & 0 & 0 & 0 & 0 & 0 & 0 \\
\delta_{t, t_d} & \delta_{x_1} & \delta_{x_2} & \cdots & \delta_{x_n} & \delta_{u_1} & \cdots & \delta_{u_{nc}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\delta_{x_{ns}} & \delta_{t, t_d} & \delta_{x_{ns}} & \delta_{x_{ns}} & \cdots & \delta_{x_{ns}} & \delta_{u_{np}} & \cdots & \delta_{u_{np}} \\
0 & 0 & \cdots & 0 & \delta_{u_1} & \cdots & \delta_{u_{nc}} & \cdots & \delta_{u_{nc}} \\
0 & 0 & \cdots & 0 & \delta_{u_{nc}} & \cdots & \delta_{u_{nc}} & \cdots & \delta_{u_{nc}} \\
\end{bmatrix}$$

(4.31)

where $\delta_{i, td}$ is the Kronecker delta for the variables $t$ and $t_d$. The bottom-left block has only zero elements because the control does not depend on the state or initial time. Given this notation, rearranging Equation (4.29) in a matrix form, the time-evolution of the second-order sensitivities can be written as:

$$S_H^k = S_J^T H_f^k S_J + \sum_{h=1}^{n_k} \frac{\delta f_k}{\delta x_h} S_h^k + \sum_{h=1}^{n_k} \frac{\delta f_k}{\delta u_{h}} H_{u_k}, \text{ for } k = 1, \ldots, n_s$$

(4.32)

with initial condition $S_H^0 = 0$, a zero matrix. In Equation (4.32), the matrix $H_f^k$ is the $(1 + n_s + n_c) \times (1 + n_s + n_c)$ Hessian of $f_k$ with respect to the variables time, state and control, while $H_{u_k}$ is the $(1 + n_s + n_c \cdot n_p) \times (1 + n_s + n_c \cdot n_p)$ Hessian of $u_k$ with respect to the control parameters. $H_{u_k}$ is zero for a control defined as in Equation (4.23).

The second-order sensitivities involving the final time parameter can be derived by differentiating Equation (4.27) again. Clearly, as the sensitivity with respect to $t_{d+1}$ has no transition term, i.e. does not evolve with time, also this second derivative will be zero. Only at final time, when the derivative $\partial t / \partial t_{d+1} |_{t=t_{d+1}} = 1$, we could have a nonzero term:

$$S_{p_{j, t_{d+1}}}^k = \frac{\partial^2 x_k(t)}{\partial p_j \partial t_{d+1}} = \begin{cases}
\frac{\delta f_k(t_{d+1})}{\delta p_j}, & \text{if } t = t_{d+1} \\
0, & \text{if } t \neq t_{d+1}
\end{cases}$$

(4.33)

### 4.2.3. Two-body variational dynamics

To illustrate an example of variational equations derivation, the classical not-thrusted two-body problem model, as presented in Section 2.2.1, will be analyzed. To have a clear and quick overview...
Derivative computation of the dynamical system to differentiate, the equations of motion are repeated here:

\[
\dot{\mathbf{x}} = \mathbf{f}(\mathbf{x}) = \begin{bmatrix} \dot{\mathbf{r}} \\ \dot{\mathbf{v}} \end{bmatrix} = \begin{bmatrix} \mathbf{v} \\ -\frac{\mu}{\|\mathbf{r}\|^3} \mathbf{r} \end{bmatrix}
\] (4.34)

Equation (4.22) shows how the partial derivatives of the dynamical equations with respect to the state are necessary ingredients to compute the objective gradient and the Jacobian of the constraints. The most complex term is the derivative of the velocity component with respect to a position variable, computed as follows:

\[
\frac{\partial f_{vk}}{\partial r_i} = \frac{\partial}{\partial r_i} \left[ -\frac{\mu}{\|\mathbf{r}\|^3} r_k \right] = -\left( -\frac{3}{2} \frac{\mu}{\|\mathbf{r}\|^5} 2 r_i r_k \right) - \frac{\mu}{\|\mathbf{r}\|^3} \delta_{ik} = 3 \frac{\mu}{\|\mathbf{r}\|^5} r_i r_k - \frac{\mu}{\|\mathbf{r}\|^3} \delta_{ik}
\] (4.35)

Given these relations, it is straightforward to derive the Jacobian of \( \mathbf{f}(\mathbf{x}) \) needed for the first-order variational equation:

\[
\frac{\partial \mathbf{f}(\mathbf{x})}{\partial \mathbf{x}} = \begin{bmatrix} 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ \mu \frac{2 r_i^2 - r_j^2 - r_k^2}{\|\mathbf{r}\|^5} & \mu \frac{3 r_i r_j}{\|\mathbf{r}\|^5} & \mu \frac{3 r_i r_k}{\|\mathbf{r}\|^5} & 0 & 0 & 0 \\ \mu \frac{3 r_j r_i}{\|\mathbf{r}\|^5} & \mu \frac{2 r_i^2 - r_j^2 - r_k^2}{\|\mathbf{r}\|^5} & \mu \frac{3 r_j r_k}{\|\mathbf{r}\|^5} & 0 & 0 & 0 \\ \mu \frac{3 r_k r_i}{\|\mathbf{r}\|^5} & \mu \frac{3 r_j r_k}{\|\mathbf{r}\|^5} & \mu \frac{2 r_i^2 - r_j^2 - r_k^2}{\|\mathbf{r}\|^5} & 0 & 0 & 0 \end{bmatrix}
\] (4.36)

Equation (4.32) describes the second-order variational equation in the general case. The first-order terms \( \partial f_k / \partial x_k \) are easily derivable from the Jacobian in Equation (4.36), while the second-order terms require the Hessian \( \mathbf{H}_{f_k} \) for each of the six scalar equations of motion. The Hessian of \( f_k \) can be computed by partially differentiating the \( k \)-row of the Jacobian matrix with respect to all the variables. Hence, the second-order partial derivatives associated to \( f_x, f_y \) and \( f_z \), the dynamical equations of the position variables, are always zero since the first three rows of the Jacobian depend only on constant terms.

\[
\mathbf{H}_{f_k} = \mathbf{H}_{f_y} = \mathbf{H}_{f_z} = \mathbf{0}_{6 \times 6}
\] (4.37)

The Hessian of the velocity dynamical equations requires lengthy analytical manipulations. Therefore, symbolic software is a convenient alternative to compute them and simplify to the shortest notation. As an illustrative example, Maple 2016 calculates the functional form of \( \mathbf{H}_{f_v} \) as:
\[ H_{fx} = \frac{\mu}{\|r\|^3} \begin{bmatrix} -3r_x(2r_x^2 - 3r_y^2 - 3r_z^2) & -3r_y(4r_x^2 - r_y^2 - r_z^2) & -3r_z(4r_x^2 - r_y^2 - r_z^2) & 0 & 0 & 0 \\ -3r_y(4r_x^2 - r_y^2 - r_z^2) & 3r_x(r_x^2 - 4r_y^2 + r_z^2) & -15r_xr_yr_z & 0 & 0 & 0 \\ -3r_z(4r_x^2 - r_y^2 - r_z^2) & -15r_xr_yr_z & 3r_x(r_x^2 + r_y^2 - 4r_z^2) & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \] (4.38)

while similar expressions can be easily computed for \( H_{fy} \) and \( H_{fz} \).
An optimal control problem involves a continuous state and control profiles, $x(t)$ and $u(t)$. It is possible to consider it as the infinite-dimensional generalization of a non-linear programming problem, which involves a finite number of free control parameters $y$ and constraints $g$, as discussed in detail in Section 3.3. Since practical numerical methods can handle only a limited number of parameters, a transcription technique to convert the continuous problem into a finite-dimensional approximation is needed.

The trajectory optimization tool developed for this thesis research employs a multiple-shooting transcription scheme to discretize, and a hybrid NLP solver to optimize the free parameters. After each NLP step, the accuracy of the finite-dimensional approximation is assessed by optimality and feasibility checks, and the transcription and discrete optimization stages repeated if needed.

Several technical scenarios involve discontinuities in the state evolution. Examples in space applications can be impulsive maneuvers modelled as instantaneous velocity variations, lander mod-
ule droppings causing an immediate mass change, et cetera. In optimization, such problems are modelled as multi-phase, where a phase is defined as a trajectory segment in which the dynamical equations do not change and the state evolution is continuous. In the multiple-shooting framework, each phase is then divided into several sub-segments. In the remainder of the chapter, the discussion will focus on a single phase without any loss of generality. The multi-phase linkage conditions will be introduced in Section 5.1.5, while an exhaustive discussion can be found in [38].

Detailed principles for practical implementation of a multiple-shooting transcription scheme will be discussed in Section 5.1. The tool and its different features have been extensively tested and validated against a variety of test cases, and the process will be presented in Section 5.2.

5.1. MULTIPLE-SHOOTING IMPLEMENTATION

The multiple-shooting method requires an initial guess to start the transcription and the optimization process. The drawbacks of this method, such as the sensitivity of the final state to initial guess variations, lead to numerical problems when the initial guess is inaccurate. Furthermore, for practical applications the numerous numerical propagations and the method’s local nature make it time-consuming when the initial guess is far from the optimum in the parameters’ domain. For this reason, no random generation of the initial guess has been implemented, and it has to be provided by the user, both on the state and on the control.

While the state is numerically propagated from a given initial guess, the control evolution is parameterized selecting appropriate functional terms. A common and reasonable choice for a generic scalar $k$-component of the control is the univariate polynomial function as function of the independent variable $t$ (usually, but not necessarily, time):

$$u_k(t) = \sum_{j=0}^{n_p-1} a_j t^j$$

(5.1)

where $n_p$ is again the number of free parameters for each control component. As already outlined in Section 4.2.1, there are different possible choices for the free control parameters $u_k^{p_i}$, from which the coefficients $a_j$ are then computed. Two alternatives have been tested:

- The coefficients of the polynomial parameterization are the free parameters, therefore $u_k^{p_i} = a_j$;
- The free parameters are the control values at given nodes $t_i$ (see Section 5.1.1) within the sub-interval $u_k^{p_i} = u(t_i)$. Using the Lagrange interpolation formula, the coefficients can be computed imposing the following equality:

$$\sum_{j=0}^{n_p-1} \sum_{i=1}^{n_p} a_j t^j = \prod_{w=1}^{n_p} \frac{t - t_w}{t_i - t_w}$$

(5.2)

Although the first option is simple and does not require any intermediate passage, it is numerically problematic. Indeed, coefficients of different order usually have different orders of magnitude, and there is no straightforward way to select appropriate a priori scaling factors (see Section 5.1.4) for each of them. On the other hand, whilst the second option employs several middle passages and it is more difficult to differentiate, it requires a single scaling factor for all the free parameters, usually the maximum control magnitude.
5.1. **MULTIPLE-SHOOTING IMPLEMENTATION**

The multiple-shooting transcription improves the stability of the overall optimization algorithms by introducing middle steps where the numerical integration is re-started. This approach helps to cut down the numerical round-off errors and the hypersensitivity to the initial guess. As already seen in Section 3.2.2, this requires the introduction of additional state guesses and defect constraints to ensure a continuous final trajectory.

![Single-state Multiple-Shooting discretization](image)

Figure 5.2: Single-state Multiple-Shooting discretization [21].

On top of this discretization, each interval is divided into several nodes:

- Control grid, which defines the nodes where the control value is a free parameter used as interpolating point;
- Path constraint grid, which defines nodes where to evaluate the path constraints as defined in Equation (4.11)-2;
- Quadrature grid, whose nodes are used to compute the objective function by quadrature approximation, as explained in Section 4.2.

The union of these nodes results in the final integration grid, where the state and sensitivity values are needed for the NLP step.

![Different components of grid discretization](image)

Figure 5.3: Different components of grid discretization

To compute the nodes’ position, and the associated weights for the control, path constraints and quadrature grids, the Gauss-Legendre quadrature has been selected for its accuracy. Indeed, it
yields exact results for polynomials of order $2n + 1$ with only $n$ nodes. The $n$ nodes are the roots of the Legendre polynomial of degree $n$, given by the relation:

$$P_n(x) = 2^n \sum_{k=0}^{n} x^k \binom{n}{k} \frac{n+k-1}{2} \binom{n}{k} (n)$$

(5.3)

while the associated weights can be computed as: $w_i = \frac{2}{(1-x_i^2)P_n'(x_i)^2}$.

### 5.1.2. Sparse Approach for Multiple-Shooting

Discretizing the trajectory causes non-subsequent segments to be directly independent, which mathematically translates into sparse Jacobian and Hessian matrices. In detail, the multiple-shooting transcription discretizes the independent variable interval into $(m-1)$ sub-segments. Consequently, $n_s(m-1)$ defect constraints are introduced to ensure continuity on the state variables evolution, each of which depends only on the controllable parameters of a specific sub-interval and its successive neighbor. Specifically, only $[n_s(n_s+n_c \cdot n_p)(m-1) + n_s(m-2)]$ elements of the Jacobian are nonzero out of $[n_s(n_s+n_c \cdot n_p)(m-1)^2]$ elements in the matrix. Therefore, the percentage of nonzero elements grows approximately as $[1/(m-1)]$ as the number of discretization intervals increase, and the enhanced sparsity computationally counteracts the increased number of variables for the associated discretized problem. In particular, the ordering of free parameters and constraints is essential to construct block-diagonal Jacobian and Hessian matrices, a pattern that highly speeds up the NLP iteration.

For example, gathering the variables and constraints by segments, the sparsity pattern of the Jacobian of a problem with $n_s = 4$ state variables, and a single piece-wise constant control variable $n_c \cdot n_p = 1$, discretized in 10 sub-intervals, is depicted in Figure 5.4, resulting in 11.8% nonzero elements, where there are as many rows as constraints and columns as free parameters.

![Figure 5.4: Sparsity pattern of defect constraints' Jacobian.](image)

For what concerns the second-order information, the various segments are completely independent. Hence, only $[(n_s+n_c \cdot n_p)^2(m-1)]$ elements of the Hessian are nonzero out of $[(n_s+n_c \cdot n_p)(m-1)]^2$, leading to a sparsity percentage exactly equal to $[1/(m-1)]$. For the example above, this percentage is 10.0%, and the sparsity pattern is illustrated in Figure 5.5, where the number of rows and columns coincides with the number of free parameters.
5.1. MULTIPLE-SHOOTING IMPLEMENTATION

5.1.3. WORHP NLP SOLVER

Among the different interfaces offered by WORHP [26], the C++ library Full Feature Interface has been used. It is the most flexible and powerful interface to the NLP solver as it employs the Reverse communication paradigm, in contrast to the most simple and common Direct communication. With the latter, the NLP solver requires pointers to functions computing the objective index and constraint’s violations, and then it computes the required information within the solver’s call. On the contrary, in the reverse approach, the NLP solver is inserted in an outer loop where it performs an NLP step and it instructs the user to update the required information for the successive iteration. The iteration loop that usually runs inside a Direct Communication solver has to be provided by the caller. In short, the Full Interface requires the user to perform an action instead of doing it itself. In this way, the caller directly modifies the values in the corresponding C++ structs. This choice allows extreme flexibility, in particular when the sparsity pattern of the derivative matrices and their nonzero values shall be provided.

Indeed, due to its fundamental suitability for large-scale problems, WORHP works properly on sparse matrices, avoiding zero entries for memory and computational performance. The sparsity pattern is characteristic of a problem and constant at each iteration, while the actual nonzero values depend on the current point \( x \). WORHP internally employs the Coordinate storage format to represent sparse matrices, denoting a nonzero element by the triplets \( a_k = (val, row, col) \) for \( k = 1, \ldots, n_{nz} \). These triplets shall be provided in a column-wise order. For what concerns the Hessian, only the lower triangular part is saved, still following the column-major order for the strictly lower part, followed by the diagonal elements. Whilst these rules improve the algorithm efficiency and compatibility with Fortran 95 structs, WORHP’s core language, they make the transcription-NLP solver interface only specialized for this tool. Other solvers can be integrated within the variational multiple shooting, but other interfaces shall be developed and a flag system designed to select the proper one. While a comparison of different NLP solvers’ performance could be interesting for practical problems, it is beyond the purpose of this thesis, aimed to analyze the variational approach on the transcription side of the whole optimization tool.
5.1.4. Parameter and Function Scaling

For any numerical algorithm, scaling is a critical aspect. In optimization, it influences numerical conditioning, convergence rate, termination tests, et cetera [2]. While a detailed discussion on scaling can be found in [24], some general rules to have a well-conditioned associated NLP subproblem are [2]:

- Free variables defined in the same range, usually \(-1 \leq x \leq 1\);
- Dependent functions of the same order of magnitude, usually \(J \approx g_1 \approx \cdots \approx g_m \approx 1\);
- Scale the dependent functions such that the Lagrange multipliers are close to one;
- The rows and columns of the Jacobian to be of the same order of magnitude;
- Scale the quantities such that the condition number of the Hessian is close to one;
- Scale the problem such that the condition number of the KKT matrix (Equation (3.21)) is close to one.

These hints are often conflicting and not implementable in an automatic procedure. For example, in a generic case it is not possible to simultaneously scale both the magnitude of the constraints and the rows of the Jacobian, i.e. the constraints’ derivatives. WORHP already implements the rule on the KKT condition number, and experimentally the scaling of the objective function and constraints based on their gradients.

On top of that, in this novel multiple-shooting transcription tool the free variables and the dependent functions are scaled accordingly to an associated characteristic magnitude optionally supplied by the user. Consequently, the same quantity is used to scale the associated derivatives. Two reasons have driven this implementation choice: variables and functions in the same range help the optimizer convergence rate, as suggested from the hints outlined above; the user is able to manually scale a particular problem based on its specific characteristics. For example, the orbital elements’ range for a specific trajectory is well known, with angular quantities spanning from 0 to \(\pi\) (inclination), from 0 to \(2\pi\) (argument of pericenter, etc.), and length quantities spanning from 0 to \(10^{9} - 10^{10}\) km for interplanetary trajectories. Once having defined a scaling factor \(s_j\), the new scaled parameter \(\tilde{p}_j\) is defined by a linear transformation as:

\[
\tilde{p}_j = s_j p_j
\]  

(5.4)

Parameter scaling

From continuous state and control variables, the multiple shooting generates a multiple number of associated free parameters to optimize, corresponding to the initial guess and control parameters at each sub-interval. The same variable can assume a wide range of values along the time span, and therefore different discretized parameters associated with the same continuous variable can be of different orders of magnitude. Hence, the ideal situation would be to associate a different scale to each discretized variable. All these scales cannot be supplied manually by the user, therefore an automatic procedure would be necessary. A possibility is to define the scale as:

\[
s_j = \frac{1}{|p_j^g|}
\]  

(5.5)

where \(p_j^g\) is the first initial guess of the parameter. However, this choice leads two major drawbacks:

- the user cannot directly supply a scale;
the parameters can highly deviate from the supplied initial guess and the scale be no longer suitable.

For this reason, the alternative of a single scaling factor (usually its maximum magnitude) for each continuous variable has been implemented. This choice preserves the user interface flexibility, allowing to define each discretized parameter within unit bounds. Assuming that the scaling is the same over all the sub-intervals, we can group the free parameters in the following matrix form:

$$\begin{bmatrix} \tilde{x} \\ \tilde{u} \end{bmatrix} = \begin{bmatrix} W_x & 0 \\ 0 & W_u \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix}$$

(5.6)

where $W_x$ and $W_u$ are diagonal scaling matrices for the state and control parameters.

**Constraint scaling**

For what concerns the constraints, naming $g_d = 0$ the defects and $g_p = 0$ the discretized path constraints, their scaled form is:

$$\tilde{g} = \begin{bmatrix} W_{g_d} & 0 \\ 0 & W_{g_p} \end{bmatrix} \begin{bmatrix} g_d \\ g_p \end{bmatrix}$$

(5.7)

where $W_{g_d}$ and $W_{g_p}$ are diagonal scaling matrices. Hence, the scaled Jacobian matrix results to be:

$$\tilde{G} = \begin{bmatrix} W_{g_d} & 0 \\ 0 & W_{g_p} \end{bmatrix} G \begin{bmatrix} W_x & 0 \\ 0 & W_u \end{bmatrix}^{-1}$$

(5.8)

As shortly outlined in [2], the defect constraint can be written in the symbolic form:

$$g_d = x - \int_{t_i}^{t_{i+1}} f \, dt$$

(5.9)

The unscaled Jacobian follows as:

$$G = \begin{bmatrix} I - \int_{t_i}^{t_{i+1}} \frac{\partial f}{\partial x} \, dt \\ -\int_{t_i}^{t_{i+1}} \frac{\partial f}{\partial u} \, dt \end{bmatrix}$$

(5.10)

As the time step becomes smaller, i.e. $(t_{i+1} - t_i) \to 0$, the Jacobian block corresponding to the continuity conditions tends to $G_{g_d} \sim I$, improving the conditioning of the original Jacobian. Hence, to preserve this property, the defect constraint is scaled using the same scale of the corresponding state variable:

$$W_{g_d} = W_x$$

(5.11)

For the path constraints, the user shall supply a suitable scale in order to well-scale their corresponding rows, because no a priori information can be exploited in the general case.

**Objective function scaling**

The objective function is scaled using a user-supplied characteristic value, such that its magnitude is around one. WORHP has another scaling procedure for the objective function as [26]:

$$\tilde{J} = \begin{cases} J, & \text{if } J < \text{ScaleFacObj} \\ \text{ScaleFacObj}, & \text{otherwise} \end{cases}$$

(5.12)
where ScaleFacObj is 10 by default. This further justifies why it is convenient to scale $J$ around one, ensuring its value to remain below that threshold.

In addition, the optimality criterion, which usually requires a simple condition on the infinity norm of the first derivative of the augmented objective as

$$
\|\nabla_x L\|_{\infty} \leq \text{TolOpti}, \quad (5.13)
$$

is substituted by a scaled version as

$$
\|\nabla_x L\|_{\infty} \leq \frac{\text{TolOpti} \cdot \max(1,|J|) + \|\mu^T g\|_{\infty}}{\|d\|_{\infty}} \quad (5.14)
$$

where $\mu$ are the Lagrange multipliers associated to the constraints $g$, and $d$ is the search direction computed by the quadratic subproblem at the current point. This scaled version relaxes the condition in Equation (5.13), which can result too strict for numerical purposes and sometimes impossible to satisfy with computer arithmetic.

**INDEPENDENT VARIABLE SCALING**

As depicted in Figure 5.3, the full interval is subdivided into an integration grid, as a result of different discretizations. In order to keep the integration grid constant when the initial or final times (or any other independent variable) are free, the phase is normalized between zero and one with respect to a scaled variable defined as:

$$
\tau = \frac{t - t_0}{t_f - t_0} \quad (5.15)
$$

This independent-variable change requires a modification in the dynamical equations as:

$$
\frac{dx}{d\tau} = \frac{dx}{dt} \cdot \frac{dt}{d\tau} = f(t, x, u) \cdot (t_f - t_0)
$$

$$
\int_{t_0}^{t_f} L \, dt = \int_{0}^{1} L \cdot \frac{dt}{d\tau} \, d\tau = \int_{0}^{1} L \cdot (t_f - t_0) \, d\tau \quad (5.16)
$$

In particular, this expedient is useful when the gradients with respect to a time parameter are to be computed by finite-difference approximations, avoiding the time-perturbed trajectories to change the integration grid several times and degrade the derivative accuracy.

**5.1.5. MULTI-PHASE**

The entire discussion presented in this chapter can be generalized for multi-phase problems. A generic multi-phase problem is set as a collection of sequential single phases. Different phases can have different discretization settings, scales and control parameterizations. The phases are then connected by linking conditions which ensure time-continuity and, optionally, some state variables continuity. For example, space trajectories with impulsive maneuvers are modelled as multi-phase problems with position-continuity among the different phases, but not velocity-continuity conditions (see Section 6.2). In Figure 5.6, the Jacobian matrix of a multi-phase problem is depicted. In detail, the number of state variables $n_s = 4$, and the control parameters $n_c \cdot n_p = 2$, while the first and third phase has been discretized in three sub-intervals, whereas the second in two segments. The linking conditions ensure the continuity of the first two state variables, while the other two can be discontinuous.
5.1.6. **Tool Capabilities**

In the design and development process of the *variational Multiple Shooting*, the tool flexibility has been one key aspect to ensure its applicability to the majority of continuous optimization problems. To this end, the control acceleration has been set as optional, allowing the tool to be suitable for:

- **Optimal control problems**, with or without coasting arcs, e.g. low-thrust trajectories (see Section 6.1);
- **Multi-phase boundary-value-problems (BVP)** with an objective index, e.g. impulsive maneuver trajectories (see Section 6.2);
- **Initial-value-problems (IVP)** or **boundary-value-problems (BVP)** without objective function, e.g. cannon-ball problem.

In the latter case, the automatic "trick" is to define a trivial objective function and switch WORHP on *feasibility-only* mode.

Different flags allow to singularly disable the variational dynamics on the gradient, Jacobian or Hessian. In this way, the variational approach on different components can be assessed, as well as the finite-difference approximation can be used to compute derivative information when the partial derivatives are not derivable for a specific quantity. Settable values allow the user to define optimal parameters for the problem at hand, such as the number of shooting sub-intervals, control nodes and control parameterization, path constraints nodes, integration steps, et cetera.

In addition to that, a plug-and-play approach has been employed to interface different blocks with the transcription scheme. For example, without digging into the implementation details, this approach allows the user to choose any numerical integrator (at least any available in the ACE software repository SMART [39]), without limiting the choice to only a few embedded schemes. This advantageous characteristic is useful when a specific problem shall be solved. For example, adaptive-stepsize integrators are not suitable when finite-different approximations are enabled because the stepsize sequence of the reference trajectory integration would probably be different from the one of the different perturbed trajectories, yielding a degradation of the derivative computation. On the contrary, when the variational dynamics is enabled, these more efficient and sophisticated schemes can be applied as all the quantities are propagated at once (sort of *internal differentiation* [40]), resulting in a unique stepsize sequence. Detailed information on integration techniques suitable for transcription schemes can be found in [41], [42] and [43].

![Figure 5.6: Sparsity pattern of Jacobian matrix for a multi-phase problem.](image_url)
5.2. SOFTWARE VERIFICATION AND VALIDATION

All the theoretical and practical information discussed in the current and previous chapters led to the development of a C++ software within the SMART repository [39]. Before the actual application to practical cases, the tool needed extensive verification to ensure it to be error-free and well-engineered. Indeed, several code refactoring and architecture rearrangements were driven by considerations which emerged during the test phase. This section will introduce different test cases with an analytical or well-known solution, useful to assess the software reliability and performance. In particular, the latter is fundamental from a validation perspective as we shall ensure that the built tool is actually more efficient than the typical finite-difference counterpart. To analyze these characteristics, in this testing phase it is not crucial how big, stiff or complex the example is, but it is important to know the optimal solution and to test different features. On the contrary, the next chapter will introduce large-scale and complex optimization problems, and multiple-shooting will be used as a completed algorithm, whose performance is to be further assessed.

With these goals in mind, the verification will be performed in two steps:

- Check the derivative computation with WORHP’s embedded feature for derivative verification. Figure 5.7 shows the output of the derivative check, in specific the Hessian nonzero elements. The second and third columns report the user-supplied derivatives and the finite-difference values respectively. Two threshold are used to check the discrepancy, an absolute and a relative one, both set to $10^{-3}$ by default. When the former is not respected, as checked by the second-to-last column, the row is yellow coloured. When the relative error is above the correspondent threshold, as checked by the last column, the row becomes red;

- Apply the tool to the test case and check similarity of the solution with the known one. When only plots of the solution are available, a qualitative analysis shall be carried out.

Along with the verification phase, the validation will be carried out by switching on and off the variational dynamics and comparing the results and CPU-time performance of these alternatives. When possible and meaningful, the variational approach performance will be compared with the ones in literature as well. On the other hand, the number of function and constraint evaluations would not be meaningful indicators as the finite-difference approximations call them numerous times by construction (see Section 4.1) each iteration, while the variational approach calls them only once.

5.2.1. VAN DER POL PROBLEM

The Van Der Pol example is the first test case solved with a multiple-shooting algorithm, as reported in the paper by H. Bock and K. Plitt [44]:

\[
\begin{align*}
\text{HM}(12,10) &= \text{BL}/\text{dx}12/10 \quad 3.42812855622\times10^{-1} \quad 3.4195610773\times10^{-1} \quad 5.67\times10^{-5} \quad 5.67\times10^{-5} \\
\text{HM}(12,11) &= \text{BL}/\text{dx}12/11 \quad 3.1842266270\times10^{-6} \quad 3.1841758346\times10^{-6} \quad 4.81\times10^{-5} \quad 5.12\times10^{-5} \\
\text{HM}(14,13) &= \text{BL}/\text{dx}14/13 \quad 2.3235998684\times10^{-1} \quad 2.3235845167\times10^{-1} \quad 1.75\times10^{-5} \quad 1.75\times10^{-5} \\
\text{HM}(15,14) &= \text{BL}/\text{dx}15/14 \quad 4.3243821393\times10^{-1} \quad 4.3241136922\times10^{-1} \quad 2.69\times10^{-5} \quad 6.21\times10^{-6} \\
\text{HM}(16,14) &= \text{BL}/\text{dx}16/14 \quad 3.9557302538\times10^{-1} \quad 3.9549994943\times10^{-1} \quad 3.21\times10^{-5} \quad 3.21\times10^{-5} \\
\text{HM}(16,15) &= \text{BL}/\text{dx}16/15 \quad 3.1862048361\times10^{-6} \quad 3.1862351308\times10^{-6} \quad 1.32\times10^{-5} \quad 7.09\times10^{-6} \\
\text{HM}(19,17) &= \text{BL}/\text{dx}19/17 \quad 2.1900885834\times10^{-1} \quad 2.1900885834\times10^{-1} \quad 1.81\times10^{-5} \quad 8.30\times10^{-5} \\
\text{HM}(19,18) &= \text{BL}/\text{dx}19/18 \quad 4.3829606751\times10^{-1} \quad 4.3825958065\times10^{-1} \quad 5.38\times10^{-6} \quad 1.23\times10^{-6} \\
\text{HM}(20,18) &= \text{BL}/\text{dx}20/18 \quad 3.6168667632\times10^{-1} \quad 3.6167937888\times10^{-1} \quad 1.37\times10^{-5} \quad 1.37\times10^{-5} \\
\text{HM}(20,19) &= \text{BL}/\text{dx}20/19 \quad 3.8685136368\times10^{-1} \quad 3.8685357769\times10^{-1} \quad 1.95\times10^{-5} \quad 4.70\times10^{-6} \\
\text{HM}(22,21) &= \text{BL}/\text{dx}22/21 \quad 1.7191879631\times10^{-1} \quad 1.7191879631\times10^{-1} \quad 2.94\times10^{-5} \quad 1.96\times10^{-5} \\
\text{HM}(23,21) &= \text{BL}/\text{dx}23/21 \quad 1.8611370826\times10^{-1} \quad 1.8611370826\times10^{-1} \quad 2.54\times10^{-5} \quad 3.30\times10^{-5} \\
\text{HM}(24,21) &= \text{BL}/\text{dx}24/21 \quad 1.4299635935\times10^{-1} \quad 1.4299635935\times10^{-1} \quad 2.02\times10^{-5} \quad 2.02\times10^{-5}
\end{align*}
\]

Figure 5.7: Illustration of WORHP derivative check tool interface.
5.2. SOFTWARE VERIFICATION AND VALIDATION

\[ \begin{align*}
\text{min } J &= \frac{1}{2} \int_{0}^{5} (x_1^2 + x_2^2 + u^2) dt \\
\text{s.t.: } & x_1 = x_2, \\
& x_1(0) = 1 \\
& \dot{x}_2 = -x_1 + (1-x_1^2)x_2 + u, \quad x_2(0) = 0 \\
& x_1(5) - x_2(5) + 1 = 0
\end{align*} \] (5.17)

This relatively straightforward two-state optimal control problem is suitable for tool testing, validation and performance assessment. For comparison purposes, the same settings as by [44] are employed. Hence, the time interval is discretized into \( m = 3, 6, 11, 21 \) mesh points, and the control is parameterized by a piecewise linear polynomial. The initial conditions are chosen as \( x_1(0) = 1, x_2(0) = 0 \) and \( u(t) = 0.5 \) for \( 0 \leq t \leq 5 \), following the specification in [44]. The results can be assessed only by a qualitative point of view, comparing the original plots with the reproduced ones in Figure 5.8. The results are qualitatively well reproduced, and the final constraint is respected to \( 10^{-9} \), below the set threshold.

The derivative computation has been checked against the numerical ones, computed by finite differences, thanks to the tool discussed in Section 5.2, and the results are shown in Table 5.1.

<table>
<thead>
<tr>
<th>Derivative type</th>
<th># Checked derivatives</th>
<th>Differing absolutely</th>
<th>Differing relatively</th>
<th>Differing both</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
<td>80</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DG</td>
<td>202</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HM</td>
<td>200</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.1: Van Der Pol derivative check.

The few second-order derivatives which differ absolutely are below the relative threshold, therefore the derivative check process is passed. Given the outcomes as above, the verification on this example can be judged as positively terminated.

For what concerns the validation and performance assessment, we shall show that the variational approach actually improves the computational performance. [44] shows the evolution of the objective index as a function of the number of discretization intervals. The results are reproduced and compared in the table as follows.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>( J_{[44]} )</th>
<th>( J )</th>
<th>CPU [s] ( [44] )</th>
<th>CPU [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.8360</td>
<td>1.8360</td>
<td>0.174</td>
<td>0.019</td>
</tr>
<tr>
<td>6</td>
<td>1.6907</td>
<td>1.6869</td>
<td>0.241</td>
<td>0.022</td>
</tr>
<tr>
<td>11</td>
<td>1.6860</td>
<td>1.6859</td>
<td>0.305</td>
<td>0.041</td>
</tr>
<tr>
<td>21</td>
<td>1.6857</td>
<td>1.6857</td>
<td>0.813</td>
<td>0.064</td>
</tr>
</tbody>
</table>

Table 5.2: Van Der Pol result comparison.

Table 5.2 shows an improvement of a factor 10 with equal or better results for the same number of mesh points. However, different NLP solvers and different computational resources have been used to point out the variational approach as the sole cause of this improvement. To better analyze the effect of the variational dynamics, Table 5.3 shows the relative computational times (rounded average after several simulations), using the same computational desktop, when it is applied on different derivative information.

As the relative computational time is always bigger than one in the third column, the full variational approach (in line one DF-DG-HM notation points out that all the derivative quantities have been
(a) VDP control profile from [44].

(b) VDP control profile, variational multiple-shooting.

(c) VDP state $x_1$ profile from [44].

(d) VDP state $x_1$ profile, variational multiple-shooting.

(e) VDP state $x_2$ profile from [44].

(f) VDP state $x_2$ profile, variational multiple-shooting.

Figure 5.8: Van Der Pol example resulting profiles’ comparison.
computed by variational approach) results to be the most efficient one. In line two, the second-order derivatives for the Hessian HM are computed using the BFGS method, as explained in Section 4.1.3. For this reason, the number of iterations is higher, while the performance does not worsen excessively as the first-order information used for the recursive updates is still computed using the variational dynamics. On the contrary, row three uses the second-order finite-differences, as shown in Section 4.1.2, and the performance gets considerably worse as 200 derivatives (see Table 5.1) shall be computed by perturbation propagations. The same reasoning holds when only the first-order derivatives DF-DG are computed by finite approximation (row eight), but with better performance as the first-order finite differences are faster to compute. The single contribution of the first-order information is investigated by switching off the variational approach individually on the objective’s gradient DF, as in rows five and seven, or the constraints’ Jacobian DG, as in rows four and six. Even though the number of nonzero elements of DG is more than double the ones in DF (see Table 5.1), we can see that the variational dynamics is more influential on DG than on DF. This results from the application of group methods, as explained in Section 4.1.1, to reduce the number of perturbations to be propagated for the Jacobian matrix, methods that cannot be applied for the gradient vector. Finally, the last line shows the performance deterioration when the full finite difference approach is used. The objective function value has been reported for each variational-finite difference combination to verify that the optimization converges to the same minimum and that this element does not corrupt the previous analysis.

5.2.1D TEST CASE

[11] presents an elementary example with a unique analytical solution. The problem is formulated as:

$$\min J = \int_0^1 \left( \frac{1}{2} u^2 + x \right) dt$$

subject to: \( \dot{x} = u \), \( x(0) = 0 \), \( x(1) = 1 \)

The optimality solution can be derived from the optimality necessary conditions (see [11] for detailed passages), as explained in Section 3.1.1, resulting in:

$$x^*(t) = \frac{1}{2}(t^2 + t)$$

$$u^*(t) = t + \frac{1}{2}$$

$$J^* = \frac{23}{24} \approx 0.9583$$

Table 5.3: Van Der Pol variational performance comparison. For explanation see text.
The time interval is discretized with \( m = 6 \) mesh points, and the control is parameterized by a piece-wise parabolic polynomial, not to impose the a priori knowledge on the optimal linear-control evolution. Using a trivial zero-control as initial guess, the variational multiple shooting is able to reproduce the analytical optimal solution, as depicted in Figure 5.9, with a final constraint violation of \( 10^{-10} \).

![Figure 5.9: 1D test case optimal profiles.](image)

Again, the derivative computation has been checked against the finite-difference approximations, and the results are reported in Table 5.4. The derivative check is completely passed and the verification phase on this example can be considered successfully completed.

<table>
<thead>
<tr>
<th>Derivative type</th>
<th># Checked derivatives</th>
<th>Differing absolutely</th>
<th>Differing relatively</th>
<th>Differing both</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DG</td>
<td>33</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HM</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.4: 1D test case derivative check.

The validation test, whose results are shown in Table 5.5, confirms again that the variational approach leads to a remarkable improvement in terms of computational time. The considerations on the contribution of the different derivative types made in Section 5.2.1 apply to this test case as well.

<table>
<thead>
<tr>
<th>Variational Derivative</th>
<th>J</th>
<th>Rel. CPU [-]</th>
<th># NLP Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF-DG-HM</td>
<td>0.983</td>
<td>-</td>
<td>6</td>
</tr>
<tr>
<td>(a)DF-DG</td>
<td>0.983</td>
<td>1.2</td>
<td>21</td>
</tr>
<tr>
<td>(b)DF-DG</td>
<td>0.983</td>
<td>8.5</td>
<td>6</td>
</tr>
<tr>
<td>DF-HM</td>
<td>0.983</td>
<td>2.0</td>
<td>6</td>
</tr>
<tr>
<td>DG-HM</td>
<td>0.983</td>
<td>3.0</td>
<td>6</td>
</tr>
<tr>
<td>DF</td>
<td>0.983</td>
<td>3.0</td>
<td>21</td>
</tr>
<tr>
<td>DG</td>
<td>0.983</td>
<td>4.0</td>
<td>21</td>
</tr>
<tr>
<td>HM</td>
<td>0.983</td>
<td>4.5</td>
<td>6</td>
</tr>
<tr>
<td>none</td>
<td>0.983</td>
<td>12.0</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 5.5: 1D test case variational performance comparison.
5.2. SOFTWARE VERIFICATION AND VALIDATION

5.2.3. FREE FINAL TIME TEST CASE

In the first two test cases the tool proved to compute the derivative information properly and to find the optimal solution accurately when a fixed-time controlled boundary-value-problem is investigated. This test case will verify the derivative computation and software implementation when time is a free parameter as well.

The test is formulated as a minimum-time problem to drive the state to the origin from a deviated condition:

\[
\begin{align*}
\min J &= \int_0^{t_f} dt \\
\text{s.t.} : & \dot{x}_1 = x_2, \quad x_1(0) = 2, \quad x_1(t_f) = 0 \\
& \dot{x}_2 = u, \quad x_2(0) = 2, \quad x_2(t_f) = 0 \\
& |u| \leq 1
\end{align*}
\]

where the path constraint \(|u| \leq 1\) is another element to be tested. It is well known that the solution to this problem is a bang-bang profile with only one switch point as it is a linear second-order system [45]. The switch point is located at \(t = 4\) s, and the final time, i.e. the objective index, results \(t_f = 6\) s.

Using 6 sub-intervals and a piecewise linear polynomial control, with trivial zero-control as initial condition, the solution found with the variational multiple shooting is able to perfectly catch the bang-bang profile, as depicted in Figure 5.10, respecting the imposed path constraint.

![Figure 5.10: Free final time test case optimal profiles.](image)

The derivative computation is checked and verified using WORHP’s feature and the results are reported in Table 5.6.

<table>
<thead>
<tr>
<th>Derivative type</th>
<th># Checked derivatives</th>
<th>Differing absolutely</th>
<th>Differing relatively</th>
<th>Differing both</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>DG</td>
<td>198</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HM</td>
<td>61</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.6: Free final time test case derivative check.
With the variational approach, the average computational time is approximately 0.15 s. By switching on and off the variational dynamics on different components, we have a deterioration in relative computational times as shown in Table 5.7.

### Table 5.7: Free final time test case variational performance comparison.

<table>
<thead>
<tr>
<th>Variational Derivative</th>
<th>J</th>
<th>Rel. CPU [-]</th>
<th># NLP Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF-DG-HM</td>
<td>6.0</td>
<td>-</td>
<td>11</td>
</tr>
<tr>
<td>(a)DF-DG</td>
<td>6.0</td>
<td>1.5</td>
<td>30</td>
</tr>
<tr>
<td>(b)DF-DG</td>
<td>6.0</td>
<td>7.5</td>
<td>11</td>
</tr>
<tr>
<td>DF-HM</td>
<td>6.0</td>
<td>3.5</td>
<td>11</td>
</tr>
<tr>
<td>DG-HM</td>
<td>6.0</td>
<td>3.5</td>
<td>11</td>
</tr>
<tr>
<td>DF</td>
<td>6.0</td>
<td>4.5</td>
<td>30</td>
</tr>
<tr>
<td>DG</td>
<td>6.0</td>
<td>4.0</td>
<td>30</td>
</tr>
<tr>
<td>HM</td>
<td>6.0</td>
<td>5.0</td>
<td>11</td>
</tr>
<tr>
<td>none</td>
<td>6.0</td>
<td>9.5</td>
<td>30</td>
</tr>
</tbody>
</table>

Most of the considerations introduced in Section 5.2.1 still hold for this example as well. However, this test case introduces an interesting inversion in relative computational times between DF and DG computation by finite-difference approximations. Indeed, despite the group methods applied to computation of DG, the higher number of nonzero elements in the Jacobian (see Table 5.6) is predominant in worsening the performance, as we can see from the comparison of rows four with five and six with seven.

#### 5.2.4. Free final state test case

The last test case run for verification is a free final state problem, a common scenario when multi-phase problems with discontinuous state linking conditions are studied, e.g. impulsive-maneuver trajectories. To analyze the behavior of the multiple-shooting implementation in this case, the elementary problem formulated as follows is studied.

\[
\begin{align*}
\min \ J & = \int_0^1 (u - x)^2 \, dt \\
\text{s.t.} \quad & \dot{x} = u, \quad x(0) = 1, \quad x(1) = \text{free}
\end{align*}
\]

As the final state is free, the optimal control profile is trivially \( u^*(t) = x(t) \). Substituting in the dynamical equation and solving the simple differential equation with the given initial condition, the optimal state and control evolution is described by the exponential function:

\[
\begin{align*}
\dot{u}^* &= x^*(t) = e^t
\end{align*}
\]

Using 5 sub-intervals, a piecewise quadratic control parameterization, with the trivial zero-control initial guess, the variational multiple shooting manages to find the optimal solution, as in Equation (5.22), in 4 iterations and an average computational time of 0.01 s. The final state, at time \( t_f = 1 \), coincides with the Euler’s number up to the 8th digit (final error of \( 10^{-8} \)). The state and control evolution profiles are depicted in Figure 5.11.

The variational derivatives coincide with the finite-difference approximations under the set thresholds, as shown in Table 5.8.
5.3. SUMMARY

As can be seen from Table 5.9, the full variational approach is always the most efficient alternative. In this case, the number of nonzero elements in the gradient vector and the Jacobian matrix is really similar, while the Hessian matrix has more than double nonzero entries. For this reason, and because the number of iterations increases by a factor of four, the computation of HM by variational dynamics is the leading factor, rather than DF or DG, in this test-case.

<table>
<thead>
<tr>
<th>Variational Derivative</th>
<th>J</th>
<th>Rel. CPU [-]</th>
<th># NLP Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DF-DG-HM</td>
<td>0.0</td>
<td>-</td>
<td>4</td>
</tr>
<tr>
<td>(a)DF-DG</td>
<td>0.0</td>
<td>2.0</td>
<td>17</td>
</tr>
<tr>
<td>(b)DF-DG</td>
<td>0.0</td>
<td>7.5</td>
<td>4</td>
</tr>
<tr>
<td>DF-HM</td>
<td>0.0</td>
<td>2.0</td>
<td>4</td>
</tr>
<tr>
<td>DG-HM</td>
<td>0.0</td>
<td>2.5</td>
<td>4</td>
</tr>
<tr>
<td>DF</td>
<td>0.0</td>
<td>3.5</td>
<td>17</td>
</tr>
<tr>
<td>DG</td>
<td>0.0</td>
<td>4.5</td>
<td>17</td>
</tr>
<tr>
<td>HM</td>
<td>0.0</td>
<td>3.0</td>
<td>4</td>
</tr>
<tr>
<td>none</td>
<td>0.0</td>
<td>7.5</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 5.9: Free final state test case variational performance comparison.

This chapter discussed the key features of the implemented variational multiple-shooting tool from a more practical point of view. The general flowchart has been explained and the different building blocks highlighted to have a better overview on what elements belong to the transcription method and what the interfaces are.
Successively, in the first section different practical details have been explained and the implementation choices motivated, such as the control parameterization through optimizable interpolating nodes, quadrature formulae, scaling routines, et cetera. The sparsity of the transcribed derivative matrices and its consequence in improving the efficiency of the corresponding NLP step have been explained. The next subsection showed how the employed NLP solver requires the sparsity information, and which communication logic of WORHP has been employed. Subsequently, scaling procedures have been analyzed and implemented to enhance the numerical stability of the code in the most generic case, still leaving enough flexibility to the user when the specific problem has to be set up. The last part of the section pointed out what types of problems the tool can handle, ranging from single to multi-phase problems (employing the linking conditions), from optimal continuous controls to impulsive ones.

The second section regarded the verification and validation process of the implemented tool. Initially, the strategies to verify and validate have been established and WORHP’s feature employed for derivative comparison explained. Then, several elementary test-cases with different characteristics have been employed to test the variational multiple-shooting’s functionality, confirming that the tool behaves properly on both boundary value or free boundary problems, on fixed and free-time cases, by managing to reproduce the known solution and checking the derivative computation. The validation routine confirmed that the variational approach actually results extremely efficient, leading to an improvement factor ranging from 7 to 12 with respect to the full finite-difference one.
The variational multiple-shooting tool has been implemented within the SMART repository [39] to be part of the optimization toolbox for solving practical aerospace problems. This chapter will present the algorithm application to two different test cases by employing other tools in SMART to generate the first-guess solution. This approach will serve a variety of goals. First, the interface to other software will be analyzed and improved. Second, the tool will be tested against large-scale problems, assessing its performance when a realistic example is run. Lastly, the selected test cases have a practical significance in the aerospace field and the variational multiple-shooting will be applied as a completed tool to investigate them.

The first section will discuss the feasibility study of a CubeSat rendezvous with an asteroid. This study involves the optimization of a low-thrust trajectory, a challenging and modern problem in space engineering. Along with that, it will enhance the limited literature about CubeSat rendezvous outside the Earth-Moon environment.

The second section will examine the application of the variational multiple-shooting tool to the 9th edition of the Global Trajectory Optimisation Competition (GTOC9) problem. First, the problem statement will be shortly discussed and the global strategy of the team outlined. Subsequently, the tool contribution to the proposed solution will be analyzed in detail.

6.1. CubeSat rendezvous with asteroid

Several missions already proved that CubeSats can provide affordable access to space for research centres, small or medium companies and universities as well. For the latter, successful examples are Delfi-C³ [46] and Delfi-n3Xt [47], the CubeSats missions part of the Delfi Program of Delft University of Technology [48].

Currently, the main research for CubeSats for deep space applications is carried out by big agencies. NASA recently selected the proposal Near-Earth Asteroid (NEA) Scout, a low-cost mission aiming to study a close asteroid and to demonstrate several technological innovations, such as being the first CubeSat to rendezvous an asteroid [49]. Similarly, ESA called proposals for an Asteroid Impact Mission (AIM) to the binary asteroid 65803 Didymos [50], having room for a total of six CubeSat units, having currently selected five of them before the final choice. A detailed analysis of advantages and technological difficulties of CubeSat’s interplanetary applications can be found in [51].

The study presented in this section aims to demonstrate the feasibility of a low-thrust CubeSat-
asteroid rendezvous with the focus on orbital dynamics. The result of this analysis is of interest for future studies within the Aerospace Centre of Excellence (ACE), where the research has been carried out. The physical characteristics of the spacecraft and its low-thrust engine are summarized in the following table:

<table>
<thead>
<tr>
<th>Engine type</th>
<th>CubeSat units</th>
<th>Initial mass [kg]</th>
<th>Specific impulse [s]</th>
<th>Max Thrust [mN]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-thrust</td>
<td>6</td>
<td>12</td>
<td>750</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 6.1: CubeSat characteristics.

6.1.1. TARGET ASTEROID AND FIRST-GUESS GENERATION

The selection process of a suitable target asteroid has been carried out considering three essential factors:

- Time of flight (TOF) below 600 days;
- Departure date before year 2030;
- Limited propellant mass consumption.

As analyzing each NEA candidate singularly would have been time-consuming, the first selection has been performed using the Center for Near Earth Object Studies (CNEOS) database, created by the Jet Propulsion Laboratory (JPL) [52]. After restricting the choice to a handful of targets with Earth-like orbital elements and favourable angular position in the period 2020-2030, the selection continued running the spherical shaping tool (see Section 2.3.1). It was inserted in an outer loop defining a 3D uniform sampling grid (see Section 3.4.1), where the above defined time of flight is discretized using 8 days time steps, the departure date is discretized using 10 days time steps, and the number of revolutions allowed are between 0 and 2.

This led to the final pick of the asteroid 2000SG344, a small Aten asteroid with a diameter of 40 m and mass of $7.1 \times 10^7$ kg. It is among the top-10 near-Earth objects for impact likelihood with Earth [52], and NASA has been considering it for a manned sample return mission in 2069 [53]. The resulting pork-chop plot with the aforementioned time spans for 2000SG344 is depicted in Figure 6.1.

![Figure 6.1: Pork-chop plot of Earth-2000SG344 rendezvous.](image-url)
6.1. CUBE SAT RENDEZVOUS WITH ASTEROID

Table 6.2 summarizes the most promising trajectories out of this analysis. In about 20 months the CubeSat manages to reach the asteroid following the cheapest trajectory (trajectory A), requiring only a reasonable portion of the initial mass as propellant. Further investigating the global search results, there are options more convenient in terms of time of flight and with comparable $\Delta V$ (e.g. trajectory B).

<table>
<thead>
<tr>
<th>Traj. ID</th>
<th>$T_{\text{dep}}$ [date]</th>
<th>TOF [days]</th>
<th>$\Delta V$ [km/s]</th>
<th>Final mass [kg]</th>
<th>TOF violation [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>February 2027</td>
<td>595</td>
<td>0.976</td>
<td>10.509</td>
<td>0.5</td>
</tr>
<tr>
<td>B</td>
<td>January 2028</td>
<td>392</td>
<td>0.978</td>
<td>10.505</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 6.2: Earth-2000SG344 most promising rendezvous from Spherical Shaping.

The TOF violation represents the discrepancy between the imposed time of flight and the actual one computed with the shaping. This would lead to a position and velocity mismatch between the asteroid and the final spacecraft position and velocity. This constraint violation shall be overturned by the multiple-shooting optimization.

6.1.2. CUBE SAT RENDEZVOUS: MULTIPLE-SHOOTING OPTIMIZATION

The initial guess discussed in the previous section takes into account only the two-body pull caused by the Sun. However, the spacecraft departs from the Earth environment, where the Earth and Moon gravitational attraction is predominant. Thus, for the complete feasibility study, the gravity effects of three bodies (Sun, Earth and Moon) will be considered, using a non-rotating heliocentric frame. Therefore, the dynamical equations are:

\[
\begin{align*}
\dot{r} &= v \\
v &= -\mu_s r - \mu_e \frac{r - r_e}{\|r - r_e\|^3} - \mu_m \frac{r - r_m}{\|r - r_m\|^3} + u \\
\dot{m} &= -\frac{m \cdot u}{g_0 I_{sp}}
\end{align*}
\]  

where $\mu_s$, $\mu_e$ and $\mu_m$ are the standard gravitational parameters of the Sun, Earth and Moon respectively, whereas $r_e$ and $r_m$ are the position of the Earth and Moon with respect to the Sun, while $u$ is the control acceleration and $\dot{u}$ its magnitude.

The multiple shooting allows for any dynamical model, with the variational approach usable when the acceleration equations are at least twice differentiable. For Equation (6.1), the third-body variational dynamics can be derived in a similar fashion as was shown in Section 4.2.3. The variational multiple-shooting is initialized using the state evolution and linear approximation of the control extrapolated from the spherical shaping. However, since the Earth attraction is now considered, the initial state shall be slightly shifted to avoid singularity. Thus, the imposed initial state is the Earth–Moon Lagrangian point $L_2$. Along with the constraint on maximum thrust, two path constraints on minimum altitude over the Earth, i.e. $h_e \geq 400$ km, and over the Moon, i.e. $h_m \geq 50$ km, have been added to continue neglecting the Earth atmosphere reasonably and to avoid collisions with the ground. In order to keep using a linear parameterization of the control and still have a good optimality, the time-span has been subdivided into 100 segments, using a fixed step-size $RK8$ with 1-hour time-step as integration technique to compute a trajectory of high accuracy.

Minimum $\Delta V$ trajectory

The minimum $\Delta V$ trajectory (ID A in Table 6.2) optimized by the variational multiple shooting is depicted in Figure 6.2, showing the Earth and asteroid orbits as well, while Figure 6.3 illustrates the
resulting state evolution.

Figure 6.2: Optimal trajectory for CubeSat-Asteroid minimum $\Delta V$ rendezvous.

Figure 6.3: Optimal state profile for CubeSat-Asteroid minimum $\Delta V$ rendezvous.

As we can see from the trajectory evolution and the control profile shown in Figure 6.4, there are two main maneuvers where the orbital plane is changed and the orbit deformed properly. The last negligible adjustment, in the order of $10^{-5}$ N, corrects the velocity conditions to precisely match the asteroid state, as better shown in Figure 6.3.

The optimal solution benefits of two main thrust segments, equally distributed in time among all the control components, and three coasting periods. These arcs have been set to zero-thrust from the variational multiple shooting, as the initial guess from the spherical shaping did not include any
coasting, as illustrated in Figure 6.5. Therefore, the refinement process transformed a continuous and low-peak control into a discontinuous profile with higher peaks.

Reintegrating the equations of motion with the obtained optimal control, the final conditions are met up to $10^{-8}$ discrepancy resulting in a high-accuracy trajectory. The final mass has been lowered to 10.189 kg, i.e. 0.32 kg more of propellant mass with respect to the initial guess as discussed in Section 6.1.1. Although this does not seem a good result for an optimization algorithm, we shall keep in mind that the initial guess was generated neglecting the Earth and Moon attraction, and it was not respecting the imposed boundary conditions properly. Indeed, when the optimization with the variational multiple shooting is run with the Sun pull only, the final mass is 10.6 kg, resulting in a propellant saving of 0.1 kg. As a consequence, Earth and Moon are a burden for the CubeSat to escape the original orbit. This could be explained in two different ways: either the multiple shooting is not able to catch a gravity assist manoeuvre starting from an initial guess generated using the Sun attraction only, or the low level of thrust is not enough to enforce the necessary trajectory change for a fly-by.
MINIMUM TOF TRAJECTORY

The second trajectory, the minimum TOF one (ID B in Table 6.2), is shown in Figure 6.6, where it is possible to notice that, in this case, the rendezvous is completed in just over one Earth revolution (≈ 13 months).

![Figure 6.6: Optimal trajectory for CubeSat-Asteroid minimum time rendezvous.](image)

The initial thrust segment, lasting three days, helps the spacecraft to slightly deviate from the Earth before the principal manoeuvre. From the control graph we can see a substantial difference with the minimum $\Delta V$ case. Only one main manoeuvre, before the final adjustment, can be detected, probably because the trajectory is shorter, while the final adjustment manoeuvre is more significant. This is confirmed by the plot of the control profile, as shown in Figure 6.7. Two main coasting arcs can be recognized, although some small thrust corrections are performed in the middle of the second one.

![Figure 6.7: Optimal state profile for CubeSat-Asteroid minimum time rendezvous.](image)

Figure 6.8 depicts the state evolution of the CubeSat, as well as the Earth and asteroid position and
velocity, and from this plot we can clearly see the effect of the final adjustment on the velocity component.

Also in this case, from comparison of the optimal control with the guessed one in Figure 6.9, we can see how the variational multiple shooting modifies the continuous profile from the shaping to a discontinuous one with higher peaks.

When the trajectory is reintegrated for validation with the optimal control profile, the final conditions of the spacecraft and the asteroid coincides up to $10^{-8}$ again. The resulting final mass is 10.172 kg, i.e. 0.333 kg more of propellant mass with respect to the guessed one as reported in Section 6.1.1. The reasoning of this outcome explained for the minimum $\Delta V$ case holds for this trajectory as well.
6.1.3. **CubeSat Rendezvous: Conclusions**

For what concerns the discretized NLP sub-problems, associated to the cases discussed above, this low-thrust optimization example can be considered large-scale as it involved 1300 optimization parameters and 3706 constraints (more constraints than parameters as there are multiple nodes per interval to check the path constraints). Since the objective function does not depend on the position and velocity of the spacecraft, the sparsity pattern of the objective gradient has been used as well. The percentage of nonzero elements of the gradient vector is 53.85%, for the Jacobian matrix 1.01%, and for the Hessian matrix 1.06%. Thanks to the sparsity of the derivative matrix and the variational approach, the average computational time was lowered by an average factor of 6.0 with respect to the full finite-difference approach for both the cases. This factor resulted lower than the ones of the examples in Section 5.2 because, in this large-scale problem, a bigger share of the computational time is employed for the NLP step, which is the same regardless of the approach used to compute the derivatives.

The discussed analysis led to meaningful and interesting results, which are summarized in Table 6.3.

<table>
<thead>
<tr>
<th>Traj. ID</th>
<th>T_{dep} [date]</th>
<th>TOF [days]</th>
<th>ΔV [km/s]</th>
<th>Final mass [kg]</th>
<th>Const. violation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>February 2027</td>
<td>595</td>
<td>1.204</td>
<td>10.189</td>
<td>10^{-8}</td>
</tr>
<tr>
<td>B</td>
<td>January 2028</td>
<td>392</td>
<td>1.216</td>
<td>10.172</td>
<td>10^{-8}</td>
</tr>
</tbody>
</table>

Table 6.3: Earth-2000SG\textsubscript{344} minimum ΔV and minimum TOF rendezvous after variational multiple-shooting.

The necessary propellant ratio is below a reasonable threshold, but this point shall be further assessed when successive studies on other subsystems will be available. The trajectory of minimum TOF seems the most convenient alternative, as it requires 200 days less than the other employing only 0.017 kg of propellant more.

This feasibility study is the first investigation of a rendezvous with the asteroid 2000SG\textsubscript{344} with low-thrust propulsion. In fact, all the previous studies analyzed only a high-thrust engine scenario, which involves bigger and more expensive spacecraft. As in the project presented in [53] NASA plans to send a crewed mission to the asteroid in 2069, it would be advantageous and effective to visit the asteroid with a low-cost CubeSat mission to perform reconnaissance and further studies well before the set date.
6.2. GTOC9

The Global Trajectory Optimisation Competition (GTOC) [54], also known as the America’s cup of rocket science, is a worldwide month-long challenge initiated by the European Space Agency in 2005. The goal of the competition is to stimulate and advance research on optimization techniques for space mission applications.

6.2.1. PROBLEM STATEMENT

Arrived at the 9th edition this year (GTOC9), the problem statement, named The Kessler run [55], requires to design a series of missions to de-orbit 123 debris objects which are gravely compromising the Sun-synchronous Low-Earth-Orbit (LEO) environment. A mission is modeled as a multiple-rendezvous trajectory which removes \( N \geq 1 \) debris thanks to de-orbit packages. The \( i \)-th mission starts at a freely chosen debris and it ends when all the \( N \) de-orbit packages have been released.

Following a rendezvous with a debris object, the de-orbit package takes 5 days of waiting time at the debris to complete its operations. After the debris remotion, the spacecraft can reach the next one only by impulsive maneuvers, i.e. instantaneous changes of the spacecraft velocity. The online validation system marks a rendezvous as valid if the final position and velocity of the spacecraft coincide with that of the debris under the given tolerances of 100 m and 1 m/s respectively. Constraints on the maximum propellant mass of a spacecraft and maximum waiting time between two rendezvous impose a multi-mission approach.

SPACECRAFT MASS

The mass \( m_{0,i} \) of the spacecraft at the beginning of the \( i \)-th mission is \( m_{0,i} = m_{dry} + N m_{de} + m_p \). It is composed by a dry component, i.e. \( m_{dry} \approx 2000 \) kg, the de-orbit packages contribution, i.e. \( N m_{de} \) with \( m_{de} = 30 \) kg, and the propellant mass \( m_p \) needed to control the spacecraft. The maximum propellant mass is 5000 kg.

DYNAMICS

Earth is modeled as an oblate planet up to the second spherical harmonics \( J_2 \). Therefore, the dynamics equations can be written in the Earth-centered inertial frame (ECI), defined in Section 2.1.1, as:

\[
\begin{align*}
\dot{x} &= -\frac{\mu x}{r^3} 
\left[ 1 + \frac{3}{2} J_2 \left( \frac{r_{eq}}{r} \right)^2 \left( 1 - 5 \frac{z^2}{r^2} \right) \right] \\
\dot{y} &= -\frac{\mu y}{r^3} 
\left[ 1 + \frac{3}{2} J_2 \left( \frac{r_{eq}}{r} \right)^2 \left( 1 - 5 \frac{z^2}{r^2} \right) \right] \\
\dot{z} &= -\frac{\mu z}{r^3} 
\left[ 1 + \frac{3}{2} J_2 \left( \frac{r_{eq}}{r} \right)^2 \left( 3 - 5 \frac{z^2}{r^2} \right) \right] 
\end{align*}
\]

where \( \mu \) is the Earth gravitational parameter, \( r_{eq} \) the average equatorial radius of the Earth, and \( r \) is the distance from Earth centre of mass, as already outlined in Section 2.2.2. To ensure this model to be reasonably realistic, a constraint on the minimum osculating periapsis has been imposed as \( r_p \geq 6600 \) km.

The mass evolves following the Tsiolkovsky rocket equation after each impulsive maneuver \( \Delta V \):

\[
m_f = m_i \cdot \exp \left( -\frac{\Delta V}{g_0 I_{sp}} \right) 
\]
where $g_0$ is the Earth gravitational force per unit of mass at sea level, and $I_{sp} = 340$ s the engine specific impulse. A maximum of seven $\Delta V$s are allowed per transfer, two for departure and arrival, and five in-between two successive debris encounters.

**Objective function**

The cost function to be minimized is defined as follows:

$$J = \sum_{i=1}^{n} \left[ c_i + \alpha (m_0 - m_{dry})^2 \right]$$

(6.4)

where $c_i$ is the base cost to launch the $i$-spacecraft in million of Euro (M€), $m_0$ its initial mass and $\alpha = 2 \cdot 10^{-6} \text{ [M€/kg]}^2$ a scaling factor. The launcher cost increases linearly during the competition month, starting from 45 M€ to a maximum of 55 M€. Therefore, the objective function is composed by a linear term which favours complete campaigns with low number $n$ of missions, and a quadratic term preferring lighter spacecraft. The two terms represent conflicting goals, and the overall minimum shall be a good balance between them.

### 6.2.2. Solution approach

The variational multiple shooting has been applied to the GTOC9 challenge as part of the tools employed by the team Strathclyde++. The team approach was a three-step process (as depicted in the flowchart in Figure 6.10):

- A combinatorial optimization step to generate multi-launch campaigns, performed using a Beam Search algorithm and a low-fidelity model for quick estimation of $\Delta V$. Among the output solutions generated with different heuristics, the most promising ones have been used as initial population for a multi-objective evolutionary optimization able to shuffle the debris sequence, the visiting times and the mass distribution between the launches;

- Global and local optimization of the impulses’ magnitude and time of application within the single transfers using the differential evolution algorithm MP-AIDEA [56], which employs the Matlab solver `fmincon` to refine the minima after a set number of iterations. In this phase, out of the $1e6$ function evaluations, 70% of them were using a non-expansive medium-fidelity dynamical model, while the other 30% the complete model to ensure a good initial guess for the next refinement step;

- Local optimization of multi-transfer launches, which was performed to respect the strict constraint tolerances and to further minimize the propellant mass of a mission. After a quick adjustment with a single shooting employing Matlab’s `fmincon`, this local step is performed using the variational multiple shooting developed in the present thesis, to exploit its advantages in reducing the numerical integration errors and improve the convergence performance.

![Figure 6.10: Flowchart of the solution approach [57].](image-url)
The remainder of the section will focus on the variational multiple-shooting contribution to the proposed solution. For a complete and detailed explanation of the full approach of the team to the GTOC9, the paper [57] shall be consulted.

### 6.2.3. GTOC9: Multiple-Shooting Optimization

The optimization with the direct multiple-shooting has been set to handle a whole launch removing $N$ debris. The goal was to locally refine the solution coming from upper levels in the optimization cascade where either low-fidelity models, discrete time intervals or low/medium accuracy tools were used. As a consequence, usually the initial guess was not respecting the required final tolerance or it could be optimized further in terms of propellant mass.

Calling $y$ the vector of free parameters, $t^d_i$ and $t^a_i$ the departure and arrival time to the $i$-th debris of the sequence, the constrained optimization problem for $N$ consecutive transfers has been formulated as:

$$\min_{1 \leq y \leq U} I = \sum_{i=1}^{N-1} \sum_{j=1}^{n_{AV}} \Delta V_{ij}$$

subject to:

$$\dot{x} = f(x)$$

$$x(t_i) = x_{D_i}(t_i) \quad i = 1, \ldots, N$$

$$a(t - e) \geq 6600\,\text{km}$$

$$t^d_i \geq t^a_i + 5\,\text{days}$$

$$t^d_{i+1} \leq t^d_i + 25\,\text{days}$$

(6.5)

where $x_{D_i}(t_i)$ is the state of the $i$-th debris at $t_i$, and the last two constraints have been imposed by the problem formulation to simulate some control operation requirements. Given the nature of local refinement algorithms, this optimization step cannot handle the initial propellant mass constraint. Indeed, the latter is just a consequence of the $\Delta V$ necessary to complete the given rendezvous sequence, a quantity that cannot be lowered ad libitum.

Each transfer between two debris objects is modeled as a multi-phase problem with discontinuous linking conditions (see Section 5.1.5), i.e. the instantaneous velocity change $\Delta V$. In the single phase, there is no continuous control to optimize and also a single discretization interval could be used. Nonetheless, $m$ sub-intervals have been introduced to reduce the integration errors and to enhance the numerical solution of the boundary value problem, restoring the original purpose of shooting techniques [21]. In particular, this precaution was necessary because a single transfer could last up to 25 days, which translates in hundreds of revolutions in the fast LEO dynamics under the effect of the full $J_2$ disturbance. Hence, the number of free parameters per transfer sums up to $n_y = 4n_{AV} + 6(n_{AV} - 1)(m-1)$, where the first term describes the time and three vector components of the impulsive maneuvers, while the second term concerns the initial condition of each sub-interval. Successively, each transfer is connected to the next one by means of a coasting stage, i.e. the de-orbit phase at the debris, with continuous linking conditions.

To employ the variational approach, the dynamics discussed in Section 6.2.1 shall be enhanced with the associated first- and second-order variational dynamics. Exploiting the distributive property of derivatives, the variational dynamics associated to the term describing the central-body pull in Equation (6.2) can be derived as shown in Section 4.2.3. On the contrary, the equations describing the sensitivity evolution caused by the $J_2$ effect shall be derived ex novo. Following the procedures explained in Section 4.2, the variational equations are derived using the symbolic mathematical and analytical software Maple 2016 (see Appendix A for $J_2$ Jacobian and Hessian matrices).
As settings, \( m = 11 \) grid discretization points per phase and an RK4 integrator with 120 s time-step were used. This translates in about 400 free variables per transfer, while the number of complete free parameters depends on how many rendezvous are performed in one mission. Throughout the competition month, different solutions were optimized with the variational multiple shooting, however only the final submitted one will be analyzed in this section as the considerations that will be presented hold as a general rule for this kind of problem and settings.

Table 6.4 summarizes the improvement in initial mass for each mission in the final submitted campaign when starting from the initial guess given by the previous single shooting step. The saved mass is mainly related to the number of debris objects removed in a specific mission.

<table>
<thead>
<tr>
<th>Launch</th>
<th>N. debris</th>
<th>Init. mass [kg]</th>
<th>Opt. mass [kg]</th>
<th>Saved mass [kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2527.54</td>
<td>2519.82</td>
<td>7.72</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>3640.16</td>
<td>3631.14</td>
<td>9.02</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>4988.12</td>
<td>4975.13</td>
<td>12.99</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>3163.28</td>
<td>3158.84</td>
<td>4.44</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>3330.31</td>
<td>3326.34</td>
<td>3.97</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>4500.42</td>
<td>4491.43</td>
<td>8.99</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>4753.69</td>
<td>4747.27</td>
<td>6.41</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>5322.51</td>
<td>5304.57</td>
<td>17.97</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>5208.94</td>
<td>5188.77</td>
<td>20.17</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>5601.07</td>
<td>5583.23</td>
<td>17.84</td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>4304.23</td>
<td>4290.82</td>
<td>13.41</td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>3486.32</td>
<td>3476.51</td>
<td>9.81</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>3649.43</td>
<td>3637.31</td>
<td>12.12</td>
</tr>
<tr>
<td>14</td>
<td>7</td>
<td>3481.65</td>
<td>3478.57</td>
<td>3.07</td>
</tr>
<tr>
<td>Total</td>
<td>123</td>
<td>57957.66</td>
<td>57809.75</td>
<td>147.25</td>
</tr>
</tbody>
</table>

Table 6.4: GTOC9 Strathclyde++ final solution improvement with variational multiple-shooting.

The variational multiple shooting enhanced significantly the campaign efficiency in terms of propellant consumption. This improvement reflected in a decrease of about 2 M\( \text{€} \) for the total debris-removal campaign cost. In a number of cases, the initial guess generated by the previous optimization steps did not manage to pass the online validation check because of the final state threshold and/or the minimum pericenter constraint. The multiple shooting, through the enforcement of proper path and boundary constraints with low thresholds, managed to revert these constraint violations and produce high-accurate trajectory always able to pass the validation check.

For what concerns the discretized NLP associated problem, the scale ranges from medium to large depending on the number of transfers for a given launch. For example, mission 1, which removes only two debris objects, employs about 400 free parameters, while the discretization of mission 8, de-orbiting 17 debris, has a total of about 6400 optimizable variables. The number of sub-intervals per phase, along with the high number of stages in the complete multi-phase problem, led to very sparse derivative matrices. Indeed, both the Jacobian and Hessian nonzero elements’ percentages are under 0.1%, as it can be seen in Figure 6.11 where an illustrative and scaled pattern of a single transfer has been depicted. The secondary diagonal on the right-hand side of the plot represents the nonzero derivatives with respect to the time of the impulses. As the objective function depends only on the \( \Delta V \), the percentage of nonzero elements can be computed analytically as \( DF_{nnz} = 3n_{\Delta V}/n_y = 3n_{\Delta V}/[4n_{\Delta V} + 6(n_{\Delta V} - 1)(m - 1)] \), approximately 5% given the settings as above.

The variational approach leads to an average gain of 6.5-7.0 in CPU-time, depending on the number of rendezvous in the mission, which determines the number of phases. In this example,
the variational approach results to be more effective than the case discussed in Section 6.1 because the associated NLP subproblem is averagely smaller, and therefore it takes a lower percentage of the total computational time. Indeed, it involves sparser Gradient, Jacobian and Hessian quantities for comparable orders of free variables.

### 6.2.4. GTOC9: Conclusions

Thanks to the GTOC9, the variational multiple shooting has been validated against a novel problem scenario which challenged 69 teams worldwide. As shown in the previous section, the algorithm developed in this thesis proved to be crucial to make the solution satisfying the required constraints within the set threshold, and as a consequence to make the final campaign valid for the online check tool. By means of discussion on the GTOC forum [58] and at the GTOC special session at the 31st ISTS, 26th ISSFD & 8th NSAT Joint Conference in Japan, where the paper [57] was presented, it emerged that teams using only a single shooting method had convergence issues and solutions rejected from the validation tool. These debates further confirm the advantages of the employed multiple shooting algorithm and its compatibility with the problem dynamics. Furthermore, the tool resulted beneficial in terms of objective function optimization as well, as it manages to lower the propellant mass considerably. The variational dynamics managed to speed-up the computation burden dramatically, giving an additional validation of the usefulness of this technique.

Thanks to the solution approach discussed in Section 6.2.2, the team Strathclyde++ ranked 6th in the competition, as it is reported in Figure 6.12 showing the score of the teams who submitted valid solutions.
Figure 6.12: Top 15 solution rankings for the GTOC9 [54].
This chapter, which concludes the thesis report, has the purpose to summarize and present the research results from a broader picture, with a particular focus on the contributions yielded to the related optimization literature. In addition, ideas for possible future improvements or research developments of the topic will be suggested.

7.1. RESEARCH OUTCOMES

The objective of this thesis research was the development of a numerical optimization tool using the propagation of the associated variational dynamics to compute the derivative information. This variational approach was the major novelty element, and therefore has been the center of theoretical development, analysis and assessment. In order to perform this investigation, theoretical background information about orbital mechanics and optimization theory were needed. The former, analyzed in Chapter 2, constituted a useful summary of astrodynamics topics and tools which have been used at later stages in the thesis. For example, the reported perturbation mathematical models were beneficial for the examination of the space related examples’ dynamics and results, while the discussed inverse method has been used for the first-guess generation of a low-thrust interplanetary trajectory. On the other hand, the optimization theory, examined in Chapter 3, represented a crucial study for the transcription method selection and for identifying the potential usefulness of the variational approach. Once these background elements had been reviewed and critically examined, three major novel contributions have been introduced in the central part of the thesis:

- In Chapter 4, the theory of variational equations for optimization applications has been formulated in detail, expanding considerably the preceding concepts available in literature. In particular, the second-order variational equations are a novel mathematical development, a result of the author’s personal contribution;

- The analysis of the variational approach performance, another almost overlooked topic in literature, has been carried out between Chapters 5 and 6. This novel technique proved to enhance dramatically the efficiency of multiple-shooting algorithms by speeding-up the derivative computation up to one order of magnitude less for some applications. Both elementary test cases with known solutions and complex large-scale optimization problems have been used for validation and performance assessment, and the results’ analyses have always supported the improved efficiency and the high-accuracy of the variational multiple shooting tool;
• The optimization applied to the complex test cases in Chapter 6 led to interesting and challenging results. For what concerns the CubeSat-asteroid rendezvous, this phase 0 study led to a feasible trajectory with reasonable propellant mass consumption. Moreover, the 2028 trajectory to the NEA 2000SG344 could be of interest for an actual low-cost asteroid reconnaissance mission preceding the proposed 2069 manned mission investigated by NASA. Regarding the Kessler Run application, the variational multiple shooting yields to the saving of a huge portion of propellant mass, in particular if we consider that the initial guess was already generated using a single-shooting method. Furthermore, it managed to generate high-accuracy trajectories able to respect the imposed strict constraint thresholds, where other methods failed. The developed tool helped the team Strathclyde++ to finish 6th in a worldwide renowned challenge as the GTOC.

7.2. **Future developments**

The variational multiple shooting tool developed in this thesis still has room for improvements. Interesting future developments could be the substitution of the multiple shooting with a parallel shooting [3], an algorithm which propagates the quantities corresponding to independent shooting sub-intervals on different processors of the desktop hardware. Although WORHP already employs parallel routines for the nonlinear programming step, these parallel processes would not be in conflict as the propagation phase and the NLP sub-routines are consecutive non-simultaneous steps.

Another possible future study would be the characterization of the variational approach performance with different NLP algorithms, to assess which solver is more suitable to be interfaced with this technique. Indeed, different NLPs employ different heuristics, group methods for finite-difference derivative computation, and different algorithms for the solution of the nonlinear constrained optimization problem.

Additionally, it would be beneficial to generalize the tool to work on non-sequential multi-phase problems, while currently it is designed only for phases sequential in time. This generalization would allow the optimization tool to take into account simultaneous dynamics and/or constraints. For example, in launcher trajectory optimization the constraint on a stage impact point is concurrent with the other stages’ course optimization. For space applications, an interesting case could be the simultaneous optimization of probe and lander trajectories after their separation.

Lastly, the development of a hybrid tool, as discussed in Section 3.2.4, would be an interesting field of research, in order to exploit the advantages of both collocation and shooting techniques, reduce the dependency on external tools to generate initial guesses and improve the computational performance and numerical stability.


## J₂ Variational Dynamics

Jacobian and Hessian matrices associated to variational dynamics of the J₂ oblateness perturbation.

**Figure A.1:** Jacobian Matrix of J₂ dynamics computed using Maple 2016.

**Figure A.2:** Hessian Matrix of the velocity x-component of J₂ dynamics computed using Maple 2016.

**Figure A.3:** Hessian Matrix of the velocity y-component of J₂ dynamics computed using Maple 2016.
Figure A.4: Hessian Matrix of the velocity z-component of $J_2$ dynamics computed using Maple 2016.