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Abstract—Ultrawideband (UWB) technology is an attractive alternative for short-range applications, e.g., wireless personal area networks. In these applications, transmit and receive antennas are very close to each other and the far-field condition assumed in most of the link budget models may not be satisfied. Under near-field conditions, variations in the link budget and pulse shape compared to the far-field can be observed. In this work, a novel line-of-sight UWB link budget model for very short distances is proposed and validated with measurements using different types of antennas. The proposed model, which takes into account all main near-field effects (i.e., phase error, antenna mismatch and reradiation between antennas) and includes frequency, antenna size and orientation as parameters, shows a good agreement with the simulations and the measurements. This model has also been applied to dispersive antennas (e.g., notch-antennas), and can be used in the design and analysis of short-range UWB communication systems.

Index Terms—Link budget, near-field measurements, ultrawideband (UWB) antenna, UWB propagation channel.

I. INTRODUCTION

ULTRAWIDEBAND (UWB) is a technology which was recently introduced for wireless communication systems, especially for short-range indoor applications. The Federal Communications Commission (FCC) has recognized the significance of UWB and initiated the regulatory review process of the technology. As a result, the UWB technology has been authorized for commercial use with different applications, different operating frequency bands as well as corresponding transmitted power spectral densities (PSD) [1].

The restrictions in the maximum PSD imposed by the FCC make this technology suitable for short-range networks, e.g., wireless personal area networks (WPAN). However, in these applications, transmit and receive antennas can be very close to each other (within the near-field region). Under near-field conditions, the common link budget models are not valid because the behavior of the antennas is quite different from the behavior in the far-field. In the far-field, plane wave propagation and a constant ratio between the electric and magnetic field given by the wave impedance, is assumed. However, in the near-field region different effects such as reactive fields, phase errors, and even reradiation between the antennas may become important.

The design and implementation of short-range UWB communication systems need accurate channel models in order to optimize the transmit power and estimate the coverage. Several UWB measurement results for WPAN applications are reported in the literature [2]–[12]. In [3], the human body effect on UWB signal propagation is investigated, but only for the receive antenna near the body and the transmit antenna in the far-field. In [4], UWB channel measurements for a body area network (BAN) are presented where transmit and receive antenna are placed directly on the body, but only the 3–6 GHz band was measured. Reference [6] shows the results of a set of time domain UWB measurements for very short distances. In spite of plenty of UWB measurement efforts for WPAN, the analysis of near-field effects and the link budget model has not received much attention.

In this paper, a novel UWB link budget model for short-range applications is proposed and validated with measurements and simulations. The near-field effects and its consequences on the UWB link budget are analyzed and its behavior is modeled. It turns out that known link budget models for the far-field can be applied, but with some modifications. The proposed model predicts the loss due to the near-field effects for short-range line-of-sight (LOS) UWB channels without any multipath effects. The structure of the paper is as follows. In Section II, the near-field effects are analyzed. The link budget model is proposed and explained in Section III. Section IV presents measurement results and verification of the proposed model. Concluding remarks are provided in Section V.

II. NEAR-FIELD EFFECTS ANALYSIS OVER A LARGE FREQUENCY BAND

Different near-field criteria have been established based on different effects that can appear in this region [13]. In this section, these effects among others are analyzed with respect to the received power over a large frequency band.

A. Phase Error

The near-field criterion associated to phase error is restricted to the fact that an incident spherical wave differs from a plane wave in a given fraction of the wavelength $\lambda$. When transmit and
receive antennas are close to each other, the rays of the spherical wave produced by the transmit antenna reach different parts of the receive antenna aperture with different phases. This affects the received power because the rays do not sum coherently at the receive antenna. The phase of each ray is a function of the distance between the antennas, the frequency and the antenna dimension. This effect causes variations in the received power as function of distance between the antennas and frequency and may cause distortion in the received signal. In the following, the near-field effect associated to the phase error is analyzed. Without loss of generality and for simplicity of the analysis, a dipole antenna with full matching is assumed. We analyze the case of two “thin” dipoles (i.e., transmit and receive) as depicted in Fig. 1(a). The voltage $V_{tx}$ at the terminals of the receive dipole can be expressed as [13]

$$V_{tx} \propto \frac{1}{l_{tx}} \int_{-l/2}^{l/2} E_{rx}(z_{rx}) I_{rx}(z_{rx}) dz_{rx}$$

(1)

where $I_{rx}$ is the current at the feed point of the receive antenna, $I_{tx}$ is the current illumination of the receive dipole, $z_{rx}$ is the position along the receive dipole and $l$ is the length of the dipole. The electric field along the receive dipole is given by:

$$E_{rx}(z_{rx}) = \left[ \int_{-l/2}^{l/2} E_{th}(z_{th}, z_{rx}) \cos(\alpha(z_{th}, z_{rx})) dz_{th} ight] \cos\left(\frac{\pi}{2} - \alpha(z_{th}, z_{rx})\right) d\alpha$$

(2)

Using the equations of the infinitesimal dipole as given in [13]

$$E_r = \eta I_d \cos \theta \left[ 1 + \frac{1}{jk r} \right] e^{-jkr}$$

(3)

$$E_{th} = \frac{k I_d \sin \theta}{4\pi r} \left[ 1 + \frac{1}{jkr} - \frac{1}{(kr)^2} \right] e^{-jkr}$$

(4)

The voltage in the receive antenna can be expressed as

$$V_{tx} \propto \frac{1}{l_{tx}} \int_{-l/2}^{l/2} [E_1 + E_2] I_{rx}(z_{rx}) dz_{rx}$$

(5)

where

$$E_1 = \int_{-l/2}^{l/2} \left[ \frac{k I_d}{4\pi r} \sin \theta(z_{th}, z_{rx}) \left[ 1 + \frac{1}{jkr(z_{th}, z_{rx})} - \frac{1}{(kr(z_{th}, z_{rx}))^2} \right] e^{-jkr(z_{th}, z_{rx})} \cos(\alpha(z_{th}, z_{rx})) \right] dz_{th}$$

(6)

$$E_2 = \int_{-l/2}^{l/2} \left[ \frac{k I_d}{2\pi r(z_{th}, z_{rx})^2} \left[ 1 + \frac{1}{jkr(z_{th}, z_{rx})} \right] e^{-jkr(z_{th}, z_{rx})} \cos\left( \frac{\pi}{2} - \alpha(z_{th}, z_{rx}) \right) \right] dz_{th}$$

(7)

where $k$ is the wave number ($2\pi/\lambda$), $I_d$ is the excitation current, $\eta$ is the free space impedance (120$\pi$), $\theta$ is the elevation angle with respect to the axis of the dipole assumed along the zenith, $\phi$ is the azimuth angle with respect to the $x$-axis in a rectangular coordinate system with its $z$-axis along the zenith, and $r$ is the distance from the dipole. To verify expression (5), simulations were done using the IE3D Electromagnetic simulator. To this end, different dipoles associated to different frequencies (i.e., different lengths) have been simulated. Fig. 2 compares the calculated and simulated (normalized) received power as a function of distance between two dipoles (the $x$-axis in the middle of the figures shows the distance normalized to the wavelength $\lambda$). The received power $20 \log_{10}(V_{tx})$ is normalized to the distance assuming a distance dependence of $1/r^2$. From this figure it can be observed that the received power at very short
distances is less than expected for the far-field region of the antenna. The main reason is that different rays picked up by the antenna are not in-phase, and therefore the total received power is less. Another reason is that when a source point is very close to the dipole at distance $R$, the rays of the received spherical wave have traveled a distance larger or equal to $R$ as can be seen from Fig. 1(b). It can also be seen that the calculations match well to the simulations and they experience the same (exponential) behavior. Moreover, the loss is higher for larger antennas, which agrees with the phase error criterion. According to the obtained results, the received power experiences the same behavior with respect to frequency and hence the same behavior can be expected when the power is averaged over a large frequency band. Therefore, the simulation results of different dipoles at different center frequencies are combined. Fig. 3(a) shows the calculated and simulated normalized power, averaged over the frequency band 3–10 GHz (i.e., 8 dipoles of 3 to 10 GHz with a step of 1 GHz), as a function of the distance between two dipoles. Again the results match very well. However, a dipole antenna is known as a narrowband antenna. To validate whether this approach is correct, additional simulations with wideband antennas have been done. To this end, a diamond antenna has been simulated between 3 and 10 GHz and the results were compared to those of combined dipoles in Fig. 3(b), from which identical behavior is observed.

**B. Antenna Mismatch**

The electric and magnetic fields for distances within the near-field region have a quite different behavior. They consist of radiating components and reactive or storage components. For radiating fields, the source is not affected by the observer. Once the radiating field leaves the antenna, it is gone forever, and the source is not affected if the energy is absorbed or not. For reactive or stored fields the effect is different. Any time that an observer extracts or diverts part of the reactive field energy, it will cause a reaction in the source circuit which might change the input impedance of the antenna [14]. Fig. 4(a) shows the progression of the different terms in (4) as a function of the distance. In this figure, it can be seen which field predominates in the near- and far-field. All the terms have the same value at $\lambda/2\pi$. For distances below $r = \lambda/2\pi$ (point of intersection) the reactive fields predominate. The coupling of the reactive static field to the receive antenna can be modeled as an electric and/or magnetic coupling and it will affect the transmit antenna by changing its input impedance. This coupling will vary with frequency. The changes in the input impedance of the transmit antenna may cause a mismatch for one or several frequencies, and a distortion in the frequency response of the antennas. To analyze this effect, simulations have been done using a diamond antenna with a second identical antenna placed at different distances. Fig. 4(b)–(d) shows the antenna reflection coefficient $S_{11}$ as a function of frequency for different separation distances using diamond antennas. Different frequency bands are simulated according to different “diamond” antenna sizes (i.e., $2 \times 2$ cm and $4 \times 4$ cm for one flaire). From these figures it can be seen that for distances of 2 cm and larger the variations in $S_{11}$ are not very big because the antenna is still matched. For distances of 1 cm (or less) a small antenna mismatch occurs. It can also be concluded that the mismatching is more important for large antennas than for small antennas.

**C. Reradiation Between Antennas**

The voltage induced in a receive antenna due to the electromagnetic field generated by a transmit antenna produces a current through both the antenna impedance and the load impedance. Part of the power picked up by the antenna will be absorbed by the load impedance and a part of the power will be dissipated in the antenna impedance. This might produce a reradiation from the receive antenna that can be picked up by the transmit antenna and reradiated again producing interference in the receive antenna. The amount of power reradiated by the receive antenna depends on the antenna mismatch and the physical antenna structure. For a given distance, the reradiation between the antennas may add constructively or destructively depending on the frequency and the phase shift introduced by both antennas. This effect causes a variation of the received power as a function of frequency. This means that the channel frequency response may change for different distances, not only in level, but also the shape. The previous simulation results are used to investigate the received pulse waveform for different
distances between two diamond antennas. Fig. 5(a)–(c) shows the received pulse waveform for diamond antennas with sizes of 2, 3, and 4 cm, respectively. From these figures, the received pulse waveform at 2 cm and 3 cm distance is almost the same and hence the reradiation between the antennas is negligible. Clearly, for a smaller antenna the effect is smaller, due to the dependence between the surface of the antenna and the structural mode of the scattering cross section. Therefore, to highlight this effect, an additional simulation of a larger 6 cm diamond antenna was done. The corresponding results are shown in Fig. 5(d). From this figure, the reradiation between antennas is clearly seen. The vertical dashed lines mark an interval equivalent to two times the distance between the antennas in order to have a reference of the “repetition” of the pulse due to antenna reradiation.

III. PROPOSED LINK BUDGET MODEL

Different effects such as antenna mismatch, reradiation between antennas and phase error can appear when transmit and receive antennas are close to each other. As UWB is mainly introduced for indoor communications and the frequency band proposed by FCC for such environment is 3.1–10.6 GHz, the antenna mismatch is restricted to distances smaller than $c/2\pi f_{\text{min}} \approx 1.5$ cm. Thus, this effect will be negligible for most of the applications. Reradiation between antennas mainly appear for large antennas which are not often used for short-range applications. As a result, the link budget in the near-field will be primarily affected by the phase error which is dependent on the considered bandwidth. When the received power is integrated over the large UWB bandwidth, it tends to be smaller than the expected received power using Friis law, as can be seen from Fig. 3. The Friis equation is given by

$$P_r(f) = P_t(f) G_t(f) G_r(f) \left( \frac{\lambda}{4\pi r^2} \right)^2 \quad (8)$$

where $\lambda = c/f$ and $P_t$, $P_r$, $G_t$ and $G_r$ are the transmit and receive powers, and transmit and receive antenna gains, respectively. The phase error becomes important when the physical dimensions of the antennas are large compared to the distance between the antennas, i.e., for distances $r < 2D^2/\lambda = r_{ff}$[13] where $D$ is the largest dimension of the antenna and $r_{ff}$ is the far-field limit distance. The operating frequency also plays an important role because at higher frequencies the phase errors will be larger for the same antenna dimensions, and the behavior will be different for different frequencies, which implies that it can result in signal distortion. Thus, these parameters should be taken into account in the model of the channel under near-field conditions. Channel modeling of near-field effects based on (5) is complicated. In this paper, we propose a simple model for the link budget in the near-field. The novel proposed model introduces an extra loss factor to the known far-field free space equation, caused by the near-field effects. In this model, the total loss is expressed as

$$L_{\text{total}}(r, f) = \frac{P_t(f)}{P_r(f)} = L_{ff}(r, f) \gamma_n(f, r) \quad (9)$$

where

$$\gamma_n(f, r) = 1 - e^{-r/\delta_D(f, A_k, \theta)} \quad (10)$$

$L_{\text{total}}$ is the total loss of the channel, $L_{ff}$ is the channel loss in the far-field, $\gamma_n$ is the correction factor due to near-field effects and $\delta_D$ is the distance decay constant which depends on the maximum size of the antenna $A_k$, its orientation $\theta$ and the frequency $f$. According to (10), the near-field correction factor $\gamma_n \approx 1$ for the far-field case $r \gg \delta_D$. The proposed model is validated with measurements for different kinds of antennas.

IV. MEASUREMENTS, SIMULATIONS AND VERIFICATION

A. Measurement Setup

In order to validate the proposed model, a set of measurements has been performed at different distances using a time domain technique as shown in Fig. 6(a). The generator fires a Gaussian-like pulse with a time duration of 35 ps. The sampling oscilloscope controls the sampling unit and the pulse generator with trigger pulses each 100 ns and has an operational bandwidth up to 26 GHz. An acquisition time window of 10 ns is used with 4096 points which means that the received signal is sampled at a rate of 1 sample per 2 ps. The antennas are situated on Styrofoam boards in order to keep them more than one meter from the ground. Also there were no objects at less than one meter from the antennas. In this way, the reflections of the walls and/or objects can be removed using an appropriate time window. In addition to time domain measurements, a set of measurements based on the frequency domain technique has been performed in an anechoic chamber [see Fig. 6(b)]. To this end, a network analyzer “Agilent-E8364B” is used and a bandwidth of 12 GHz is measured from 0.01 to 12.01 GHz with a step size of 7.5 MHz. For both setups, two identical transmit and receive antennas were used. One antenna was kept fixed while the other one was moved on a straight line covering a distance from
2) of different antennas and is a far-
are a near-
is the transfer function of the mea-
were used (see Fig. 7):

- three pairs are bi-conical antennas with different sizes and referred to as BC1, BC2 and BC3, with their dimensions, [diameter, height] in centimeters: [16, 6.5], [7.5, 3.2] and [2.6, 0.8], respectively;
- one pair consists of planar elliptical UWB time domain “Schantz” antennas (2–8 GHz) [15];
- one pair consists of planar UWB butterfly antennas (2–9 GHz) [16];
- one pair consists of dielectric wedge antennas (0.5–6 GHz) [17].

The reflection coefficient and the gain of the bi-conical an-
tennas are shown in Fig. 8. More details about other antennas
can be found in [15], [16] and [17], respectively. In total, 1400 measured profiles have been gathered.

### B. Data Processing Method

First the received time domain signal is filtered over the en-
tire antenna bandwidth using a digital butterworth filter. In this way the out-of-band noise is suppressed. Then, a raised cosine window is implemented to remove undesired signals and also to reduce the leakage problem when transforming the signal to the frequency domain. The received signal is normalized to the free space equation as follows. The measured voltage in the far-field can be expressed using the Friis equation as

$$V_{r,ff}^f(f) = V_g(f)\sqrt{G_T(f)G_r(f)G_{sys}(f)} \left( \frac{\lambda}{4\pi r_{ff}} \right)$$ \hspace{1cm} (11)

where $V_g(f)$ is the generator output, $G_T(f)$ and $G_r(f)$ are transmit and receive antenna gains, respectively, $r_{ff}$ is a far-
fund distance and $G_{sys}(f)$ is the transfer function of the mea-
sure system which includes the cables, attenuators, etc. The measured voltage in the near-field can be expressed now as

$$V_{r,nf}^n(f) = \left[ V_g(f)\sqrt{G_T(f)G_r(f)G_{sys}(f)} \left( \frac{\lambda}{4\pi r_{nf}} \right) \right] \times \gamma_{nf}(r, f)$$ \hspace{1cm} (12)

where $r_{nf}$ is a near-field distance. Using (11) and (12), we get

$$\gamma_{nf}(r, f) = \left[ \frac{r_{nf}}{r_{ff} V_r^f(f)} \right] V_r^n(f).$$ \hspace{1cm} (13)

From this equation it can be seen that the modeling results do not depend on the signal used to excite the channel which makes the model easy to use in practice.

### C. Measurement and Modeling Results

The total normalized received power is integrated over the en-
tire antenna bandwidth (e.g., 3–10 GHz) in order to obtain the received power as a function of the distance between the antennas. From the measurements, the distance decay constant $\delta_P$ is estimated using the least squares method and the results of the model are plotted and compared to the measured results. Fig. 9 shows the measurement results of the normalized received power as a function of the distance for different antennas. For the bi-conical antennas the measured distance is determined as
We consider the edge of the antenna as the reference point because that is the point where most of the energy radiates. As the magnitude of the received power is normalized to the far-field, the loss due to near-field effects can be seen as the difference between the curves and the horizontal 0 dB line. From this figure it can be observed that for all used antennas the extra loss due to near-field conditions decreases with the separation distance until \( r = 0 \), and it has an exponential behavior. The measurements and the proposed model match well for all antennas. Additionally, to check the validity of the model, the time domain results are compared to those obtained with the frequency domain technique as shown in Fig. 10. It is clear that the modeling results are the same for both techniques.

Moreover, the measured signal experiences all near-field effects discussed in Section II. In the following we try to check the impact of those effects among others by means of measurements rather than by simulations. Fig. 11 shows the measured results of the reflection coefficient for the bi-conical “BC1” antenna and the Time Domain antenna. It can be seen that for the BC1 antenna the \( S_{11} \) parameter does not change with the distance. The same effect is observed for the Time Domain antenna. Only a very small variation is seen at a distance of 1.5 cm, however, the \( S_{11} \) is below \(-10 \text{ dB}\) which means that the antenna is still matched. To investigate the reradiation between antennas, the measured signals at different “small” distances are compared in Fig. 12. From this figure it is clear that antenna reradiation does not occur.

### D. Model Parameters

1) **Antenna Size:** According to the results in Fig. 9, it can be concluded that for a fixed distance the losses are larger for larger antennas and this agrees with the phase error definition. The distance for which the extra loss is 3 dB is about 15, 7.1, and 4 cm for the BC1, BC2, and BC3 antennas, respectively. These values are comparable with the maximum size of each antenna, that is 17.3 cm, 8.2 cm and 3.5 cm, respectively. Fig. 13(a) shows the distance decay constant \( \delta_D \) as a function of the maximum size for the bi-conical antennas BC1, BC2, and BC3. Although limited data was available, it can generally be observed that the behavior of \( \delta_D \) tends to increase with the maximum antenna size \( A_s \). The same behavior is observed for the simulated diamond antennas. Fig. 13(b) shows the parameter \( \delta_D \) versus \( A_s \) for all used antennas. The solid line represents a best fit model for the variation of \( \delta_D \) with \( A_s \). Using this model and the size of any other selected antenna, a-priori information about the parameter \( \delta_D \) can be obtained.

2) **Frequency Dependency:** As stated before, the coupling between antennas as well as the phase error will vary with the operating frequency. Therefore, it is important to check the frequency dependency of the proposed model. To this end, the large bandwidth is divided into small frequency bands (i.e., chunks), and the model parameter \( \delta_D \) is estimated for each chunk (e.g., 100 MHz).
Fig. 13. Distance decay constant versus maximum antenna size.

Fig. 14. Distance decay constant as a function of frequency.

Fig. 15. Frequency characteristics of the UWB notch antenna.

Fig. 16. Comparison of diamond antenna with and without a notch.

Fig. 17. Illustration of different orientation angles.

Fig. 18. Measured BC1 and TD antennas
(a) Bi-conical antennas
(b) Combined data of all antennas

where the constant $a$ depends on the size of the antenna and the slope $b$ depends on the geometry of the antenna.

3) The Effect of Dispersive Antennas: One of the major problems in UWB transmission is the narrow-band interference (i.e., from WLAN). To suppress such interference different solutions have been proposed. One classical solution is using a notch filter which can be designed into the antenna. When an antenna has a notch it will become time dispersive. The proposed model is checked for such kind of dispersive antennas by means of simulations using a diamond antenna of almost 2 cm with a notch at 5.4 GHz.\(^3\) The reflection coefficient $S_{11}$ and the gain $S_{21}$ of the antenna are shown in Fig. 15. Fig. 16(a) gives the simulation results of the normalized power as a function of distance for the antenna with and without the notch. The obtained results are almost the same and this is because the power is integrated over a large bandwidth and hence the notch is well compensated. However, we expect that when the power is integrated over a smaller bandwidth, the notch will dramatically influence the model parameter. To check this, we evaluate the frequency dependency of $\delta_D$. Fig. 16(b) gives the simulation results of $\delta_D$ as a function of frequency for the antenna with and without a notch. From this figure it is clear that the deviation of $\delta_D$ from the model is large around the notch. Exactly at the notch-frequency, $\delta_D$ is equal to zero because the received power for all distances converge to that notch point and hence the difference between the received power is zero which means no difference between near and far-field. It should also be noted that at higher frequencies there is a deviation of $\delta_D$ between the two cases and this is because the antennas do not have exactly the same size.

4) Antenna Orientation: For near-field measurements the radiation pattern of an antenna is not formed. Parameters as gain, directivity, etc. have no meaning in this region because they are specifically defined assuming far-field conditions. However, since the phase error and the coupling depend on the position of the antenna the model is checked for different antenna orientations. For this reason, a set of measurements is performed keeping one antenna fix while changing the orientation of the other antenna from 0 to 90 degrees with a step of 5 degrees. This is repeated for all distances between transmit and receive antenna using the Time Domain antennas. Fig. 17 shows the position of the antennas for different orientation angles. Fig. 18 shows the measurement results of the normalized received power as a function of distance for different orientation angles. From this figure we can see that the proposed model is still valid for all orientation angles. Moreover, the loss at 0 degree is maximum. This can be explained by the fact that when the antenna is oriented at a certain angle, for example 90 degrees, a half of its aperture is situated more in the near-field region than the other half where its received power is higher and consequently the total power is higher.

V. CONCLUSION

In this work, a new LOS UWB link budget model for short-range applications under near-field antenna conditions...
is proposed and validated by means of simulations and measurements. The model introduces a near-field modification factor for the losses as predicted under far-field measurements. The model is proposed and validated by means of simulations and measurements and does not depend on the signal used to excite the channel which makes it easy to use in practice. The obtained results show that the received signal for small antennas is mainly influenced by the phase error, however for large antennas operating at low frequencies antenna mismatch and reradiation between antennas may become important as well. The near-field effect shows a strong dependency on the physical size of the antenna; it is stronger for larger antennas than for smaller antennas. The distance decay constant slightly increases with the frequency and is linearly modeled. The obtained results can be used in the design and analysis of short-range UWB communication systems.
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