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This thesis describes the implementation of a sampled voltage reference. A sampled voltage reference aims to achieve both low-power and low-noise by storing the output of a voltage reference on a capacitor for a long time. This allows the reference to be switched off during the hold period, which leads to lower average power. At the same time, all the voltage reference's noise is pushed down into a bandwidth determined by the refresh frequency, while the buffer can be made low-noise by auto-zeroing.

The design of a continuous-time auto-zeroed buffer with low-noise and low-offset is presented. Various techniques have been used to reduce the transients created by auto-zeroing. In simulation the transients are below 1 µV peak-to-peak, but the effectiveness of the techniques could not be evaluated in measurements.

The design of a low leakage sample and hold circuit is also presented. This uses bootstrap techniques to maintain zero potential across critical parasitic diodes. It is shown to be effective, resulting in a drift of about 5 µV per second. A mechanism is found which explains how the buffer's residual offset is transferred to the hold capacitor. A special slow-chopping technique is presented and implemented to try to reverse the leakage due to this residual offset.

The final implemented design suffers from a large coupling between the high frequency reference clock and the output. It is shown that this causes a much higher residual offset than expected, which in turn increases the leakage of the hold capacitor. With a measured residual offset in the order of several 100 µVs and an auto-zeroing frequency of 2 kHz, the leakage in 1 s is 34 mV. Via simulation it is shown that with a lower residual offset, the leakage can be greatly reduced.

Methods of improving the current design have been investigated. A new clocking scheme is proposed and simulated. Improvements to the buffer are also proposed, which should lower its 1/f noise corner. This would allow for a lower auto-zeroing frequency, which in turn will further reduce the leakage.
Acknowledgement

First I would like to thank Prof. Kofi Makinwa for giving me the opportunity to work in a very inspiring research group on a very interesting project. He helped immensely by recognizing key moments in the project, by reemphasizing between what was key to the design and what was not. His active lobby for good presenting engineers, helped to continuously push my presentation skills.

Next I would like to thank Han Huijsing for his guidance throughout this project. Besides the many technical discussions on Monday and Tuesday, which were always very fruitful, we also had very interesting discussions on non-technical subjects. The fact that I could always reach him, despite his busy schedule, was very helpful and comforting.

I would like to thank Kia Souri for the regular meetings about the project and giving me a nice start at the beginning of the project. I hope that our separate contributions will be combined in the near future.

I would like to thank Jan Angevare for helping out with the digital design and layout, after the design review. I appreciate how friendly he stayed, besides the numerous times that he had to change the pad ring. His calmness was very comforting and helpful, especially when the pressure raised with the tape-out deadline approaching. I would like to thank Atef for his help during the final month before the tape-out with the chip finishing and the transferal of the layout to the manufacturer. His contacts and experience turned out to be priceless.

I would like to thank all group members for their useful feedback and ideas during group meetings and design reviews. You all helped to make my time as a master student a very educational and enjoyable experience. I would like to thank: Jan, Jeroen, Janquan, Yinka, Saleh, Junfeng and Long for helping me in various ways. I would like to thank Zu-yao, Lukasz and Ron for their help with my PCBs, Ron for giving a mini crash course in SMD soldering and Zu-yao for bonding my chips. I would like thank Joyce and Karen for doing the paperwork that makes all other work possible and for the numerous fun activities they organized.

Last but definitely not least, I would like to thank my family for their support and understanding during some of my long days at the university. Your love and support helped me through the less joyful moments of this project.

C. T. Rooijers
Delft, January 2016
## Contents

List of Figures xi

1 Introduction 1
   1.1 Literature/History ............................................. 2
   1.2 State-of-the-art / recent techniques ........................ 2
   1.3 Motivation ..................................................... 3
   1.4 Key idea ...................................................... 3

2 System Level Design 5
   2.1 Offset and offset drift cancellation .......................... 5
      2.1.1 Trimming .................................................. 5
      2.1.2 Chopping .................................................. 6
      2.1.3 Auto-zeroing .............................................. 6
      2.1.4 Reducing the unity-gain error ............................ 6
      2.1.5 Conclusion ................................................ 6
      2.1.6 Specifications ............................................. 7
   2.2 A continuous-time auto-zeroed buffer .......................... 7
   2.3 Switching transients .......................................... 8
      2.3.1 Active integration ....................................... 10
      2.3.2 Dead time ................................................ 11
      2.3.3 Source degeneration .................................... 12
   2.4 Residual offset analysis ...................................... 14
   2.5 Noise analysis ................................................ 16
      2.5.1 Getting low noise in the 0.1 to 10 Hz bandwidth ........ 16
      2.5.2 Auto-zero noise ......................................... 17
   2.6 Achieving a long hold time ................................. 20
      2.6.1 Body diode leakage ..................................... 20
      2.6.2 Channel leakage ......................................... 21
      2.6.3 Capacitor selection .................................... 23
      2.6.4 Charge injection/ Clock feedthrough .................... 23
      2.6.5 Input current of the buffer and AZ1 .................... 23
   2.7 Charge kickback ........................................... 23
   2.8 Slow-chopping ............................................. 25

3 Transistor level implementation details 27
   3.1 Buffer transistor implementation ............................ 28
   3.2 AZ1 implementation .......................................... 29
   3.3 AZ2 and AZ3 implementation .................................. 29
   3.4 Integrator .................................................... 30
   3.5 Digital design .............................................. 31
   3.6 Layout ....................................................... 32

4 Results and Future work 35
   4.1 Simulation of the switching transients ....................... 35
      4.1.1 Conventional continuous-time auto-zeroed buffer ....... 36
      4.1.2 Continuous-time auto-zeroed buffer with active integration .... 36
      4.1.3 Continuous-time auto-zeroed buffer with active integration and deadtime .... 37
      4.1.4 Post-layout ............................................ 38
4.2 The measurement setup ...................................................... 38
4.3 The measured effect of the reference clock on the output ............... 39
4.4 Measured hold time without auto-zeroing .............................. 40
4.5 Hold time with continuous auto-zeroing ............................... 42
  4.5.1 Pre-layout simulation ................................................. 42
  4.5.2 Post-layout simulation .............................................. 43
  4.5.3 Measured ............................................................ 43
4.6 The effect of clock signals on the measured leakage .................... 44
  4.6.1 The effect of the complementary reference clock ................ 44
  4.6.2 The effect of loading the reference clock ....................... 45
4.7 Future work ............................................................. 47
  4.7.1 Changing the clocking scheme .................................... 47
  4.7.2 Lower the required auto-zeroing frequency ..................... 49
  4.7.3 Using trimming to compensate the leakage current .............. 50
  4.7.4 Other improvements ................................................ 50
  4.7.5 Switching to an other approach ................................... 51

5 Conclusions .................................................................. 53

Bibliography .................................................................. 55
List of Figures

1.1 Some typical applications for a voltage reference. From left to right: sensor conditioning, analog-to-digital conversion and digital-to-analog conversion.

1.2 The bandgap reference principle.

1.3 The key idea of a sampled voltage reference.

2.1 Offset compensation techniques. From left to right: trimming, chopping and input sampled auto-zeroing.

2.2 A ping-pong continuous-time auto-zeroed amplifier [1].

2.3 A conventional continuous-time auto-zeroed buffer.

2.4 A sketch of the effect of a limited bandwidth of AZ1 on the output current and the voltage on EF and GH. Drawn for the case that \( V_{os2} > V_{os1} \).

2.5 From left to right: dummy switches, transmission gates and differential sampling.

2.6 A continuous-time auto-zeroed buffer with active integration.

2.7 The two implementations of the active integrator. On the left two auto-zeroed integrators and on the right a shared integrator.

2.8 A continuous-time auto-zeroed buffer with active integration and dead time with the timing of the dead time (\( \phi_d \)) and the auto-zeroing phases.

2.9 The different phases that the continuous-time auto-zeroed buffer with active integration and dead time goes through.

2.10 Two options for the dead time implementation. On the left the option with two deadtime clocks and on the right a single shared deadtime clock.

2.11 The equivalent block diagram of the loop measuring \( V_{os2} \).

2.12 The equivalent block diagram of the loop measuring \( V_{os1} \).

2.13 The equivalent block diagram of the circuit removing the offset of the buffer.

2.14 The sinc function for a refresh frequency of 10s.

2.15 Noise PSD of a typical CMOS amplifier [1].

2.16 Noise PSD of an auto-zeroed amplifier [1].

2.17 The output noise spectrum of the buffer without auto-zeroing, with logarithmic y and x-axis.

2.18 The output noise spectrum of the buffer with auto-zeroing at 100 kHz.

2.19 On the left a normal S&H circuit and on the right the special low leakage S&H circuit.

2.20 The different parasitic diodes of the T-gate implementation of switch SW2 in a triple well process.

2.21 The off resistance against the potential across the switch.

2.22 Low leakage S&H circuit with a buffer to supply the channel leakage current.

2.23 Charge kickback caused by an error on the output.

2.24 Charge kickback with charge injection taken into account.

2.25 Continuous time auto-zeroed buffer with active integration and leakage reversing slow chopping.

2.26 Simulation result of the slow chopping.

3.1 The complete circuit with continuous-time auto-zeroed buffer and low-leakage sample and hold.

3.2 Buffer amplifier, two stage: a telescopic amplifier and a class A output stage.

3.3 The implementation of AZ1, a telescopic OTA.

3.4 The implementation of AZ2 and AZ3.

3.5 The integrator implementation.

3.6 The digital circuit used to generate synchronized complementary clock signals from a single-ended input clock.

3.7 A block diagram of the complete digital circuit.

3.8 A micrograph of the implemented chip.

3.9 Cross section of the shielded clock signals in the 6 Metal TSMC process.
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1</td>
<td>The simulated switching transients and residual offset of the conventional continuous time auto-zeroed buffer.</td>
<td>36</td>
</tr>
<tr>
<td>4.2</td>
<td>The simulated switching transients and residual offset of the continuous time auto-zeroed buffer with active integration.</td>
<td>37</td>
</tr>
<tr>
<td>4.3</td>
<td>The simulated switching transients and residual offset of the continuous time auto-zeroed buffer with active integration and dead-time.</td>
<td>37</td>
</tr>
<tr>
<td>4.4</td>
<td>The simulated switching transients and residual offset of the extracted post-layout circuit.</td>
<td>38</td>
</tr>
<tr>
<td>4.5</td>
<td>A block diagram of the measurement setup.</td>
<td>38</td>
</tr>
<tr>
<td>4.6</td>
<td>The measured effect of the reference frequency on the output of the buffer.</td>
<td>39</td>
</tr>
<tr>
<td>4.7</td>
<td>Leakage measurement without auto-zeroing, with a refresh period of 1s.</td>
<td>40</td>
</tr>
<tr>
<td>4.8</td>
<td>Leakage measurement without auto-zeroing, with a refresh period of 10s.</td>
<td>41</td>
</tr>
<tr>
<td>4.9</td>
<td>Leakage measurement without auto-zeroing, with a refresh period of 10s and the body capacitor voltage set at 0.9 V.</td>
<td>41</td>
</tr>
<tr>
<td>4.10</td>
<td>Leakage measurement without auto-zeroing, with a refresh period of 20s and the body capacitor voltage set at 0.9 V.</td>
<td>42</td>
</tr>
<tr>
<td>4.11</td>
<td>A simulation of the leakage for the pre-layout circuit.</td>
<td>42</td>
</tr>
<tr>
<td>4.12</td>
<td>A simulation of the leakage for the post-layout circuit.</td>
<td>43</td>
</tr>
<tr>
<td>4.13</td>
<td>Leakage measurement with auto-zeroing with a frequency of 2 kHz and a refresh period of 1 s.</td>
<td>44</td>
</tr>
<tr>
<td>4.14</td>
<td>Leakage measurement with auto-zeroing with a frequency of 2 kHz, with a refresh period of 1 s and with $f_{ref}$.</td>
<td>44</td>
</tr>
<tr>
<td>4.15</td>
<td>Leakage measurement with auto-zeroing with a frequency of 2 kHz, with a refresh period of 1 s and with capacitive loading of $f_{ref}$.</td>
<td>45</td>
</tr>
<tr>
<td>4.16</td>
<td>Leakage measurement for different reference frequencies.</td>
<td>46</td>
</tr>
<tr>
<td>4.17</td>
<td>Leakage measurement for different auto-zeroing frequencies.</td>
<td>46</td>
</tr>
<tr>
<td>4.18</td>
<td>The implementation of the SR-latch.</td>
<td>48</td>
</tr>
<tr>
<td>4.19</td>
<td>$Phi$ and $Phi_{bar}$ generated by the complementary clock generator.</td>
<td>48</td>
</tr>
<tr>
<td>4.20</td>
<td>$Phi$ and $Phi_{bar}$ generated by the SR-latch.</td>
<td>48</td>
</tr>
<tr>
<td>4.21</td>
<td>Deriving the auto-zero clock from the dead-time clock.</td>
<td>49</td>
</tr>
<tr>
<td>4.22</td>
<td>The output noise spectrum of the improved buffer without auto-zeroing.</td>
<td>50</td>
</tr>
<tr>
<td>4.23</td>
<td>The switched capacitor network used for averaging the noise.</td>
<td>51</td>
</tr>
<tr>
<td>4.24</td>
<td>Leakage measurement for auto-zeroing just during the charge time, with a 1s hold time.</td>
<td>52</td>
</tr>
<tr>
<td>4.25</td>
<td>Leakage measurement for auto-zeroing just during the charge time, with a 10s hold time.</td>
<td>52</td>
</tr>
<tr>
<td>4.26</td>
<td>Leakage measurement for auto-zeroing just during the charge time, with a 10s hold time and $VCb = Vdd/2$.</td>
<td>52</td>
</tr>
</tbody>
</table>
The voltage reference is a commonly used building block in many analog and mixed-signal systems. In a measurement system, the voltage reference provides the standard against which other voltage measurements are referred. To be useful, the reference voltage should be insensitive to environmental variations such as: temperature, supply voltage and time. The application of voltage references include: sensor conditioning, analog-to-digital conversion (ADC) and digital-to-analog conversion (DAC), as shown in Figure 1.1.

For these applications some key parameters for the voltage reference have been determined:

- Initial accuracy
- Temperature coefficient
- Noise
- Long-term drift
- Power supply rejection ratio
1.1. Literature/History
Voltage references have been around for a long time. The first voltage references were the Clark cell and Weston cell developed in the 19th century [2]. These bulky electrochemical cells were mostly used as laboratory standards.

The first semiconductor voltage reference was the zener diode introduced in the late 1950s [3]. The zener reference behaves like a non-linear divider. It works by reverse biasing a PN junction until it reaches the breakdown voltage where the voltage over the junction changes very little with supply current. The breakdown effect is due to two different effects namely: the avalanche effect and the zener effect. The avalanche effect gives a negative temperature coefficient while the zener effect gives a positive temperature coefficient. The residual temperature coefficient of a Zener diode is slightly positive. This positive temperature coefficient can be combined with the negative temperature coefficient of a forward biased diode, to create a temperature compensated Zener diode. In the 1970’s [4, 5] zener diodes were placed deeper in the silicon, to get rid of the $1/f$ noise which is mostly a surface effect.

Even though buried zener references with superior temperature coefficient (0.05 ppm/$^\circ$C using temperature stabilization) and long term-stability ($2 \mu V / \sqrt{kHz}$) are around [6], they are no longer widely used due to their high supply voltage requirement (>7V) and large current consumption.

![Figure 1.2: The bandgap reference principle.](image)

In 1964 [7] a new principle was introduced by Hilbiber to create a stable voltage reference, this principle is referred to as the bandgap principle. In the bandgap principle, shown in Figure 1.2, two voltages with different temperature coefficients are combined to get a temperature independent output. Most commonly the base-emitter voltage ($V_{BE}$) is used which has a negative temperature coefficient (CTAT), combined with the difference between two base-emitter voltage ($\Delta V_{BE}$) which has a positive temperature coefficient (PTAT). After the introduction by Hilbiber, several circuits have been published that use this principle to create a reference voltage [8–10].

The first bandgap references were first-order temperature compensated, higher-order effects give rise to residual temperature dependency. This results in a typical temperature coefficient of around 0.1 %/$^\circ$C. To get rid of second-order effects, second-order compensation was introduced [11, 12]. This improves the temperature coefficient by an order of magnitude, to typical values of around 50 ppm/$^\circ$C. Using two-point trimming [13], the temperature coefficient can be lowered to typical values of 3 ppm/$^\circ$C. A bandgap reference typically contains a CMOS opamp to combine $V_{BE}$ with a scaled $\Delta V_{BE}$. The spread of $V_{BE}$ is mainly PTAT, while the offset of a CMOS opamp typically has a non-PTAT temperature drift. Therefore, a single-point trim cannot compensate for both. Using chopping to minimize the offset of the opamp, the temperature coefficient can be below 10 ppm/$^\circ$C with a one-point trim [14].

1.2. State-of-the-art / Recent Techniques
With the increasing trend towards lower supply voltage and low-power applications. In recent years many publications have been written about bandgap references with an output below the usual 1.2 V [15, 16] and nW-power bandgap references [17, 18]. Both of these nW-power bandgap references achieve low power by reducing the current used in the bandgap core. Although not confirmed by published results, this will come at the cost of increased noise.
1.3. Motivation

Another approach [19, 20] to getting low-power bandgap references is by using a sampled bandgap reference, to reduce the average required current. By holding the reference voltage created by a bandgap reference on a capacitor, the bandgap core can be switched off, reducing the average required current. The key to getting low power is reducing the leakage to get a long hold time. [20] aims to achieve a long hold time by measuring the leakage of a small capacitor (50 fF) and using this to reduce the leakage of a large hold capacitor. The hold time is dynamically changed, based on the measured voltage droop. This is shown to be effective with an average power consumption of 2.98 nW at room temperature. However, the allowed voltage droop is rather large with 100 μV. Furthermore, the hold time drops dramatically for higher temperatures (100 s at 40 °C, 10 s for 50 °C, and 0.5 s for 80 °C), which also dramatically increases the average required power. [19] aims to achieve a long hold time by using a buffered hold capacitor voltage to reduce the leakage of the critical junctions. It is shown to be effective with an average power of 170 nW. The hold time is rather low with 100 ms and no mention is made of the voltage droop. Large output transients of 20 mV peak-to-peak also occur during the charging of the hold capacitor. Low noise is claimed, but no data is supplied to support this claim. Without chopping and auto-zeroing, the noise will be limited by the buffer. [21] combines a power-efficient ADC with a low-power reference. The reference only consumes 25 nW and this can be reduced to 2.5 nW by using duty-cycling. The duty-cycling is done with a cascade of three sample-and-hold stages, where each stage lowers the voltage across the switch and reduces the leakage. A duty-cycle of 10% is achieved, with a maximum ripple of 100 μV and no performance loss in the ADC.

The design of a voltage reference is, just like the design of other analog circuits, a trade-off between different design parameters. The initial accuracy is a reflection on the sensitivity to process variation. Voltage references with very high initial accuracy require special circuit techniques such as dynamic element matching and costly trimming techniques. References with very low temperature coefficients require second-order curvature compensation. Low noise usually comes at the cost of increased power consumption. While references with a low power consumption usually have degraded initial accuracy, temperature coefficient and noise performance.

For these reasons, commercially available low-power voltage references, such as the LT6656 shown in table 1.1, usually have relatively high noise and poorer temperature coefficients. While the really accurate and low-noise voltage references, such as the LTC6655, are relatively power hungry.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial accuracy (Max %)</td>
<td>0.025</td>
<td>0.02</td>
<td>0.1</td>
<td>0.05</td>
<td>0.01</td>
</tr>
<tr>
<td>Noise peak-to-peak 0,1 to 10 Hz (ppm)</td>
<td>2.15</td>
<td>30</td>
<td>30</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>Temp co. (ppm/°C)</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Supply current (Typ μA)</td>
<td>5000</td>
<td>380</td>
<td>375</td>
<td>0.85</td>
<td>0.5</td>
</tr>
<tr>
<td>Technique</td>
<td>Bandgap</td>
<td>Bandgap</td>
<td>Bandgap</td>
<td>Bandgap</td>
<td>Floating gate</td>
</tr>
</tbody>
</table>

Table 1.1: Several commercially available voltage references compared, ordered from high to low supply current.

A voltage reference that seems to break this trend is the X60008. This reference has the lowest current consumption of all the parts in Table 1.1 and at the same time achieves the lowest initial accuracy and lowest temperature coefficient. The peak-to-peak noise is higher than most of the other references, but it is still five times better than that of the second lowest power reference, the LT6656. The X60008 voltage reference is based on the floating-gate voltage reference developed by Xicor/Intersil in 2005 [27]. They produced a very low leakage capacitor by using a technology similar to the one used for EEPROM digital memory. They then pre-charged this very low leakage capacitor to a precise reference voltage and used a standard buffer to drive a load. References based on this technology are able to achieve a very low power consumption but the noise performance is still significantly higher than other low noise voltage references.

1.4. Key idea

The key idea of this work is to make a voltage reference by storing a reference voltage on a hold capacitor. This hold capacitor is then buffered so that it can supply current to a load without draining the hold capacitor. This approach is similar to the one used in the X60008. However, the goal of this work is to realize a reference in a
standard CMOS technology, in this case the TSMC 0.18 \( \mu \)m 1.8V technology. This obviates the need for an exotic ultra-low-leakage High Voltage technology and results in a voltage reference that is generally applicable, also as a part of a system-on-a-chip (SoC). A standard CMOS technology does not allow for a very low leakage capacitor, such as the one used in the Intersil/Xicor product. Therefore a normal leaky capacitor is used, which is recharged periodically to keep the output reference voltage within a certain margin from the desired value. This creates a sampled voltage reference, shown in Figure 1.3.

![Sampled Voltage Reference Diagram](image)

**Figure 1.3:** The key idea of a sampled voltage reference.

Keeping the reference voltage stored on a hold capacitor with a long hold time, has two advantages. First, once the hold capacitor is charged to the reference voltage, the voltage reference can be switched off. In this way the average power required by the sampled voltage reference can be lowered.

The average power \( P_{\text{avg}} \) required by the sampled voltage reference, is given by:

\[
P_{\text{avg}} = dP_{\text{ref}} + P_{\text{buf}} = \frac{T_{\text{charge}}}{T_{\text{charge}} + T_{\text{hold}}} P_{\text{ref}} + P_{\text{buf}}.
\]

(1.1)

Where \( d \) is the duty cycle, \( P_{\text{ref}} \) is the power consumed by the reference and the buffer of the and \( P_{\text{buf}} \) the power of the buffer. To benefit from the lower average power consumption, the power consumed by the buffer should be considerably lower than the power consumed by the voltage reference. Furthermore the capacitor should be charged by the reference quickly and the capacitor should hold the voltage for a long time. All to get a low duty cycle, which will reduce the average power consumption.

The second advantage is that the sampling action will shape the noise. All the noise of the voltage reference will be pushed down into a frequency band below the refresh frequency. The system effectively behaves like a switched capacitor filter with a very large time constant. Key to getting the low-noise from the reference is in making the leakage low enough so that the refresh frequency can be low, while the leakage induced error is small enough. During the hold period the only noise present on the output is due to the buffer amplifier. By using dynamic offset compensation techniques this noise can be made very low without using a large amount of power.

Ultimately this should lead to a very precise voltage reference that achieves low noise while at the same time having a very low power consumption. In this thesis the focus is on the design of a low-leakage sample and hold circuit and an offset compensated buffer.
This chapter presents the system level design of the sampled voltage reference. First the design of the offset compensated buffer is presented. Of the different offset compensation techniques, the most appropriate for this application is chosen. Specifications for the buffer are determined, based on a commercially available high performance voltage reference. Next techniques are described to achieve low switching transients and low residual offset. The noise is analyzed for a sampled reference, followed by the design of the low-leakage sample and hold circuit.

Ideally the buffer should provide an exact copy of the reference voltage stored on the capacitor. However, several non-idealities of the buffer work against this. The design challenge is then to keep these non-idealities as small as possible.

Challenges of the buffer design:

• Low offset and low offset drift
• Low unity-gain error
• Low noise
• Small switching transients
• Low influence on the hold capacitor.

2.1. Offset and Offset Drift Cancellation

The buffer should have a low offset and a low offset drift over temperature and time. Any offset will deteriorate the initial accuracy of the reference and any offset drift with temperature will degrade the temperature coefficient of the voltage reference. Finally, any offset drift over time will influence the reference’s long-term stability. In CMOS technology an offset of around 1-10 mV is not uncommon [28]. Careful layout and large input transistors can only help to reduce the offset to the millivolt level. However, commercially-available high performance bandgap references, have initial accuracies of ±0.025 % and temperature coefficients of 2 ppm/°C [22]. For a reference with a nominal output voltage of 1.250 V this translate into an initial accuracy of ±312.5 μV and a temperature coefficient of 2.5 μV/°C over a temperature range of -40 to 125 °C. To keep the buffer from negatively influencing the performance of a high performance reference, its offset and offset drift over temperature should at least be of the same order or preferably an order of magnitude better. Therefore a way to reduce the offset and the offset drift from the normal mV-level is desirable, to keep the performance of the overall system similar to a high performance bandgap reference.

2.1.1. Trimming

To reduce the offset, two basic techniques can be distinguished namely: static offset reduction and dynamic offset reduction. Static offset reduction, or trimming, works by driving an extra set of inputs with a trimming voltage that compensates for the current generated by the offset voltage, as shown in Figure 2.1. Trimming can easily
reduce the offset to below 312.5 μV but it only effectively compensates for offset drift in bipolar devices and is less effective in the case of MOS devices. To get an offset drift below 2.5 μV/°C, two point trimming or special circuit techniques together with a one-point trim are necessary [29]. Furthermore, trimming does not reduce 1/f noise and is costly to use, due to the increased production time. In a system combining buffer and bandgap reference, trimming only needs to be done in the bandgap, removing the extra burden of trimming the buffer. Dynamic offset compensation techniques include chopping and auto-zeroing. These techniques use additional circuitry that continually works to reduce the offset. Therefore any slow changes in the offset and noise will also be compensated for.

![Figure 2.1: Offset compensation techniques. From left to right: trimming, chopping and input sampled auto-zeroing.](image)

2.1.2. **Chopping**

Chopping can reduce the offset by using two pairs of polarity-reversing switches or choppers. The input chopper modulates the input signal away from DC. An output chopper can then demodulate the signal back to DC, while the offset and 1/f noise is modulated to the chopping frequency and can in principle be filtered out. The modulated offset will be a triangular waveform after being integrated by the output stage, this will result in a triangular ripple on the output. Furthermore the act of chopping at the input introduces spikes which, due to the limited bandwidth of the amplifier and the demodulation at the output, have a residual DC component. For chopper amplifiers, residual offsets of ±10 μVs and ripples with amplitudes of 10 mVs are not uncommon [30], for a voltage reference buffer the offset is acceptable but the ripple is undesirably high. Several techniques exist to reduce the ripple caused by the offset and the spikes. The techniques include nested chopping [31], chopper stabilized amplifiers, ripple reduction loops and switched capacitor notch filters. These techniques can reduce the offset to 100 nVs but the ripple is still in the 10 μVs range [30].

2.1.3. **Auto-zeroing**

Auto-zeroing is based on the sampling of the offset in one phase (ϕₜ) and compensating the offset in the other phase (ϕₜ'). The simplest forms of auto-zeroing are discrete time based, such as the circuit shown in Figure 2.1. For a generally applicable voltage reference a continuous-time solution is required, since most applications require the output to be continuously available. The advantage of auto-zeroing is that it doesn’t use modulation to get rid of the offset, so it also doesn’t suffer from the ripple associated with the modulation. Of course there is still some switching involved and therefore spikes still occur at the output. Furthermore, the sampling action of auto-zeroing leads to noise fold-back, which makes it harder to make a low-noise auto-zeroed buffer. So for a sampled voltage reference we have to find ways to realize continuous-time auto-zeroing, while avoiding excessive noise fold back.

2.1.4. **Reducing the unity-gain error**

The buffer should have a low unity-gain error. Therefore the buffer should have a large open-loop gain. Any unity-gain error will reduce the initial accuracy of the reference.

2.1.5. **Conclusion**

In conclusion, for a voltage reference buffer, two offset reduction techniques are suitable namely: trimming and auto-zeroing. Trimming is more costly to use, unless it is combined with the trimming of the bandgap. It doesn’t benefit from the lower 1/f noise achieved by dynamic offset compensation and thus requires more power to achieve low noise. The big advantage is that no switching is involved and therefore no spikes will occur at the output and, as will be discussed later, the buffer’s input current will be essentially zero. The second candidate is auto-zeroing which can achieve low residual offset, low noise and at the same time low power. Therefore for
a buffer with low residual offset, low noise, small switching transients and low power, an auto-zeroed buffer is probably the best choice.

### 2.1.6. Specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching transients</td>
<td>≤1 𝜇Vpp</td>
</tr>
<tr>
<td>Offset</td>
<td>≤300 μV</td>
</tr>
<tr>
<td>Offset drift</td>
<td>≤2.5 μV/°C</td>
</tr>
<tr>
<td>Noise (0.1 to 10 Hz)</td>
<td>≤500 nVrms</td>
</tr>
<tr>
<td>Power</td>
<td>as low as possible</td>
</tr>
</tbody>
</table>

Table 2.1: The specifications of the auto-zeroed buffer.

### 2.2. A continuous-time auto-zeroed buffer

Now that it has been established that an auto-zeroed buffer is the best option. Next it is time to look at how a continuous-time auto-zeroed amplifier can be created. For general voltage reference applications, a continuously available output voltage is desirable. Several topologies exist for continuous-time auto-zeroed amplifiers. The first is based on using two auto-zeroed amplifiers in a ping-pong technique [32], as shown in Figure 2.2. While one of the amplifiers is being auto-zeroed, the other can amplify the signal. The second continuous-time auto-zeroed amplifier is commonly referred to as an auto-zero offset-stabilized amplifier [1]. In this auto-zeroing technique, the buffer stays in the signal path, making it suitable for continuous time applications. The offset of the buffer is removed by a loop, that switches between nulling the offset of the loop itself and nulling the offset of the buffer. Since the ping-pong technique relies on interchanging the two amplifiers, which causes spikes [28], the offset-stabilized architecture is preferred.

![Figure 2.2: A ping-pong continuous-time auto-zeroed amplifier [1].](image)

![Figure 2.3: A conventional continuous-time auto-zeroed buffer.](image)
In Figure 2.3 a conventional continuous-time auto-zeroed buffer is shown. The buffer has an offset $V_{os1}$ which has to be removed. To remove this offset a compensation loop is created by the operational transconductance amplifiers (OTAs) AZ1, AZ2 and AZ3. This loop measures the offset of the buffer, stores it on capacitor $C_{31}$ and $C_{32}$ and compensates for it. To measure the offset of the buffer, first, the offset of the sensing OTA AZ1 has to be removed. In the next phase this basically offset-less AZ1 can sense the offset of the buffer and compensate for it. These two actions leads to two different phases. Phase $\phi_2$, in which the offset of AZ1 is measured and stored by AZ1 and AZ3. Phase $\phi_1$, in which the offset of the buffer is measured and stored. Both phases will be analyzed separately.

For the auto-zeroing loop a differential structure is preferred, above a single-ended structure. This is because the charge injection of two switches will than partially cancel and we only have to deal with their charge-injection mismatch.

2.3. Switching Transients

In the conventional continuous-time auto-zeroing approach shown in Figure 2.3, switching transients occur during the transition from the sampling of the buffer offset ($V_{os1}$) to the sampling of the AZ1 offset ($V_{os2}$) and vice versa. Some of the transients are due to the limited bandwidth of the OTAs, while some are due to the non-idealities of the switches connected at the input and output of AZ1. These two contributions can be minimized separately. Since output transients are generally undesirable for voltage reference applications and due to the relatively high auto-zeroing frequency required to get rid-off the $1/f$ noise (explained in section 2.5), an effort is done to keep them below 1 $\mu$V.

The dominant source of the output switching transients is due to the limited bandwidth of the OTAs. Therefore this effect is first studied and several techniques are investigated to reduce the transients.

Switching transients due to limited bandwidth

In the auto-zeroed buffer shown in Figure 2.3, the output current of AZ1 ($I_{AZ1}$) needs to switch between $g_{m,AZ1}V_{os1}$ and $g_{m,AZ1}V_{os2}$. Where $g_{m,AZ1}$ is the transconductance of AZ1. Due to the finite bandwidth of AZ1, the transition between these two current levels will take some time, as shown in Figure 2.4. This settling behavior from one output current level to the next will introduce spikes on the nodes GH and EF. Since the voltage on nodes GH directly influence the output, spikes on GH will also be present on the output. The spikes on GH will be attenuated by the ratio of the AZ3 and buffer gain, $\alpha_1 = \frac{AZ3}{AZ1} = 30$, which will be explained in more detail in Section 2.4. This means that for switching transients below 1 $\mu$V peak-to-peak, the switching transients at GH should be below 30 $\mu$V.

![Figure 2.4: A sketch of the effect of a limited bandwidth of AZ1 on the output current and the voltage on EF and GH. Drawn for the case that $V_{os2} > V_{os1}$.](image-url)
The spikes in Figure 2.4 can be minimized by keeping the offset level of AZ1 and the buffer small and hence close to each other. This can be done by careful layout of the input transistors of AZ1 and the buffer. Furthermore the parasitic capacitance at the output of AZ1 can be minimized, which translates in to a high bandwidth of AZ1. However, these measures alone will not reduce the output switching transients below 1 μV peak-to-peak. In the next two sections, techniques will be introduced to further lower these transients.

Switching transients due to switching non-idealities

Besides the transients due to the limited bandwidth of AZ1, some of the transients are due to the non-idealities of the switches. In CMOS switches, there are two non-ideal effects that cause transients, namely: charge injection and clock feedthrough. During the on-state of a MOS switch, a channel exists between the source and drain. During the transition to the off-state, this charge escapes the channel to the source, drain and bulk. The total charge in the channel can be expressed as:

\[ Q = W L C_{ox}(V_{GS} - V_{th}). \] (2.1)

A first obvious way to minimize the charge injection is to take minimum size transistors as switches. This can be done since speed is not important in this design. A second way would be to minimize the effective gate-source voltage \((V_{GS} - V_{th})\).

Besides charge injection, clock feedthrough also creates switching transients. Due to a slight overlap capacitance between gate-drain and gate-source will lead to capacitive coupling of the clock signal. This parasitic capacitance will couple any transition on the gate to the source and drain.

Three well-known techniques exist to minimize the above described effects, shown in Figure 2.5. These techniques are: dummy switches, transmission gates and differential sampling.

The use of dummy switches assumes that a predictable fraction of the channel charge will flow to the source and drain. The source and drain then have dummy switches that are sized according to this fraction and switch with the complementary clock. In theory, the charge needed to build the channel in these dummy switches will compensate for the charge of the original switch. In practice the charge injection depends on the impedance seen by the drain and source and the clock rise and fall time \([33, 34]\). This makes it difficult to predict the precise behavior of the charge, making it hard to implement a proper compensation.

The use of transmission gates relies on the cancellation of the holes injected by a PMOS and the electrons injected by a NMOS. These two charge contributions will only cancel for one precise input voltage. Furthermore the overlap capacitance of a PMOS and a NMOS will generally not match. Previous implementations with dummy switches and transmission gates, seem to favor transmission gates slight above dummy switches \([35]\). Simulations done on the two compensations schemes give the same result. Furthermore, with overlapping clocks the instantaneous injection of the PMOS and NMOS can cancel before affecting the output. This instantaneous cancellation depends on the simultaneity of the switching of the PMOS and NMOS. Any skew between the clock driving the PMOS and NMOS will reduce the effectiveness of this technique \([36]\).

The final approach is differential sampling. This relies on the fact that the signal can be stored as a differential
voltage on two capacitors and that the charge injection of two transistors into these capacitors is roughly similar. The charge injection transient will thereby occur as a common-mode step on both capacitors. A small differential transient will remain due to the charge injection mismatch of the two switches, which is much smaller than the charge injection of a single switch.

Since the switches in front of AZ1 are directly connected to the output they will directly create transients. If the switches go from on to off, charge needs to go from the channel to a low impedance node. This will lead to a temporarily increased output, which will slowly be corrected by the buffer. If the switches go from off to on, charge will be needed to fill the channel. This will lead to a temporarily decreased output, which will slowly be corrected by the buffer. These switches are necessary for the auto-zeroing operation. To measure the offset of AZ1, the input of AZ1 has to be shorted in phase $\phi_2$. Therefore the transients due to these switches can only be minimized and not circumvented. These switches are implemented with transmission gates to minimize the charge injection.

The goal of the design is to keep switching transients below 1 $\mu$V peak-to-peak. Several techniques are used to achieve this, which are explained in the rest of this paragraph.

### 2.3.1. Active integration

The previous section explained how the limited bandwidth of AZ1 can create output transients. To reduce these transients, the circuit shown in Figure 2.6 may be used. This incorporates an active integrator rather than a passive one. The output current of AZ1 is now steered into a virtual ground. Any transients on this virtual ground will be actively suppressed by the integrator. This results in the transients now being fully determined by the step response of the integrator. Since AZ1 is basically a copy of the buffer to keep the offset and noise contributions about the same, the focus is then on the design of a fast integrator.

The active integrator is present in both phase $\phi_1$ and $\phi_2$ of the offset nulling loop. The DC-gain added by the integrator will therefore help to reduce the residual offset, both due to the offset of AZ1 and the buffer. For the implementation of the active integration two options were investigated, shown in Figure 2.7. The first option is to use two integrators, one for each auto-zeroing phase. However, both integrators have to be auto-zeroed, to minimize the mismatch in offset between the two integrators. The second option shares one active integrator for both phases. In a single integrator implementation, the offset of the integrator is sampled in phase $\phi_2$ together.
with the offset of AZ1 and the same offset is compensated for in phase $\phi_1$. This omits the need of an auto-zeroed integrator, while at the same time being more power efficient.

![Figure 2.7: The two implementations of the active integrator. On the left two auto-zeroed integrators and on the right a shared integrator.](image)

**2.3.2. Dead Time**

The active integration introduced in the previous section still has limited bandwidth and therefore will only be able to partially reduce the transients. To further mitigate the effect of the limited bandwidth of the integrator, a special clocking scheme is used shown in Figure 2.8, similar to the one used in [37].

![Figure 2.8: A continuous-time auto-zeroed buffer with active integration and dead time with the timing of the dead time ($\phi_d$) and the auto-zeroing phases.](image)

As shown in Figure 2.8, an extra clock is introduced ($\phi_d$) besides the regular auto-zeroing clocks ($\phi_1$ and $\phi_2$). This extra clock is referred to as the dead time clock. The dead time clock has a dead band around the auto-zeroing moments. This clock signal controls four switches ($SW_6$, $SW_7$, $SW_8$ and $SW_9$) around the active integrator, shown
in Figure 2.8. These switches open a little time before \( t_{\text{before}} \) the auto-zero switching moment and close a little time after the auto-zeroing switch moment \( t_{\text{after}} \). This results in four different phases that the auto-zeroing circuit goes through, which are shown in Figure 2.9.

Due to the fact that the potentials at nodes GH and EF are continuously held by capacitors \( C_{31}, C_{32}, C_{21} \) and \( C_{22} \), the output of the integrator can settle to almost the correct value during the time that the dead-time switches are open. A sufficient large \( t_{\text{after}} \), allows the integrator to settle to the right value and then reconnect the integrator output to the appropriate node, either EF or GH. This circumvents the direct propagation of the transients due to the settling behavior of the integrator.

![Figure 2.10: Two options for the dead time implementation. On the left the option with two deadtime clocks and on the right with a single shared deadtime clock.](image)

Two options for the dead time were investigated, as shown in Figure 2.10. The first option is to have a deadtime clock for each auto-zeroing phase. Since during phase \( \phi_2 \) capacitors \( C_{31} \) and \( C_{32} \) are not refreshed, they are simply left disconnected from the integrator during this phase. The second option is to have one shared deadtime clock for both phases. During phase \( \phi_2 \) capacitors \( C_{31} \) and \( C_{32} \) are now reconnected to the integration capacitors during phase \( \phi_2 \) even though they are not recharged. This increases the switching activity and the number of spikes appearing at the output, but since these spikes are attenuated by a factor 30, this is not a real problem. The advantage of the single dead time, is that it lowers the complexity of the clock generation circuitry. Therefore the option of one shared deadtime clock was picked for the final implementation.

Even though more switches are required by the introduction of a dead time, this will not lead to an increased charge injection. The charge injection due to the switches controlled by \( \phi_1 \) and \( \phi_2 \) will not propagate to the output due to the dead time. The remaining charge injection is due to the charge injection mismatch of the deadtime switches.

### 2.3.3. Source degeneration

For the OTAs AZ2 and AZ3 source degeneration is used. This increases the input voltage range over which the transconductance of AZ2 and AZ3 behave linearly and decreases their transconductance. Therefore large voltage spikes at the input of AZ2 and AZ3 will lead to smaller spikes in the output current domain. This will help to reduce the output spikes due to the spikes at GH and help to improve the settling behaviour.
2.3. Switching transients

Figure 2.9: The different phases that the continuous-time auto-zeroed buffer with active integration and dead time goes through.

(a) Phase $\phi_2$ and dead time switches open.

(b) Phase $\phi_2$ and dead time switches closed.

(c) Phase $\phi_1$ and dead time switches open.

(d) Phase $\phi_4$ and dead time switches closed.

Figure 2.9: The different phases that the continuous-time auto-zeroed buffer with active integration and dead time goes through.
The source degeneration will also lower the transconductance of AZ2 and AZ3. This will increase the ratio between the AZ1 and AZ2 gain and AZ3 and buffer gain. As will be explained in the next section, this will reduce the sensitivity to the charge injection mismatch and will result in lower offset and lower transients.

The transconductance of AZ2 and AZ3 with source degeneration is given by:

\[ g_{m,\text{deg}} = \frac{g_m}{1 + g_m R_s} \]  (2.2)

Where \( g_m \) is the transconductance of the input transistors and \( R_s \) is the magnitude of the source degeneration resistor.

With a source degeneration resistor of 100 kΩ and the transconductance of AZ2 and AZ3, equal to \( g_{m,\text{AZ2}} = g_{m,\text{AZ3}} = 11.5 \mu S \). The degenerated transconductance will be around 5.35 \( \mu S \). With an AZ1 and buffer transconductance of about 143.5 \( \mu S \), the ratio between the buffer and AZ3 gain will be about 30 times.

**2.4. Residual Offset Analysis**

In this section the residual offset is analyzed, which can be expected from the circuit in Figure 2.6. As mentioned earlier, the auto-zeroing consists of two phases. Phase \( \phi_2 \) in which the offset of AZ1 (Vos2) is measured and stored and phase \( \phi_1 \) in which the offset of the buffer (Vos1) is measured and stored.

**Phase \( \phi_2 \)**

\[ V_{os2} \rightarrow A_{AZ1} \rightarrow + \rightarrow A_{int} \rightarrow V_{EF} \rightarrow A_{AZ3} \]

Figure 2.11: The equivalent block diagram of the loop measuring Vos2.

In phase \( \phi_2 \) the equivalent block diagram of the circuit measuring the offset of AZ1 (Vos2) is shown in Figure 2.11. This loop settles at:

\[ V_{EF} = \frac{A_{AZ1}}{1 + A_{AZ2}} V_{os2}. \]  (2.3)

Where \( A_{AZ1} \) is the gain of AZ1, \( A_{AZ3} \) is the gain of AZ3 and \( A_{int} \) is the gain of the active integrator. Since \( A_{int} \gg 1 \) and the output impedance seen by \( A_{AZ2} \) and \( A_{AZ1} \) are the same, the final value of EF is determined by the ratio of the transconductance of AZ1 and AZ3.

\[ V_{EF} = \frac{g_{m,\text{az1}}}{g_{m,\text{az3}}} V_{os2} \]  (2.4)

At the end of phase \( \phi_2 \), \( V_{EF} \) is sampled and the charge injection associated with this sampling will introduce an error \( \Delta V_{EF} \), therefore the sampled value is:

\[ V_{EF} = \frac{A_{AZ1}}{1 + A_{AZ3}} V_{os2} + \Delta V_{EF}. \]  (2.5)
2.4. Residual Offset Analysis

Phase $\phi_1$

Figure 2.12: The equivalent block diagram of the loop measuring $V_{os1}$.

In phase $\phi_1$ the equivalent block diagram of the circuit measuring the offset $V_{os1}$ of the buffer is shown in Figure 2.12. The voltage on $V_{GH}$ is given by:

$$V_{GH} = A_{AZ1}(v_{id} + V_{os2}) - A_{AZ3}V_{EF}.$$  \hspace{1cm} (2.6)

Where $v_{id}$ is the differential voltage seen at the input of the buffer. Combining Equation (2.6) and the previously found equation for $V_{EF}$ (2.5) leads to:

$$V_{GH} = A_{AZ1}A_{int}v_{id} + \frac{A_{AZ1}A_{int}}{1 + A_{AZ3}A_{int}}V_{os2} - A_{AZ3}A_{int}V_{EF}.$$  \hspace{1cm} (2.7)

Figure 2.13: The equivalent block diagram of the circuit removing the offset of the buffer.

The equivalent block diagram of the circuit continuously working to remove the offset of the buffer is shown in Figure 2.13. The output voltage of the buffer is given by:

$$V_{out} = (v_{id} + V_{os1})A_{buf} - V_{GH}A_{AZ2}.$$  \hspace{1cm} (2.8)

Combing this with the previously found equation for $V_{GH}$ (2.7), gives:

$$V_{out} = (A_{buf} + A_{AZ1}A_{AZ2}A_{int})v_{id} + A_{buf}V_{os1} + \frac{A_{AZ1}A_{AZ2}A_{int}}{1 + A_{AZ3}A_{int}}V_{os2} - A_{AZ2}A_{AZ3}A_{int}V_{EF}.$$  \hspace{1cm} (2.9)

According to the definition of residual offset: $v_{id} = V_{os, res}$ and $V_{out} = 0$. Using this definition on the previously found expression of $V_{out}$, gives the following approximate expression for the residual offset:
This assumes that the gain of the offset reduction loop \((A_{AZ1}A_{AZ2}A_{int})\) is much larger than the gain of the buffer alone. If we now define the gain ratios: \(\alpha_1 = \frac{A_{buf}}{A_{AZ2}}\) and \(\alpha_2 = \frac{A_{AZ1}}{A_{AZ3}}\), this leads to:

\[
V_{os, res} \approx \frac{A_{buf}}{A_{AZ1}A_{AZ2}A_{int}}V_{os1} + \frac{1}{A_{AZ3}A_{int}}V_{os2} + \frac{A_{AZ3}\Delta V_{EF}}{A_{AZ1}},
\]

(2.10)

This equation is valid for phase \(\phi_1\), but for phase \(\phi_2\) \(V_{GH}\) is sampled which leads to a sampling error \(\Delta V_{GH}\). This sampling error changes output by: \(\Delta V_{out} = A_{AZ2}\Delta V_{GH}\), which results in:

\[
V_{os, res} \approx \frac{\alpha_1}{A_{AZ1}A_{int}}V_{os1} + \frac{\alpha_2}{A_{AZ1}A_{int}}V_{os2} + \frac{\Delta V_{EF}}{\alpha_1} + \frac{\Delta V_{GH}}{\alpha_2},
\]

(2.11)

for phase \(\phi_2\). From equation 2.12 it is clear that when \(A_{int} = 1\) (which is the case for the conventional circuit) it is not trivial to get low offset. For a low sensitivity to charge injection, the gain ratios \(\alpha_1\) and \(\alpha_2\) should be large. At the same time the first two terms of Equation 2.12 require low ratios \(\alpha_1\) and \(\alpha_2\). The addition of active integration allows the first terms to be minimized by making a large integrator gain \((A_{int})\). While at the same having a low sensitivity to charge injection by having large gain ratios \(\alpha_1\) and \(\alpha_2\). The offset of AZ2, AZ3 and the integrator were not taken into account in this analysis but since they are also present in the sampling and compensation loops they will also be compensated for by the loops.

With Equation 2.12 and some typical gain values, the expected residual offset can now be calculated. The typical gain of the integrator \((A_{int})\) is around 105 dB. The typical gain of OTA AZ1 \((A_{AZ1})\) is around 55 dB, with a typical offset for the buffer of OTA AZ1 around 5 mV and charge-injection step of 3 \(\mu\)V. The residual offset will be:

Table 2.2: The calculated residual offset contribution for typical values of the gain.

<table>
<thead>
<tr>
<th>Term 1 and 2: (\frac{\alpha_{1,2}}{A_{AZ1}A_{int}}V_{os1,2})</th>
<th>Term 3 and 4: (\frac{\Delta V_{EF}}{\alpha_1} + \frac{\Delta V_{GH}}{\alpha_2})</th>
<th>Total: (\Delta V_{out})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5 nV</td>
<td>3 (\mu)V/30 = 100 nV</td>
<td>203 nV</td>
</tr>
</tbody>
</table>

From Table 2.2 it is clear that the residual offset will typically be around 203 nV for phase \(\phi_2\) and around 103 nV for phase \(\phi_1\). The main contributor to the residual offset is the due to charge injection mismatch of the deadtime switches.

### 2.5. Noise analysis

A low-noise bandgap voltage reference usually requires significant current to lower the noise generated by the bandgap core and large load capacitors to limit the bandwidth. A sampled voltage reference can reduce the bandwidth of the output noise by sampling at a very low frequency, while the same action will also lower the average required supply current. The output noise above the sampling frequency is determined by the noise of the buffer, which can be made low-noise and low-power by using dynamic offset compensation.

In this paragraph two noise reduction mechanisms are explained. The first is the reduction of the noise bandwidth, by the noise shaping caused by sampling and holding at a low frequency. The second is the reduction of the low frequency noise above the refresh frequency, by auto-zeroing the buffer which reduces \(1/f\) noise.

#### 2.5.1. Getting low noise in the 0.1 to 10 Hz bandwidth

For voltage references used in low frequency application the most important noise is in the 0.1 to 10Hz range. The sample and hold function will not reduce the total integrated noise, but it will shape the noise. Due to the low
refresh frequency, the input noise will be undersampled. This will cause all the noise of the input to foldback to
the frequency band below the refresh frequency.

Assuming that the hold time is much larger than the time needed to charge the hold capacitor, the sample
and hold circuit can be seen as an ideal sampler combined with a zero-order hold. In this case it can be deduced [38]
that the PSD of the hold voltage noise is given by:

\[ S_h(f) = \text{sinc}^2(\pi f T_s) \sum_{n=-\infty}^{\infty} S_{in}(f - \frac{n}{T_s}). \]  \tag{2.13}

In equation 2.13 the left term is the noise shaping due to the hold function and the right term the noise folding
due to the under-sampling of the input noise.

Assuming that the input noise is ideally low-pass filtered white noise with a noise level of \( S_0 \) and bandwidth \( B \),
equation 2.13 reduces to [38]:

\[ S_h(f) = \frac{2B}{f_s} S_0 \text{sinc}^2(\pi f T_s). \]  \tag{2.14}

In equation 2.14 the first term is the under-sampling ratio. This equation shows that the noise is reduced in band-
width by the sinc function, but at the same time it is increased in that smaller bandwidth due to the undersampling.

If the hold time of the sample and hold circuit can be 10s or higher than all the noise will be folded to a bandwidth
below 0.1Hz, due to the noise shaping of the sinc function. For a refresh frequency of 10s the noise shaping done by
the zero-order hold is shown in Figure 2.14. From the figure it is clear that the main lobe stops at 0.1Hz, focusing
the majority of the noise below this frequency.

The sampling action via the on-resistance of the switches will also introduce kT/C noise. For a 30 pF capacitor the
kT/C noise will be 12 \( \mu V_{rms} \).

2.5.2. AUTO-ZERO NOISE

During the hold period, the noise above the refresh frequency is fully determined by the output noise of the buffer.
Since the buffer is implemented in CMOS, the output noise will be dominated by \( 1/f \) noise up until a few kHz, such
as shown in Figure 2.15. To get a low \( 1/f \) noise and offset, auto-zeroing is employed for the buffer. The advantage of
auto-zeroing is that the low frequency noise is removed by the auto-zeroing action, due to the correlation between
the sampled noise that is subtracted from the real-time noise. The disadvantage is that due to the sampling action,
all noise above the auto-zeroing frequency, is folded back due to aliasing. Most auto-zeroing amplifiers take the bandwidth of the auto-zeroing loop to be about five times larger than the auto-zeroing frequency. This allows the auto-zeroing loop to fully settle within one period. The resulting output noise spectrum is shown in Figure 2.16.

To achieve a low output noise two aspects are important. One, the auto-zeroing frequency should be higher than the 1/f corner of the non-auto-zeroed buffer. Otherwise the 1/f noise will fold back. Secondly, for minimal fold back the bandwidth of the auto-zeroing loop should be well below the auto-zeroing frequency. As shown in figure 2.16, the foldback is determined by the ratio of the auto-zeroing loop bandwidth ($BW_{az}$) and the auto-zeroing frequency.

The potential drawback of having a bandwidth of the auto-zeroing loop which is much lower than the auto-zeroing frequency is that the auto-zeroing now requires several auto-zeroing cycles to settle. However, for most voltage reference applications taking a while after startup to settle is acceptable. The auto-zeroing loop bandwidth ($BW_{az}$) is limited by the integrator bandwidth. The integrator bandwidth can be set by picking a value of the integration capacitors, that ensures that the integrated noise over the 0.1 to 10 Hz bandwidth is within the required specification of 500 nVrms. Taking integration capacitors that ensure that this requirement is met, allows the auto-zeroing loop to settle as fast as the noise requirement allows.

Figure 2.17 shows the output noise spectrum of the buffer. It shows that the 1/f noise start to flatten above 200 kHz. This shows that a rather high auto-zeroing frequency is necessary, to keep the 1/f noise from folding over too much, due to the relatively small area of the input transistors of the buffer and AZ1.

The transconductance of the buffer is around $g_m = \frac{I}{nV_t}$, where $nV_t = 60$ mV. With a current of 10 μA, the transconductance will be about 167 μS. This will give a noise spectral density of: $V_n = \sqrt{16kT/gm} = 20$ nV/√Hz.

Figure 2.18 shows the output noise spectrum of the buffer with auto-zeroing. The auto-zeroing frequency is chosen as 100 kHz. In the output spectrum some folding can be observed. For low frequency the noise power spectral density is 140 nV/√Hz. The integrated output noise over the 0.1 to 10 Hz bandwidth is with 440 nVrms below the required 500 nVrms.

The noise is within specifications but could actually be a lot lower. Due to the fact that the auto-zeroing frequency is chosen slightly lower than the actual 1/f corner, some 1/f noise will be folded back. The top contributors are flicker noise from AZ1 and the buffer. The auto-zero bandwidth is defined by $BW_{az} = g_{m,\text{int}}/2\pi C_{\text{int}}$ which is around 240 kHz for this design. This makes the ratio of auto-zero bandwidth and auto-zeroing frequency, around a factor 2.4. Therefore the contribution of the folded white noise of AZ1 and the buffer is around 70 nV/√Hz. This is about half of the achieved 140 nV/√Hz. Increasing the size of the input transistors in AZ1 and the buffer could further reduce the noise.
2.5. Noise analysis

Figure 2.17: The output noise spectrum of the buffer without auto-zeroing, with logarithmic y and x-axis.

Figure 2.18: The output noise spectrum of the buffer with auto-zeroing at 100 kHz.
2.6. Achieving a Long Hold Time

The key to realizing a sampled voltage reference with both low-noise bandwidth and low-power, lies in achieving a long hold time. From the previous section it is clear that, to push all the noise below 0.1 Hz, a hold time of at least 10 s is necessary. This long hold time is achieved by reducing the leakage of the hold capacitor. In this paragraph several leakage mechanisms in CMOS switches are explained and several techniques are described to reduce the leakage.

The leakage of the hold capacitor can be split into two different components: one is the leakage due to the sample and hold circuit and two is the leakage due to the auto-zeroed buffer connected to the hold capacitors. These two components can be individually examined and optimized for low leakage.

The leakage of the body and channel of a MOS transistor form a parasitic PN-junction diode, which is reversed biased under normal conditions. The current through this reversed biased diode can be described by:

\[ I = I_S \left[ \exp \left( \frac{V_d}{N V_t} \right) - 1 \right]. \]  

(2.15)

From equation 2.15 it is clear that the diode current equals zero if there is no voltage across the diode. This can be achieved by biasing the body at a bias voltage equal to the drain and source voltage. For a p-substrate process with a n-well, the PMOS body can be biased at a different potential easily by the availability of an isolated n-well. However switches \( SW_1, SW_2 \) and \( SW_3 \) in Figure 2.19 are created with transmission gates, containing both NMOS and PMOS transistors.

For a NMOS devices in a p-substrate process, all the bodies are connected together by the shared substrate. The use of a triple-well technology allows the creation of a p-substrate area (p-sub) which is isolated from the rest of the substrate. This isolation is achieved by placing a deep n-well around a part of the substrate, which created an

Figure 2.19: On the left a normal S&H circuit and on the right the special low leakage S&H circuit.
2.6. ACHIEVING A LONG HOLD TIME

electrically isolated p-substrate area. The availability of this isolated p-sub allows the body of the NMOS used in the transmission gate to be biased at a different potential.

![Diagram of parasitic diodes in a transmission gate implementation of switch SW2 in a triple well process](image)

In Figure 2.20 the cross-section of such a transmission gate implementation is shown, together with the parasitic diodes. For the PMOS, there is a diode between the source/drain and the NWELL (D₄) and between the substrate and the NWELL (D₅). The NMOS implementation adds a diode between the drain and the p-substrate (D₁), a diode between the p-sub and the DNW (D₂) and a diode between the DNW and the substrate (D₃).

By using the body biasing, as long as the hold capacitor voltage (Vch) is equal to the body capacitor voltage (Vcb), diode D₁ and diode D₄ will not leak any current. This effectively protects the hold capacitor from the body diode leakage. If Vcb is slightly higher than Vch (Vcb>Vch) then diode D₁ will become forward biased and diode D₄ will become reversed biased. If Vcb is slightly lower than Vch (Vcb<Vch) then diode D₁ will become reversed biased and diode D₄ will become forward biased. Assuming that the reverse saturation current is similar for the NMOS and PMOS and since the PN junction cross section areas have been chosen equal, these two components cancel each other for small differences.

Diode D₂ and diode D₅ are reverse biased diodes. The reversed saturation current of diode D₂ will charge capacitor Cᵥ, while the reversed saturation current of D₅ will discharge capacitor Cᵦ. Again assuming that the reverse saturation current is similar for both diodes and assuming that the PN junction cross section area is kept similar in layout, then these currents will cancel if the two diodes are biased with the same voltage. Since diode D₂ is biased at VDD-Vcb and diode D₅ is biased at Vcb they will only cancel for Vcb = Vdd/2.

Another option is to buffer the body capacitors, so that the remaining leakage current is supplied by the buffer and not by the capacitors. This however creates another problem. Any offset of this buffer will bias diodes D₁ and D₄, and since the characteristic of a diode is quite steep and inherently asymmetrical, due to the exponential, this offset has to be very small to keep it from creating a considerable charging current. Of course there is a low offset buffered version of the hold capacitor voltage available at the output. However the spikes on the output will be rectified by the diode D₁, which will in turn lead to a charging effect.

A last option is to refresh the body capacitor more often than the hold capacitor. This helps in case that the body voltage capacitor runs down too fast.

2.6.2. CHANNEL LEAKAGE

Even when a MOS transistor is turned off there will still be a slight conduction between the drain and source. A common way to reduce this effect is to use long channel devices or high threshold devices, to create a large off resistance. However both of these options are undesirable, due to the increased charge injection. Another
technique is to keep the voltage between the source and drain zero, to keep charge from leaking. When the bandgap reference is turned off, after charging the hold capacitor, there will be a large potential difference across switches $SW_1$ and $SW_3$ in figure 2.19. The temporary capacitor ($C_t$) will help to keep the potential difference over switch $SW_2$ small, but only temporary as the channel leakage of switches $SW_1$ and $SW_2$ will quickly drain capacitor $C_t$.

![Figure 2.21: The off resistance against the potential across the switch.](image)

Figure 2.21 shows the off resistance for different potentials across the switch. The switch is the transmission gate implementation used in switch $SW_1, SW_2$ and $SW_3$ of the sample and hold, with minimum size PMOS and NMOS transistors. It can be seen that for large potentials (> 300 mV) the off resistance decreases. For small potentials the off resistance is around 333 GΩ. If the full reference voltage (1.024 V) is left over the switch, the off-resistance is reduced to 3 GΩ. This will drain the whole hold capacitor in less than 100 ms. Therefore additional measures have to be taken to keep the potential across the switch small.

A good solution, is shown in Figure 2.22. Here a buffered version of the hold capacitor voltage is applied at the input during the moment that the bandgap reference is shutdown. However, in this case the offset of the buffer determines the leakage of the hold capacitor.

For a typical offset of several mVs, the hold time can be several 100 ms, while keeping the voltage droop within several $\mu$Vs. For a $1 \mu V$ offset the voltage droop per unit time is around $0.1 \mu V/s$. This will allow for a hold time in the order of tens of seconds, while the error on the hold capacitor is still in the $\mu V$-range. This trend is confirmed by [41]. To achieve this low-offset, auto-zeroing can also be applied for this buffer. Since the noise is not an issue in this case, the auto-zeroing frequency can be much lower. The current that the buffer needs to supply is around 3 pA per switch. The main buffer might be used for this purpose, however, care must be taken that the switching transients do not cause a charging effect. Due to the limited design time this option was not fully investigated and therefore not implemented in the final design, but it is certainly a good option for a future design. This option to reduce channel leakage, has been successfully applied in [19].
2.6.3. Capacitor selection
A typical standard CMOS technology allows for three different capacitor types: fringe capacitors, metal-insulator-metal (MIM) capacitors and metal-oxide-semiconductor (MOS) capacitors. In the TSMC mixed signal 0.18 μm technology used in this design, only a standard cell is supplied for a MIM capacitor. The MIM capacitor is fabricated using a special metal layer, which allows the top and bottom plate of the MIM capacitor to be as little as 38 nm apart. This allows for a high capacitance per unit area but at the same time the specified leakage, \( < 1 \frac{fA}{\mu m^2} \), is quite high. At these small distances with high electrical field densities, the tunneling current is a significant component of the capacitor leakage [42]. Furthermore the standard cell uses the top metal layer to create the top and bottom plate, which doesn't allow for a top shielding layer to be added.

To make sure that the tunneling current was not a problem a fingered fringe capacitor is used in this design. Since the normal metal layers are being separated by an insulator with a thickness of 0.26 μm, the tunneling current is no longer a significant component in the leakage current. Since no standard cell existed for a fingered fringe capacitor, a custom layout was used. For the creation of the fingered fringe capacitor, metals 1 to 5 were used which left metal 6 as a top shield. Together with a substrate with enough substrate ties, this allows for a shielded capacitor.

2.6.4. Charge injection/ Clock feedthrough
Switch \( SW_2 \) in Figure 2.23 is directly connected to the hold capacitor. Once the hold capacitor is charged to the right voltage and switch \( SW_2 \) opens, some charge will be injected into the hold capacitor. This charge will cause the final sampled voltage to be slightly off from the desired value. As described earlier since this switch is critical to the functioning of the circuit, the charge injection and clock feedthrough can only be compensated for and cannot be completely circumvented. For compensation, transmission gates are used. Since switch \( SW_2 \) only closes once per refresh period, this error should not be very problematic.

2.6.5. Input current of the buffer and AZ1
The positive input terminal of the buffer amplifier is directly connected to the hold capacitor. Any input current of the buffer will therefore directly drain the hold capacitor. For CMOS input transistors the input current is generally very small. This leakage also marks the minimal achievable leakage due to the buffer.

2.7. Charge kickback
The buffer is making a loadable copy of the hold capacitor voltage. However due to several reasons this copy is not perfect and there is a slight error on the output, in regards to the input.

This error might be due to:
- Unsettled auto-zeroing
- Offset remainder
- Change in load
- Gain error

Figure 2.23: Charge kickback caused by an error on the output.

As shown in figure 2.23, the switching scheme of the auto-zeroing switches transfer the error on the output towards the hold capacitor. In the first $\phi_1$ state the output voltage $\pm$ the error is sampled on $C_{11}$. In the next $\phi_2$ state this sample is transferred to $C_{12}$ and finally, in the next $\phi_1$ state, it is transferred on to the hold capacitor.

Figure 2.24: Charge kickback with charge injection taken into account.

The above story doesn’t take into account any errors due to charge injection. Figure 2.24 shows the charge kickback with charge injection taken into account. After the sampling of $V_{in} \pm \Delta V$ on $C_{11}$, $SW_4$ will add charge to $C_{11}$ and $SW_5$ takes charge. The same is done at $C_{12}$, where $V_{in}$ is sampled and $SW_6$ will add charge and $SW_5$ will take charge. When $SW_5$ is closed, an average of the voltage on the capacitors will be left. Next, $SW_2$ will add charge while $SW_6$ takes charge. Overall, the opening and closing of $SW_5$ will mostly cancel out, due to the symmetry of drain and source side. The contribution of $SW_4$ and $SW_6$ will be somewhat similar. Both switches have a 1 pF
2.8. Slow-chopping

capacitor \((C_{11} \text{ and } C_{12})\) on one side and a 30 pF capacitor on the other \((C_H \text{ and } C_{load})\). Furthermore, due to the fast transitioning auto-zero clock, the charge will be split equally regardless of the symmetry of source and drain impedance \(^{34}\). The transmission gate implementation of the switches, might make the effect of charge kickback very dependent on clock parameters, such as: skew and rise/fall time \(^{36}\).

Even with very small values for the residual offset, the effect of charge kickback, together with a high auto-zeroing frequency can create a significant leakage current. Therefore the residual offset and auto-zeroing frequency should be as low as possible. The voltage droop rate due to charge kickback is given by:

\[
\frac{\Delta V}{\Delta T} = \frac{C_{11}V_{os}f_{AZ}}{2C_H}.
\]  

This problem is especially apparent during startup when the auto-zeroed loop is not settled yet. The unsettled residual offset is much higher and can have a large effect on the hold capacitor voltage, when it is transferred through the charge kickback described above. This problem can be circumvented by keeping the voltage reference connected to the hold capacitor during startup. This allows the auto-zeroing to remove the offset during several auto-zeroing phases and settle to the final output level, after which the voltage reference can be disconnected again.

2.8. Slow-chopping

A special slow-chopping techniques is used to chop the charge kickback leakage described in the previous section. As shown in Figure 2.25, choppers are added at the input of the buffer and OTA AZ1 to reverse the polarity of respectively \(V_{os1}\) and \(V_{os2}\). To keep the phase of the direct path via the buffer and offset reduction path the same phase, a chopper is also placed inside the buffer in between the input stage and the output stage.

Even though the polarity of the offset has changed at the output, the polarity remains the same for the auto-zeroing loop and nodes EF and GH. This is important, since the auto-zero loops doesn’t have to settle to a new value for a different slow-chopping phase.

The idea behind the slow-chopping is to reverse the polarity of the residual offset from negative to positive and vice versa. The leakage due to the charge kickback of residual offset will then all so change from a leaking to a charging effect and vice versa.

Figure 2.25: Continuous time auto-zeroed buffer with active integration and leakage reversing slow chopping
The effectiveness of this technique depends on the fact that the residual offset is equal in magnitude in both chopping phases and only changes in polarity. In section 2.4 the residual offset was analyzed. From equation 2.12 it is clear that the residual offset has a term due to the reduced offset of the buffer and AZ1 and a term due to charge injection. The charge injection term will not be changed by the slow-chopping, so for this technique to be effective this term has to be small. Also any offset introduced by the output stage of the buffer should not be too large, since this is not chopped.

Furthermore the spikes introduced by the chopping itself should not be too high, although the lower chopping frequency makes this less problematic. Also the charge injection and clock feedthrough of the chopper into the hold capacitor should not be too large, otherwise this might circumvent a properly working leakage reversal.

In figure 2.26 the simulation result of the slow chopping is shown. Every 5 ms the sign of the residual offset is changed by chopping the two offsets. On the hold capacitor a charging and discharging effect can be seen. Still an overall slight discharging effect is present. This is mainly due to the fact that some of the residual offset cannot be chopped. Still in simulation, this reversal of the leakage allows for an overall longer holding time. The bottom trace in figure 2.26 shows that the spikes due to the chopping on the output are around 50 $\mu$V.
Transistor level implementation details

In Figure 3.1 the complete circuit with continuous-time auto-zeroed buffer and low-leakage sample and hold is shown. In this chapter the transistor level implementation details of the buffer, AZ1, AZ2+AZ3 and integrator are presented. Also some details are given about the digital circuits and layout.
3.1. Buffer transistor implementation

Figure 3.2: Buffer amplifier, two stage: a telescopic amplifier and a class A output stage.

Figure 3.2 show the implementation of the buffer. For the buffer a two-stage design is used. The first stage is a telescopic amplifier, this is chosen above the folded cascode structure for its better power efficiency. From the top, transistors \( M_{P100} \) and \( M_{P101} \) form a cascode current mirror for a better power supply rejection ratio. For the input transistors: \( M_{P102} \) and \( M_{P103} \), PMOS devices are used for their better \( 1/f \) noise performance. Furthermore the input transistors are medium threshold devices to make sure that they have enough voltage headroom. With a supply voltage of 1.8 V and two times a \( V_{DS} \) for \( M_{P100} \) and \( M_{P101} \), the sources of the input transistors are at 1.4 V. With an input level of 1 V this only leaves 0.4 V for the \( V_{DS} \) of the input transistors, this is enough for the medium threshold transistors. The input transistors are cascoded by \( M_{P104} \) and \( M_{P105} \). \( M_{P106} \) makes sure that the gates of the cascode devices is at a fixed voltage below the sources of the input devices so there is enough room for a \( V_{DS} + V_{GS} \).

The bottom current mirror is formed by \( M_{N102} \) and \( M_{N103} \), which is cascoded by \( M_{N100} \) and \( M_{N101} \). \( M_{N102} \) and \( M_{N103} \) are biased in strong inversion to minimize the noise and offset contribution. The auto-zeroing loop is completed by the feedback at C and D, which connects to the output of AZ3.

The output chopper is implemented in between the input stage and the output stage. This chopper is purely there to chop the residual offset, for the reasons described in section 2.8. The input chopper is in front of the input transistors not shown here.

The output stage consists of a cascaded common source stage. The cascode transistor \( M_{N105} \) is added and special attention is paid to the sizing to make sure that the chopper switches between to similar voltage levels, which will make the spike at the output due to the copping as small as possible. The maximum output current that can be delivered is set by the top current source at 40 \( \mu \)A.

For a generally applicable buffered reference the maximum output current is rather low. Furthermore due to the class A structure of the output stage, the power efficiency is also low. To improve the power efficiency and maximum current driving strength, the use of a Monticelli class AB output stage has been investigated. This has an increased maximum driving current and power efficiency but problems were encountered with the transients.
3.2. AZ1 IMPLEMENTATION

Figure 3.3: The implementation of AZ1, a telescopic OTA.

introduced by the slow-chopping. Therefore this was not used in the final tapeout.

The total current consumed by the buffer with biasing is 69 µA. The DC-gain of the buffer is around 118 dB. The compensation ensures a phase-margin of 70 Deg and a gain-margin of 40 dB with a load of 30 pF.

3.2. AZ1 IMPLEMENTATION

Figure 3.3 shows the implementation of the OTA AZ1. The structure of AZ1 is basically the same as the buffer. The differences are that this is a single stage implementation and the output is differential rather than single ended. To set the common-mode of the output, a common-mode feedback loop is used which feeds back at $M_{N202}$ and $M_{N203}$. This continuous-time common-mode feedback ensures that the output common-mode is around 600 mV. The offset compensation loop for the offset of AZ1 feeds back at nodes I and J, which is connected to the output of AZ2. The sizing and bias currents are kept similar to the buffer, to make sure that the offset and noise contributions of the two amplifiers are similar.

The total current consumed by the OTA AZ1 with biasing and common-mode regulator is 32 µA. The DC-gain of AZ1 is around 55 dB.

3.3. AZ2 AND AZ3 IMPLEMENTATION

Figure 3.4 show the implementation of AZ2 and AZ3, which are two telescopic OTAs. The bias current of the input transistors is a factor ten times smaller, to get a transconductance which is a factor ten times smaller than AZ1 and the buffer. Furthermore source degeneration is used, for the reasons mentioned in section 2.3.3. The source degeneration resistor is taken as $1/g_m$ of the input transistors $M_{P4}$ and $M_{P5}$. This makes the overall transconductance of AZ2 and AZ3 a factor two times smaller, which makes the transconductance of AZ2 and AZ3 twenty times smaller than the AZ1 and the buffer.

The total current consumed by AZ2 and AZ3 combined is 12 µA. The DC-gain of AZ2 and AZ3 is around 35 dB.
3.4. **Integrator**

Figure 3.5 show the implementation of the active integrator. As shown in the residual offset analysis (section 2.4), a high DC-gain of the integrator helps to reduce the residual offset. The integrator is a telescopic amplifier with gain-boosting for added DC-gain. The gain- booster amplifiers are implemented differentially, to reduced the required amplifiers from four to two. The gain booster amplifiers are folded cascode amplifiers. The bottom
gain-booster has a PMOS input transistors to accommodate the input common-mode level, near the lower part of the supply range. The top gain-booster has NMOS input transistors to accommodate the input common-mode level, near the upper part of the supply range. The gain-booster both have common-mode regulation which sets the biasing point of $M_{P304}$, $M_{P305}$, $M_{N300}$ and $M_{N301}$. Small transistors are used to allow for a fast integrator.

Care must be taken to ensure that no slow-settling occurs due to the gain-boosting. When slow-settling occurs the $t_{d_{after}}$ has to be unnecessary long to allow for sufficient settling.

The total current consumed by the integrator with gain-boosters and common-mode regulator is 44 $\mu$A. The DC-gain of the integrator is about 105 dB. Adding up all the contributions mentioned in the previous sections and adding 4 $\mu$A for the biasing generator, a total current consumption of 161 $\mu$A results.

3.5. Digital design

All switches and choppers in this design are implemented with transmission gates, apart from the switches around the integrator. The ability of these devices to reduce the transients due to their charge injection and clock feedthrough is highly dependent on the synchronism of the complementary clock edges, as described in Section 2.3.

The synchronized complementary signals are generated on-chip by converting single-ended clock signals supplied by an external source. This way was chosen, since it results in a very simple circuit. The circuit used to generate the complementary signals is shown in Figure 3.6, from now on referred to as the complementary clock generator. This complementary clock generator generator is placed close to the corresponding switch, to make sure that both the normal and the complementary signal see the same parasitics.

![Diagram of complementary clock generator](image)

Figure 3.6: The digital circuit used to generate synchronized complementary clock signals from a single-ended input clock.

The complementary clock generator generator consists of three flip-flops and two inverters. The first flip-flop makes sure that the input clock signal ($\phi_{in}$) is re-clocked with reference clock ($f_{ref}$) and generates the complementary version of the input clock signal. After this there will still be a slight delay between the normal clock signal (at $Q$) and the complementary version (at $Q_{bar}$), due to a slight difference between the $D$ to $Q$ delay and the $D$ to $Q_{bar}$ delay of a flip-flop. The second and third flip-flop resynchronize both the input clock signal and the complementary version with the reference clock. This will finally lead to a very synchronous $\phi_{out}$ and $\bar{\phi}_{out}$ signal, generated from a single $\phi_{in}$ signal. Finally the signals are passed through an inverter fed by the analog supply, to make sure that the digital supply is not coupled directly to the switch that it is steering.

The downside of this approach is that the frequency of the reference clock ($f_{ref}$) has to be rather high to allow for a high auto-zeroing frequency. Furthermore it has a high change of coupling signals in the analog domain with signal in the digital domain.
In Figure 3.7 a block diagram is shown of the complete digital circuit. The clock signals $\phi_{AZ\_in}$, $\phi_{D\_in}$, $f_{ref\_in}$, $f_{ref\_bar\_in}$ and $\phi_{CH\_in}$ are created off-chip. The clock signal $\phi_{AZ\_in}$, $\phi_{D\_in}$ and $\phi_{CH\_in}$ are all passed through one or several complementary clock generators to generate synchronized complementary signals. For the other signals an on-chip shift-register (SR) is used. This shift register controls switches $SW_1$, $SW_2$ and $SW_3$ from the sample and hold circuit, shown in Figure 3.1. These can be easily controlled with a shift-register, since these are low-frequency signals. The shift-register also controls two test signals: $AZ\_enable$ and $Int\_out\_enable$. The $AZ\_enable$ signal allows the auto-zeroing loop to be broken at the feedforward point at nodes C and D, shown in Figure 3.1. The $Int\_out\_enable$ signal controls two transmission gates, that allow the differential output of the integrator to be routed to two bondpads. This allows the integrator output to be measured, when necessary. Finally the shift-register controls a startup signal, that can force the bias circuit to start when it doesn’t do this on its own.

3.6. Layout

The design has been implemented in a TSMC mixed-signal 0.18 $\mu$m technology. Even though considerable effort was done to combine the sample and hold circuit and the auto-zeroed buffer with an integrated switched capacitor bandgap reference, in this design it was chosen to omit the integrated reference. This concentrates the attention on testing the hold time of the sample and hold circuit and the switching transients of the auto-zeroed buffer. The reference voltage will be externally supplied by an off-chip reference. Figure 3.8, show a micrograph of the final implemented design. Highlighted in red area some key components of the design.

The active area of the chip is 765 $\mu$m by 525 $\mu$m. From figure 3.8 it is clear that most of the area is consumed by the different capacitors in the design. Some extra space at the top is used to include decoupling capacitors for the analog supply line. Also a small error in the layout can be spotted at AZ1. Due to a missing exclusion layer, the structure of AZ1 cannot be seen, meaning that the transistors are covered by dummy tiling. This means that the offset of AZ1 will be slightly higher due to the asymmetry caused by the dummy tiling.
The clock signals have to be routed to the complementary clock generators, which are placed close to the sensitive analog signals. Therefore all clock signals can couple easily to the sensitive analog signals. To keep this coupling to a minimum all clock signals are routed towards the complementary clock generators in shielded coax cables on-chip, as shown in Figure 3.9. The downside of routing the clock signals through the shielded coax is that this introduces a large parasitic capacitor between the clock signal and the shield ground. To keep the rise and fall times of the clock signals from increasing too much, strong clock buffers have to be used to drive the shielded clock lines.

For the high frequency reference clock which is routed throughout the chip, also a complementary version is brought to the chip \((f_{ref_{bar}})\). This complementary version has no real function on the chip, it is purely routed along side \(f_{ref}\) with the idea to cancel any coupling of \(f_{ref}\) by an equal coupling of \(f_{ref_{bar}}\).
This chapter begins by showing the simulated switching transients for the different circuit configurations discussed in section 2.3. After this, the measurement setup is explained and the measurement results are presented. The effect of the reference clock on the output is shown, followed by the measured hold time without auto-zeroing. Next the simulation of the hold time with auto-zeroing is shown, which is compared with the measured hold time. This chapter continues by showing how the different clock signals influence the leakage. Finally, some proposals are made to improve the design. For every measurement a comparison is made with the simulated values whenever possible.

4.1. Simulation of the switching transients
The target specification for the switching transients is that they should be below 1 \( \mu \text{V} \) peak-to-peak. To achieve this several techniques are used to reduce the switching transients. These are active integration, inclusion of a dead-time and source degeneration. The switching transients and residual offset of the different circuit configurations are shown below. It will be shown that with each circuit iteration, the residual offset and switching transients decrease.

For all the following switching transient simulations, the auto-zeroed buffer is first allowed to settle. To make sure of this the data is taken after 100 \( \mu \text{s} \) from the start of the simulation. The auto-zeroing frequency is 100 kHz. The offset of the buffer (\( V_{os1} \)) is taken to be around -4 mV. The offset of AZ1 (\( V_{os2} \)) is taken to be around 3 mV.
4.1.1. **Conventional continuous-time auto-zeroed buffer**

The conventional continuous-time auto-zeroed buffer, shown in Figure 2.3, has no measures to lower the switching transients. This simulation can therefore be seen as a baseline, to see how well the techniques to reduce the switching transients work.

![Simulation of switching transients](image)

In Figure 4.1 the simulated switching transients on the output versus the input, $V_e - V_f$ and $V_g - V_h$ of the conventional continuous time auto-zeroed buffer (Figure 2.3) are shown. The switching transients due to the limited bandwidth of AZ1, as explained in Section 2.3, can clearly be seen. At $t = 100 \mu s$ phase $\phi_2$ starts, which samples the offset of OTA AZ1 ($V_{offset}$) on $V_e - V_f$. The settled values will be around $V_{offset} \times \alpha_1$, as explained in Section 2.4, which corresponds to $3 \text{ mV x 30 = 90 mV}$. At $t = 100 \mu s$ a clear switching transient can be seen on $V_e - V_f$ due to the limited bandwidth of AZ1, which take the full $5 \mu s$ to settle. The switching transient is down, since the value of $V_e - V_f$ is lower, which is sampled in the state before.

At $t = 105 \mu s$ phase $\phi_1$ starts, which samples the offset of the buffer ($V_{offset}$) on $V_g - V_h$, which cause a switching on $V_g - V_h$. The settled values will be around $V_{offset} \times \alpha_2$, which corresponds to $4 \text{ mV x 30 = 120 mV}$. Since $V_g - V_h$ is directly connected to the output of the buffer, the transients on $V_g - V_h$ also causes a spike on the output at $t = 105 \mu s$. The effect of the spike on $V_e - V_f$ is barely visible on the output, since this node doesn’t directly effect the output. The spike on $V_g - V_h$ is around $200 \mu V$. This causes a spike at the output of around $200 \mu V / \alpha_1 = 6.7 \mu V$, as explained in section 2.4. The residual settled offset is rather large with $458 \mu V$. This is due to the limited gain of AZ2 and AZ3. The switching transients are $12 \mu V$ peak-to-peak.

4.1.2. **Continuous-time auto-zeroed buffer with active integration**

The continuous-time auto-zeroed buffer with active integration, shown in Figure 2.6, uses an active integrator to lower the switching transients.
In Figure 4.2 the simulated switching transients of the continuous time auto-zeroed buffer with the shared active integrator (Figure 2.6) are shown. Due to the added gain of the active integrator, the residual offset is considerably lower: about 140 nV when settled. Also the switching transients are much smaller: 3 μV peak-to-peak.

4.1.3. Continuous-time auto-zeroed buffer with active integration and deadtime

![Graph showing simulated switching transients and residual offset.](image)

Figure 4.3: The simulated switching transients and residual offset of the continuous time auto-zeroed buffer with active integration and deadtime.
In Figure 4.3 the simulated switching transients of the continuous time auto-zeroed buffer with the shared active integrator and dead time are shown. The residual settled offset between 100 and 105 μs is 115 nV, which is the $\phi_2$ phase. Between 105 and 110 the residual offset is 35 nV, which corresponds to the $\phi_1$ phase. The small difference in residual offset between the two phases is explained in section 2.4. The switching transients have been reduced to the required 1 μV peak-to-peak and a great reduction in the settling speed after the transients can be seen, when compared to Figure 4.2.

4.1.4. POST-LAYOUT

![Image of Figure 4.4: The simulated switching transients and residual offset of the extracted post-layout circuit.]

After the tape-out some thorough simulations were done on the extracted post-layout circuit. The extracted post-layout circuit contains all the extracted parasitic capacitances. In Figure 4.4, the simulated switching transients and residual offset are shown. A large increase in the transients can be seen, due to the coupling of reference clock $f_{ref}$, required by the complementary clock generator. Even with some thorough on-chip shielding, the coupling remains strong. The switching transients have increased to 150 μV peak-to-peak. Due to this large coupling the buffer and auto-zero loop are continuously kicked, which cause a residual error on the output that is not steady. This can be problematic if the sampled value at the end of phase $\phi_1$ is large and causes a large charge kickback towards the hold capacitor. At the end of phase $\phi_1$ the error on the output is about 30 μV.

4.2. THE MEASUREMENT SETUP

![Image of Figure 4.5: A block diagram of the measurement setup.]

4.3. The measured effect of the reference clock on the output

The measurement setup is shown in Figure 4.5. To measure the manufactured chip of the sampled voltage reference, a Printed Circuit Board (PCB) has been designed. This PCB has several voltage regulators to generate the different supply voltages from a single power supply. It also contains a voltage reference which supplies the sampled voltage reference with the input reference voltage. The LM4140 is used as an external reference with a nominal output voltage of 1.024 V. The LM4140 is fed by a battery pack, which provides a very low noise supply. To load the shift register and periodically refresh it to recharge the hold capacitor, a Field Programmable Gate Array (FPGA) development board (Altera DE0-Nano) is used. The FPGA also generates the clock signals for auto-zeroing ($\phi_{AZ}$), dead time ($\phi_{d}$), chopping ($\phi_{ch}$), the reference frequency ($f_{ref}$) and the complementary reference frequency ($f_{ref,bar}$). The signals from the FPGA are routed through digital isolators, to isolate the signals from the chip and cut any ground loops from the FPGA development board. All the clock signals are connected with shielded SMA cables, to prevent coupling. The output of the design under test (DUT) is measured by a HP 34401A digital multimeter. The connection is made with a shielded coax cable to make sure no outside coupling can occur. This digital multimeter has a GPIB interface, which is used to send the data to a laptop.

4.3. The measured effect of the reference clock on the output

![Figure 4.6: The measured effect of the reference frequency on the output of the buffer.](image)

The first thing to note is that the reference clock ($f_{ref}$), used by the complementary clock generator described in section 3.5, has a rather high coupling to the output. To measure the effect on the output a measurement was done using a high-speed oscilloscope, the auto-zeroing clock is enabled, the reference clock frequency is set to 1 MHz and the external reference is permanently connected.

In Figure 4.6 the effect of the reference frequency on the output can be seen. Even though substantial effort has been put in shielding this clock line inside and outside the chip, the resulting spikes at the output have a value of 25 mV peak-to-peak. Due to the large spikes on the output it is rather tricky to do measurements on the chip, since the signal of interest should be measured in between the spikes. Unfortunately the effectiveness of the measures to lower the output switching transients due to the auto-zeroing, such as active integration, dead time and source degeneration, could not be evaluated properly due to these spikes.

Another important observation is that in between the spikes caused by the reference clock, occurring every 0.5 $\mu$s, the output of the buffer is not steady. The average value of the output is around 1.018 V, but in between the
spikes the output changes about 1 mV above and below this average. This can be explained by the fact that the kick given by the reference clock coupling, causes the buffer and auto-zero loop to change values and slowly settle back. Therefore the auto-zeroing loop never fully settles and never reaches the low residual offset that is reached in simulation. A higher residual offset will also be problematic for the leakage. Through charge kickback the increased residual offset will be transferred to the hold capacitor. Due to the large kicks of the reference clock, the error on the output when sampled at the end of phase $\phi_1$ is in the order of several 100 $\mu$V.

4.4. Measured hold time without auto-zeroing

As a first test to determine how long the voltage on the capacitor can be held, a measurement is done without auto-zeroing. This will illustrate how well the low leakage sample and hold circuit works, without the additional leakage caused by auto-zeroing. To do this the auto-zeroing loop is disconnected from the buffer and the auto-zeroing clock is shutoff. To measure the hold time of the circuit, the FPGA is programmed to periodically update the on-chip shift-register, which in turn periodically refreshes the hold capacitor. After the refresh of the hold capacitor, the sample switches are opened and the shift-register doesn't have to change over the rest of the hold period. Therefore during the hold period the signals controlling the shift-register are switched off, to make sure that no coupling occurs and no extra leakage is introduced. The reference clock is still continuously on since it necessary to clock through the signals controlling the sample and hold switches. A reference clock frequency of 1 MHz is used for all the measurements. The external voltage reference is not turned off during the hold time due to the fact that the channel leakage is too high in this design, as explained in section 2.6.2.

Due to the fact that the parasitic diodes of the transistors are not properly modeled, a proper comparison between the measured result and simulation cannot be made.

![Figure 4.7: Leakage measurement without auto-zeroing, with a refresh period of 1s.](image)

Figure 4.7 shows the result with a refresh period of 1 s. The average output voltage is around 1.0293 V, while the output of the external reference is around 1.024 V ($\pm$0.1%). This indicates that the offset of the buffer is around 5.3 mV for this sample. The noise is rather large with a value of about 481 $\mu$V peak-to-peak, or about 72.9 $\mu$V_rms. Since no auto-zeroing is applied in this case, there is much more low frequency noise than the specified 500 $nV_{\text{rms}}$ (0.1 to 10 Hz). Also the sample and hold action will increase the noise below 1 Hz, due to the kT/C noise and the undersampled reference noise. Therefore in the output voltage some jumps can be seen with a 1 Hz frequency. No clear charging or leaking effect can be distinguished, which means that any charging or leaking effect is of the same order or is below the noise.
Next the refresh period is increased to 10 s, the result can be seen in figure 4.8. A clear charging effect can be seen. In the hold period from 30 to 40 s, an increase from 1.0294 V to about 1.03 V can be observed. This indicates that for a 10 s refresh frequency the voltage increase on the capacitor is about 600 µV. This would give an error rate of about 60 µV per second. The value of the reference voltage at the start of the hold period is not constant, due to the difference in sampled noise.

The increase in output voltage over a 10 s hold time, indicates that there is a net charging current somewhere. In section 2.6.1 it was explained that the body diode leakage might perform better for a body capacitor voltage level of Vdd/2. For the case of a body capacitor voltage of 1.024 (reference voltage), diode $D_2$ will be biased at around 0.8 V and diode $D_3$ will be biased at around 1V. This would indicate that the reverse saturation current of diode $D_2$ will drain the body capacitor faster than $D_3$ will charge (assuming equal diode parameters). However for dissimilar diode parameters the charging current of $D_2$ might very well be large. Further measurements indicate that this charging effect is indeed influenced by the body capacitor voltage level.
Figure 4.9 shows the leakage measurement, with a refresh period of 10s, when the body capacitor voltage level is set close to Vdd/2. This is done by using a separate power supply which can be set with a precision of about 5 mV. No clear leakage is observed, when compared to the measurement in Figure 4.8, where the body capacitor voltage level is at the reference potential. Some jumps with a frequency of 0.1 Hz can be observed due to the difference in sampled noise.

If the refresh period is increased to 20 s, the result can be seen in figure 4.10. A clear charging trend can be seen from 18 to 38 s. The increase in output voltage is about 100 μV for a 20s hold time. This would give an error rate of about 5 μV per second. In this case the body capacitor voltage is set with a precision of about 5 mV. If this precision could be improved, the leakage could be reduced further.

4.5. Hold time with continuous auto-zeroing

To see the effect that auto-zeroing has on the leakage of the hold capacitors, both simulations and measurement were done. The results of the simulation is compared with the measurement results. The measurements are shown for the pre-layout circuit which doesn’t include the parasitic coupling capacitors, and the extracted post-layout result which does included all parasitic capacitors.

4.5.1. Pre-layout simulation
In Figure 4.11 the results are shown for a simulation of the leakage pre-layout. First the auto-zero loop is allowed to settle for 0.1 ms, after which the external reference is disconnected. An auto-zeroing frequency of 100 kHz is used. After this the external reference is left disconnected for 100 ms and the resulting droop in this hold period is about 10.7 $\mu V$. If this leakage is trend is extrapolated to 1 s, the resulting droop would be 107 $\mu V$. This gives an error rate of about 107 $\mu V$ per second.

The residual offset at the end of phase $\phi_1$ is around 60 nV. The voltage droop due to charge kickback will be $\frac{\Delta V}{\Delta t} = \frac{C_{11} V_{ref} f_{az}}{2 \pi R} = 100 \mu V/s$. This matches the simulated result very well.

### 4.5.2. Post-layout simulation

![Figure 4.12: A simulation of the leakage for the post-layout circuit.](image)

Figure 4.12 shows a simulation of the leakage post-layout. First the auto-zero loop is allowed to settle for 0.1 ms, after which the external reference is disconnected. An auto-zeroing frequency of 100 kHz is used. Due to the long run time required for a post-layout simulation, the result is only shown till 1 ms. The same increased spikes as in Figure 4.4 can be seen. The average between the peaks at the start of the hold period (at 0.1 ms), is around 0 V. After 1 ms the voltage on the hold capacitor has dropped, to about 32 $\mu V$. If the same trend would continue till 1 s, a voltage droop of about 32 mV would remain.

The leakage observed in the post-layout simulation, is much larger than the result of the pre-layout simulation. This can be explained by the increased residual offset, caused by the coupling of the reference clock ($f_{ref}$). At the end of phase $\phi_1$, this increased residual offset will be sampled and transferred towards the hold capacitor, via charge kickback. The residual offset at the end of phase $\phi_1$ of the pre-layout simulation is about 60 nV and for the post-layout it increases to about 30 $\mu V$. Since the residual offset is about 500 times larger in the post-layout simulation, about the same increase in voltage droop can be observed between pre-layout and post-layout simulation. The calculated voltage droop is $\frac{\Delta V}{\Delta t} = \frac{C_{11} V_{ref} f_{az}}{2 \pi R} = 50 \text{ mV/s}$, which matches the simulated result of 32 mV/s very well.

### 4.5.3. Measured

Next the leakage of the hold capacitor is measured for the final implemented system. For this the auto-zeroing loop is connected and the auto-zeroing clock is turned on, to see the effect of the auto-zeroing on the discharging of the hold capacitor. For this measurement an auto-zeroing frequency ($f_{az}$) of 2 kHz is used, together with a reference frequency of $f_{ref}$ 1 MHz. The $f_{ref}f_{az}$ signal is disabled. The hold capacitor is refreshed every second.
Figure 4.13: Leakage measurement with auto-zeroing with a frequency of 2 kHz and a refresh period of 1 s.

Figure 4.13 shows the measured leakage with auto-zeroing enabled, a large increase in the droop of the hold capacitor voltage can be seen. Every second the refresh of the hold capacitor can be seen, where the output goes to the 1.024 V of the external voltage reference. After 1 s, the voltage on the output drops to about 0.99 V. For an auto-zeroing frequency of 2 kHz, a droop in the output voltage of about 34 mV can be observed.

To improve the leakage, the slow-chopping technique explained in section 2.8 was tested. With auto-zeroing enabled no clear leakage reversal could be observed. This indicates that the major leakage component is not due to the charge-kickback of residual offset or that the residual offset cannot be properly switched in polarity by chopping. If for example the coupling of clock signals into the auto-zeroing clock is the major cause of residual offset, then chopping will not reverse the polarity.

4.6. The effect of clock signals on the measured leakage

Throughout the measurements it became clear that the leakage of the hold capacitor is very sensitive to different parameters of the clock signals. When the rise and fall time of the reference clock were changed or the reference clock was slightly delayed compared to other clocks the leakage changed a lot. Below the results are shown, when the complementary reference clock is enabled and when capacitive loading is applied to the reference clock.

4.6.1. The effect of the complementary reference clock

Figure 4.14: Leakage measurement with auto-zeroing with a frequency of 2 kHz, with a refresh period of 1 s and with $f_{ref\ bar}$. 

![Graph showing leakage measurement results with and without $f_{ref\ bar}$]
When the same leakage measurement is performed as Figure 4.13 with auto-zeroing and a refresh period of 1 s, but with complementary reference clock $f_{ref\_bar}$ enabled, Figure 4.14 appears. The complementary reference clock $f_{ref\_bar}$ was routed throughout the chip next to the reference clock, to cancel coupling effects. From figure 4.14 it is clear that with $f_{ref\_bar}$ enabled, the droop on the output decreases to about 26 mV. This seems to indicate that the coupling of $f_{ref}$ is causing at least part of the leakage and trying to cancel this coupling by enabling $f_{ref\_bar}$ is helping to decrease the leakage.

The reduced coupling effect of the reference clock, by enabling $f_{ref\_bar}$, will allow the auto-zeroed buffer to settle at a lower residual offset value. When at the end of phase $\phi_1$, this lower residual offset is sampled and transferred towards the hold capacitor via charge kickback, this will allow for a lower leakage.

### 4.6.2. The effect of loading the reference clock

![Figure 4.15: Leakage measurement with auto-zeroing with a frequency of 2 kHz, with a refresh period of 1 s and with capacitive loading of $f_{ref\_bar}$](image)

When the same leakage measurement is performed as Figure 4.13 with auto-zeroing, a refresh period of 1 s, complementary reference clock $f_{ref\_bar}$ enabled and with some added capacitive loading, Figure 4.15 appears. In this measurement rather than a leaking effect after the refresh of the hold capacitor at 1 s, a charging effect is observed. The voltage on the hold capacitor increases about 12 mV over the refresh period.

When the $f_{ref}$ signal is capacitively loaded, the rise and fall time will decrease. This will both lower the coupling and change the moment when the auto-zeroing clock switches. Since the auto-zeroing clock is made with the complementary clock generator, the rise and fall time of the reference clock will also change the rise and fall time of the auto-zeroing clock. A slower fall time will mean that the sampling moment of the residual offset will change and therefore the amount of leakage via charge kickback is changed.
To see the effect that reference clock frequency has on the voltage droop on the hold capacitor a measurement is done where the reference frequency is changed from 10 to 100 kHz and finally 1 MHz. For the measurement the refresh period is 1 second and the auto-zeroing frequency is held constant at 2 kHz. The result is shown in Figure 4.16. No clear trend between the voltage droop of the hold capacitor and the reference clock frequency can be seen.

Even for the lowest reference frequency of 10 kHz a voltage droop of around 35 mV appears. Even though the auto-zeroed buffer should have more time to settle at this lower reference frequency, a similar voltage droop appears. This is due to the fact that the buffer and auto-zeroing loop always get a kick right before the transition of the auto-zeroing clock, which always causes a similar charge kickback.
4.7. **Future work**

From the measurements, it is clear that this design has a much higher leakage due to the charge kickback caused by auto-zeroing, than is expected from the simulation results. With a pre-layout offset of about 60 nV, the leakage in 1 s with an auto-zeroing frequency of 100 kHz is $107 \, \mu V$. With a post-layout offset that is about 500 times larger, with $30 \, \mu V$, the leakage in 1 s with an auto-zeroing frequency of 100 kHz also increases by about the same order to $32 \, mV$. In the final design, the leakage increases to about $34 \, mV$ in 1 s with an auto-zeroing frequency 2 kHz. Equation 2.16, can explain this increase in voltage droop when the sampled residual offset increases $100 \, \mu V$. Figure 4.6 shows that such an increase could be due to the coupling of clock signals.

This increase in residual offset is caused by the coupling of the reference clock which kicks the buffer and auto-zeroing loop. A future design should therefore focus on bringing the residual offset back to the level that was originally designed for in the pre-layout simulation. Since this design already has some rigorous shielding to prevent the coupling of the reference clock, a future design should remove the need for a reference clock to completely remove any coupling. Besides the charge kickback caused by residual offset, some of the charge kickback is caused by charge injection mismatch, as described in section 2.7. The charge injection mismatch with transmission gates depends on clock parameters such as: clock skew and rise/fall time. Therefore, part of the increased leakage might also be explained by this.

Several things can be done to lower the leakage due to charge kickback:

- Lowering the residual offset sampled on $C_{11}$. This definitely requires a different clocking scheme. Furthermore the gain of the integrator could be increased further and the ratio of buffer and AZ3 gain could be increased.

- Lowering the auto-zeroing frequency. This lowers the frequency at which charge kickback occurs.

- Increasing the size of the hold capacitor. This lower the influence of injected charge on the hold capacitor.

- Decreasing the size of capacitors $C_{11}$ and $C_{12}$. This lowers the amount of charge that is transferred. Care must be taken that this doesn't increase the leakage due to charge injection mismatch.

If capacitors $C_{11}$ and $C_{12}$ are decreased with a factor ten to 0.1 pF, the residual offset is reduced to about 50 nV, the auto-zeroing is reduced to 10 kHz and the hold capacitor is increased to 50 pF, then according to Equation 2.16 a voltage droop of $0.5 \, \mu V/s$ could be achieved.

4.7.1. **Changing the clocking scheme**

To remove the reference clock from the design a different clocking scheme has to be used. The current complementary clock generator circuit relies on a high frequency clock, to allow for a synchronous switching action. The complementary clock generators are placed close to the switches, to keep the path of the two clock signals identical. This requires the high frequency clock to be routed throughout the chip close to sensitive signal, increasing the change of coupling. A good alternative for the current complementary clock generator is to use an SR-latch. This can achieve simultaneous transitioning clock signals without using an external reference clock.
The SR-latch is implemented with the circuit shown in Figure 4.18. A single clock signal comes in, the bottom buffer creates the normal output signal and the top inverter creates the complementary signal. The cross coupled inverters perform the latching. The bottom buffer and top inverter are sized to have equal rise and fall times.

Figure 4.19: \( \phi \) and \( \phi_{\bar{}} \) generated by the complementary clock generator.

Figure 4.20: \( \phi \) and \( \phi_{\bar{}} \) generated by the SR-latch.

Figure 4.19 shows the simulation result of the simultaneous transitioning signals obtained by the complementary clock generator used in this design and Figure 4.20 shows the simulation result obtained by using the SR-latch. They achieve comparable results in synchronicity. The rise and fall times of the SR-latch are considerably longer and this could be changed by increasing the driving strength of the inverters. Finally more careful simulation of the SR-latch over corners has to be done.
The reference clock is the highest frequency clock in this design and therefore also causes the most problems when coupled into the output. Some other clock signals still remain that can couple, these include: the auto-zero clock ($\phi_{AZ}$), the dead-time clock ($\phi_D$), the chopper clock ($\phi_{CH}$) and the clocks controlling sample and hold switches $SW_1$, $SW_2$ and $SW_3$. Since the first three are all brought in from outside, they still have a high change of coupling, through for example the bondwires.

The auto-zeroing clock and dead time clock both have frequencies in the kHz-range and therefore they can still cause problems when coupling. It would be a good idea to create these high frequency signals as much as possible on-chip, to isolate the problem of coupling to a localized area of the chip.

![Figure 4.21: Deriving the auto-zero clock from the dead-time clock.](image)

An option is to derive the auto-zeroing clock from the dead-time clock and only bring the dead-time clock from outside the chip. This circuit should not use clocked elements. The auto-zeroing clock always switches a fixed delay after the up-going flank of the dead-time clock and a fixed delay after the down-going flank. If two delays are made using RC-times together with a comparator which are both fed to a SR-latch, the auto-zero clock can be derived from the dead-time clock. The resulting circuit is shown in Figure 4.21.

An other option is to make the auto-zeroing clock on-chip with an oscillator and derive the dead-time clock from this. The big advantage of this solution is that all the high frequency signals are localized in one area of the chip, making it easier to shield it properly. Furthermore no signals are coming from outside the chip, which remove the change of signals coupling via the bondwires. The downside is that these digital block should be properly simulated, to ensure that the wholes chip doesn’t fail due to a failing clock generation circuit.

The hold switches $SW_1$, $SW_2$ and $SW_3$ are controlled via the shift-register. The coupling of the clock and data signals controlling the shift register are minimal, since they are only updated during the refresh and switched off during the hold period. The coupling of the clock signals of $SW_1$, $SW_2$ and $SW_3$ themselves are not a problem since they only switch during refresh. The chopper clock is low frequency and should therefore also not be a problem.

### 4.7.2. Lower the required auto-zeroing frequency

Besides removing the reference clock, several other improvements can be made to reduce the leakage. Since the frequency of the auto-zeroing clock determines the frequency with which the charge-kickback occurs and therefore the speed of the leakage, lowering the auto-zeroing frequency will help to reduced the leakage. This design required an auto-zeroing frequency of 100 kHz to get rid off the $1/f$ noise, as explained in section 2.5. If the $1/f$ corner frequency of the buffer amplifier and OTA AZ1 is reduced, it will allow the auto-zeroing frequency to be reduced as well. Using more area for the input-transistors of the buffer and AZ1, will reduce reduce the $1/f$ noise corner.
The dominant low-frequency noise producers are the input transistors and the bottom current mirror transistors. If the size of the input transistors $M_{P102}$ and $M_{P103}$ of the buffer in Figure 3.2 is increased by a factor 15 and the bottom current mirror transistors $M_{N102}$ and $M_{N103}$ as well, the low frequency noise reduces. The resulting noise plot is shown in Figure 4.22. The $1/f$ noise corner has reduced to about 10 kHz. If the corresponding transistors of OTA AZ1 ($M_{P202}, M_{P203}, M_{N202}$ and $M_{N203}$ in Figure 3.3) are scaled up by a factor 15 as well, the auto-zeroing frequency to be reduced ten times. This will also reduce the leakage of the hold capacitor by a factor ten.

4.7.3. Using trimming to compensate the leakage current

When the above options fail or the leakage due to charge injection mismatch turns out to be to large, trimming can be used to lower the leakage. In [20] the hold circuit is replicated with a small hold capacitor and the leakage of this small hold capacitor is used to compensate a larger hold capacitor. The leakage is reduced by an order of magnitude over a limited temperature range: -20 to 40°C.

In [43] a special input current trimming technique is used, which aims to trim the mismatch of clock injection. They use a very high chopping (1.2 MHz) and auto-zeroing frequency, while reducing the input current from the usual 1.5 nA to 150 pA. Using this same technique to get a low input current with chopping and auto-zeroing frequencies in the tens of kHz range, might be very promising.

4.7.4. Other improvements

Beside the urgent improvement of the leakage due to auto-zeroing, several other less urgent improvements can be made:

- Lowering the power consumption of the AZ buffer. Since the buffer is never switched off, the dominant contribution to the power consumption is the power required by the buffer. The reference before the sample and hold can be duty-cycled to reduce the average power consumption, but the buffer has to stay on. The current consumption of this design is 161 μA, from a 1.8 V supply. This design has not been optimized for low power, using more low power techniques could significantly reduce the current consumption.

- Investigating the use of a class AB output stage for the buffer. In this design the use of a class AB output stage for the buffer has been described and briefly been investigated. In the final design it was not used due to the increased output switching transients and the large spikes generated during the slow chopping with the AB output stage. For a increased current driving strength and power efficiency a class AB output stage is highly desirable. More investigation is necessary to reduce the switching transients and spikes with a class AB output stage.

- The noise could be further reduced by using a combination of chopping and auto-zeroing. In [37] a combination of chopping and auto-zeroing is used, to eliminate the increased low frequency noise caused by
auto-zeroing. Care must be taken to the input current this combination gives, but the fact that the chopping can be done at a lower frequency then the auto-zeroing is promising.

- Implementing the channel leakage reduction scheme, introduced in section 2.6.2. In this scheme, the channel leakage is reduced by applying a buffered version of the hold capacitor voltage across the switch. The offset of this buffer will determine the residual channel leakage.

- Using two capacitors to average the noise. In section 2.5 two noise reduction mechanisms were explained. A third noise reduction mechanism is using two capacitors average the noise.

\[
\begin{array}{c}
V_{bg} & SW_1 & SW_2 & V_{CH} \\
C_T & & & C_H \\
3 \text{pF} & & & 30 \text{pF}
\end{array}
\]

Figure 4.23: The switched capacitor network used for averaging the noise.

Due to the noise of the external source, the hold capacitor will be charged to a slightly different value each time. To reduce the noise in the bandwidth below the refresh frequency, averaging can be used between two capacitors. Before the hold capacitor a ten times smaller temporary capacitor is added (\(C_T\)), leading to the configuration shown in Figure 4.23. Sampling the voltage reference on this \(C_T\) and switching back and forth between \(C_T\) and \(C_H\) ten times, can in theory lower the noise by a factor ten. Some promising simulations have been done using this techniques with a switched capacitor bandgap, but for a successful implementation the effect of charge injection has to be further evaluated.

- Finally, this sample and hold circuit with buffer could be combined with a voltage-reference in a single chip. This will help to remove any leakage effect caused by the bondpad. Furthermore, the idea of this sample voltage reference is to be combined with an on-chip bandgap reference. Simulations have been done on a bandgap core, with a switched capacitor integrator to combine the \(V_{BE}\) with fifteen times a \(\Delta V_{BE}\), to get a temperature independent output. The noise folding will then be determined by the integrator, since the sampling starts there. The noise performance of such a switched capacitor bandgap, combined with a sample and hold and auto-zeroed buffer could be very low (below 2 \(\mu\)V peak-to-peak).

4.7.5. Switching to an other approach

This design aims to achieve a low-noise, low-offset and low-power buffer by using auto-zeroing. The success of a future design with this approach depends on how far the leakage due to auto-zeroing can be reduced, by the options mentioned above. A design with auto-zeroing just during the charge time or trimming might also be used to get low-offset. This will mean that current and area will have to be spent in the buffer to get low noise and this will still lead to a higher \(1/f\) noise. Such a design will have to lower the requirements on power and noise.

To test the option of auto-zeroing just during the charge time, a measurement has been done on the current design. Figure 4.24, 4.25 and 4.26 show the results for a hold time of 1s, 10s and 10s with Vcb at VDD/2 respectively. This is done for the same sample as the leakage measurements in section 4.4. The offset of 5.3 mV is removed by the auto-zeroing and similar leakage performance can be seen. Even though the auto-zeroing circuit is not really made for long holding, the offset doesn't change much with time.
Figure 4.24: Leakage measurement for auto-zeroing just during the charge time, with a 1s hold time.

Figure 4.25: Leakage measurement for auto-zeroing just during the charge time, with a 10s hold time.

Figure 4.26: Leakage measurement for auto-zeroing just during the charge time, with a 10s hold time and \( V_{Cb} = \frac{V_{dd}}{2} \).
In this thesis the design, implementation and measurement of a sampled voltage reference is presented. It aims to achieve both low-power and low-noise by storing the voltage generated by a reference on a capacitor for a long time. This then allows the reference to be switched off during the hold period, which leads to a lower average power. At the same time all the noise is limited to a bandwidth determined by the refresh frequency.

This design uses standard CMOS technology to create a low leakage sample-and-hold circuit and a continuous-time auto-zeroed buffer. The continuous-time auto-zeroed buffer allows for low-noise and low-offset, combined with low-power. For the buffer, special care has been taken to reduce the transients created by the auto-zeroing, by using a shared active integrator, a dead time clock and source degeneration. This allows the transients due to the auto-zeroing to be as low as 1 $\mu$V peak-to-peak in simulation, although the effectiveness of the techniques could not be evaluated in measurements.

The low leakage sample and hold circuit tries to minimize the body diode and channel leakage by nulling the voltage across the junctions, of the critical diodes. It is shown that the process of auto-zeroing transfers residual offset on the output to the hold capacitor, via a mechanism referred to as charge kickback. A special slow-chopping technique is presented and implemented to try to reverse the leakage due to the residual offset at the output.

The low leakage sample and hold circuit is shown to be effective, with no clear leakage for a 1 second hold time and 600 $\mu$V of voltage drop for 10 seconds of hold time. When the body capacitor voltage is lowered a 10 second hold time with no clear leakage can be achieved. For a 20 second hold time the increase is about 100 $\mu$V, this gives a resulting in a drift of about 5 $\mu$V per second. The final implemented design suffers from a large degree of coupling between the high frequency reference clock and the output. It is shown that this cause a higher residual error than originally designed for, which in turn increase the leakage via charge kickback. With a measured residual error in the order of several 100 $\mu$Vs, the leakage in 1 s with an auto-zeroing frequency 2 kHz is 34 mV. Via simulation it is shown that with a lower residual offset, the leakage can be greatly reduced.

Changes are proposed to improve the current design. A change in the clocking scheme is proposed and a circuit is shown with simulations to replace the high frequency reference clock. Improvements to the buffer and AZ1 are shown, to lower the $1/f$ noise corner. This would allow for a lower auto-zeroing frequency, which would reduce the leakage.
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