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Chapter 1

Introduction

Dielectric spectroscopy is a technique that can be employed for the measurement of material/sample composition in various applications. The detection principle is based on the interaction of the electromagnetic fields with the dipole moments of the sample under study. Any inhomogeneous artifact caused by an impurity or a contaminant in the sample will cause a change in field distribution that can be sensed. Most detection techniques rely on the measurement of the reflection coefficient, \( \Gamma \) offered by the radiating probe, which represents the ratio of the propagating and the reflected-voltage wave. Since voltage can be related to the integral of an E-field, knowledge of this reflection coefficient, combined with information on the probe enables the derivation of the sample's dielectric properties [1].

In (bio)-medical applications these measurements can reveal the changes in the composition of a sample/tissue [2]. Since tumors in humans or cell disorders in agricultural products are known to have different dielectric properties, in principle these defects can be detected by dielectric spectroscopy methods [3,4]. In comparison, conventional (bio)-medical techniques for detecting tumor cells rely on ultrasound, X-rays, magnetic resonance imaging (MRI), computed tomography (CT) and positron emission tomography (PET). These techniques sense the presence of cancer cells through a variation in density between neighboring skin/fat tissue; this provides low contrast when looking at tumors in dense tissues or skin samples [5]. Moreover, X-ray detection exposes healthy tissue to the harmful effects of ionizing radiation. Table. 1.1 presents the comparison between the various traditional medical imaging techniques that are popular but not competitive in skin cancer detection and quantification, [6,7], based on their frequency of operation, detection capabilities, spatial resolution, cost, harmful effects etc. Using electromagnetic waves at microwave frequencies for medical diagnosis is emerging as a very efficient low-cost and less harmful alternative to the above outlined techniques.
1. Introduction

### Imaging Technique

<table>
<thead>
<tr>
<th>EM Spectrum</th>
<th>Ultrasound</th>
<th>CT</th>
<th>MRI</th>
<th>PET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection capability</td>
<td>High frequency sound</td>
<td>X-rays</td>
<td>Radio waves</td>
<td>High-energy $\gamma$ rays</td>
</tr>
<tr>
<td>Spatial Resolution</td>
<td>Organ-Tissue</td>
<td>Organ-Tissue</td>
<td>Organ-Tissue</td>
<td>Tissue-Cellular-Molecular</td>
</tr>
<tr>
<td>Advantages</td>
<td>50$\approx$ 500 $\mu$m</td>
<td>50$\approx$200 $\mu$m</td>
<td>25$\approx$100 $\mu$m</td>
<td>1$\approx$2 mm</td>
</tr>
<tr>
<td>Advantages</td>
<td>Low cost and Real-time</td>
<td>High spatial resolution</td>
<td>Highest spatial resolution</td>
<td>High sensitivity and penetration depth</td>
</tr>
<tr>
<td>Disadvantages</td>
<td>Limited spatial resolution</td>
<td>Radiation</td>
<td>Cost and post-processing time</td>
<td>Expensive and radiation</td>
</tr>
</tbody>
</table>

Table 1.1: Traditional Medical Imaging Techniques.

1.1 The Need for Dielectric Spectroscopy

Dielectric spectroscopy can provide an in-depth knowledge on the biological composition of the superficial and sub-interface layer(s) of a sample. This data can provide key information in making crucial decisions for various applications ranging from medical diagnosis to quality control as outlined below.

- **Medical inspection:** In skin cancer sizing and in-vivo tumor assessment [8]. Currently, there is a lack of widespread real-time intraoperative imaging tools for skin tumor resection. Photonic technologies have shown significant promise by their clinical efficacy is uncertain. There are many widefield, photonic imaging technologies under research and some of them have progressed to the clinical trial phase. The most popular application is intraoperative imaging during Mohs micrograph surgery (MMS); the most commonly used surgical technique for skin cancer resection. Some technologies for MMS assistance include (1) fluorescence imaging [9–14], (2) confocal microscopy [15–18] and (3) Optical Coherence Tomography (OCT) [19–22]. Fluorescence imaging leverages the unique biomolecular signature of protein vs normal. OCT and confocal microscopy utilize specific morphological features. Tumor cells and their constituents demonstrate distinctly different shapes then normal cells and this can be visualized with illumination wavelengths proportional to cellular size (e.g. UV/VIS/NIR). It’s difficult to compare/contrast with Biophotonics in the context of MMS as cell morphology and molecular signatures are contrast mechanisms not
directly accessed when quantifying changes in macroscopic microwave permittivity. That being said, photonic systems have very limited penetration (e.g. 100’s of microns) due to significant scattering. However, dielectric spectroscopy has a great opportunity in, for example intraoperative planning. Skin cancers extend many millimeters beyond the visible surface border and the full extend cannot be mapped with photonic techniques. High spatial resolution permittivity measurement with the ability to account for a ”top skin layer” may give surgeons a good idea about how broad the tumor extends literally. This information would be very valuable. Also, the penetration depth puts you close enough to the surface to avoid competition with Ultrasound/MRI/CT.

- **Food and flower quality inspection:** In prediction of storage disorders (core browning, skin spots) in fruits and optimization of floral induction [23, 24]. Today’s food and flower quality-inspection tools are based on molecular diagnostics [25], or low tech physiological measurements and visual inspection. A high resolution dielectric sensor will provide a complementary technology using the non-invasive near-field inspection of biological samples to reveal their dielectric fingerprint. This additional/alternative source of information (e.g., based on the water content and cellular level degradation mechanism [26]) can significantly reduce errors in critical and economically important decision processes such as fresh produce storage and flower induction in ornamental crops. Minimizing food spoilage during storing and, early and correct identification of the transition to flowering, represent a considerable economic value due to the large volumes associated with agriculture and flower products.

- **Evaluation of drug penetration** through the skin, allowing to evaluate the hydration of the outer skin (stratum corneum), which is an important parameter when studying new drugs and their ability to be absorbed by the body [27, 28].

- **Non-destructive testing:** High spatial resolution in combination with a view up to a depth of a few millimeters provide new non-destructive testing/inspection tools (e.g., in support surface analysis and paint/laminate inspection) [29].

- **Quality control for pharmaceuticals** (e.g., detecting contaminants and water content). Quality assurance monitoring is of great importance in the pharmaceutical industry. If contamination or water exposure occurs, the desired quality and bioavailability of the drug can be compromised [30,31], also the effective expiry date of food products can be effectively determined.
1.2 Microwave-Based Spectroscopy: Limitations

Despite its basic capability to provide information regarding the physiological changes in a medium without employing ionizing radiation, dielectric spectroscopy has up to date only resulted in lab-level demonstrators. This can be attributed to the limitations outlined below in the two regimes of operation (i.e. far-field and near-field).

- **Far-field based dielectric spectroscopy**: [5] typically targets breast cancer detection like applications. Systems using these (radar like) concepts are typically limited by the Abbe diffraction limit [32] and require large antenna apertures to achieve high lateral resolution. Using higher frequencies (e.g., larger than 10 GHz) to enhance the lateral resolution for a given antenna aperture, is blocked by the very high attenuation of tissue for these frequencies, making (high-quality) signal detection impossible. Moreover, the depth resolution in this approach depends directly on the signal bandwidth, requiring wideband operation and high power levels to account for the signal attenuation from the skin/fat tissue, yielding again severe restrictions in practical situations. Furthermore, wideband solutions require complex techniques for compensating the dispersion effects of the frequency dependent permittivity of biological samples [33–35].

- **Near-field techniques**: are mostly focused on surface and sub-surface inspection. These techniques have been demonstrated to provide a resolution in the order of a 1000th of the wavelength (\(\lambda\)) at a few GHz [36, 37]. Nevertheless, the related sub-wavelength radiator (e.g., smaller than \(\lambda/100\)) provides a very high impedance mismatch. In current system implementations this mismatch is tuned out using a narrowband high-Q resonator, providing information only at a specific frequency. Moreover these systems implementations can measure only one spot at the time, i.e., they use a single antenna and make use of mechanical motors to scan the surface of the sample. For the radiating element typically non-planar probes (i.e., open-ended waveguides and open-ended coaxial lines [1]) are used. The resulting setups are bulky, expensive, slow, require a smooth pre-treated surface of the (bio)sample and are difficult to operate, making them suitable only for static laboratory (in-vitro) experiments.

All near- and far-field systems concepts proposed so far make use of commercial equipment for the signal generation and detection (i.e., network analyzers). These network analyzer based systems provide the highest sensitivity and dynamic range when measuring reflection coefficients in the order of their system impedance (i.e., 50 \(\Omega\)). When measuring biological
samples, however, the feed impedance of the antenna/radiator loaded by the sample will be significantly different than 50 Ω, resulting in reflection coefficients close to one, which can only be measured with limited accuracy by the instrument.

1.3 Proposed Solution

To push dielectric spectroscopy techniques to useful real-life applications, in this project we propose the development of integrated high-resolution microwave spectroscopy system. These highly-integrated sensor systems will be optimized for real-time measurement and visualization of the dielectric constant fluctuations in organic tissues.

- **Near-field radiator/sensor matrix**: To enable capturing real-time high-resolution electromagnetic images, a novel near-field sensor matrix will be designed and implemented in advanced sub-micron CMOS (complementary metal-oxide semiconductor) technology. The extensive back-end of this technology and excellent active device performance will be employed to realize, compact high-frequency wideband (0.5 GHz to 3 GHz) radiators. Moreover, techniques will be developed to extract the complex permittivity of multi-layered material under test (MUT) from the Γ measurements. The information gained using this approach is very valuable in several applications e.g., when examining the water content of (bio)-samples or (small) airgaps in paint or laminate layers. Techniques based on evanescent waves (also known as near-field techniques) have been successfully exploited to provide high-resolution characterization of different materials in literature [36,38,39].

- **Detection bridges with reference impedance adjustment**: The signal generation and detection (i.e., the functionality of a vector network analyzer) needs to be implemented for each radiator on the integrated circuit (IC). By using the latest progress in silicon IC technology, very small but accurate detection bridges can be developed, which can be placed directly underneath the radiating elements. Such an approach will enable a fast readout directly in the digital domain. The addition of a calibration feature will allow us to measure also the absolute dielectric properties of the sample and not only the dielectric variations in dielectric constant, information that is relevant to many applications.

- **Real-time read-out and visualization**: Dedicated software for the control, calibration and data readout of the near-field matrix sensor, will be developed. Visual-
ization of this data will be supported for real-time operation and customized to the needs of the aimed end-users.

1.4 Research Objective

The goal of this thesis is to develop a lab-level system and an integrated solution with enhanced spatial resolution to evaluate the electrical properties (i.e., complex permittivity) of a sample by employing evanescent (i.e., exponentially decaying) electro-magnetic (EM) waves.

- **Lab-level System:** Electromagnetic imaging rely on the contrast in the permittivity between the host medium and the aberrations introduced in the same due to an abnormality or a defect. Knowledge about the relevant dielectric properties of the sample of interest is essential in the design and optimization of an imaging system. Thus it is essential to collect reference dielectric properties of various biological materials using low-cost and low-maintenance system. The most commonly used sensing element for non-invasive sensing applications in the microwave regime is an open-ended coaxial probe. A coaxial probe is widely used due to its broadband measurement capabilities and simple calibration procedure. Several inversion schemes, to translate the measured reflection coefficient to complex permittivity have been reported in literature [40–49]. However most of the techniques are based on the assumption that the MUT is either homogeneous or a two-layered. In this thesis a full wave model of the coaxial probe radiating in the presence of a stratified MUT will be derived and an equivalent circuit for the same will be deduced. Furthermore the model will then be used in characterizing bio-samples to collect reference data.

- **Integrated sensor matrix:** A new approach, based on the use of advanced integrated circuit (IC) technology is envisioned to yield a novel “near-field matrix sensor”. Such a device, composed out of a large number of sub-wavelength radiators (i.e., D<\lambda/100) with typical radiator dimensions in the order of 100x100 \( \mu \)m2 (or even less) combined with dedicated high-sensitivity broadband detection circuitry, would be able to provide a wealth of new functionalities and therefore acts as enabler for many new applications. This novel integrated sensor would not require mechanical movement, so it can be used at any place, facilitating real-time high-resolution images of the complex dielectric constant fluctuations in any object/sample contacting the surface of the near-field array sensor. The above are features that are
of great importance to many applications in the medical (e.g., in-vivo tumor “cell”
detection during surgery), bio-medical (e.g., characterization of dielectric properties
of biological tissues) [4] and the food industry (e.g., screening methods to optimize
storage planning [23]). To address the specific needs of these applications, in terms
of: resolution and sensitivity, the following research ideas will be pursued:

- **Resolution:** In this project sub-wavelength radiators will be implemented with
  sub-micrometric precision using high-end IC technologies, providing high reso-
  lution. Note that the resolution limitation in near-field imaging is not dictated
  by the operating frequency (in contrast to far-field systems such as radar), but
  by the feature size of the radiating elements.

- **Sensitivity:** The evanescent wave radiators/detectors matrix will be combined
  with high-sensitivity detection circuitry placed on the same IC. The very-short
distances between the antenna element and the detecting circuitry will allow
compensation of the large impedance fluctuations of the radiators, due to the
loading with different (bio-)samples, directly by the detection circuitry itself.

### 1.5 Scientific Contribution in this Thesis

This thesis deals with the theoretical analysis and the design of coaxial/coaxial based
dielectric sensors. The analysis of such structures is based on a spectral Green’s function
method, which not only gives an insight into the physics of the sensor, but also leads to
analytical expressions to design the sensors. The formalism is then exploited to extract
complex permittivity of the unknown MUT. The key novel aspects addressed in this thesis
are summarized as follows:

- **Analysis of open-ended coaxial apertures:** the extraction of the high spectral com-
  ponents of the admittance spectrum results in expressing the input admittance as
  a sum of two contributions. This spectral separation allows to evaluate the depen-
dency of the sensors sensitivity to the dielectric perturbation in a given layer in a
multi-layered MUT based on the sensors and MUT’s dimensions.

- **Sensitivity analysis:** the read-out circuitry implemented in an integrated solution is
  most often a wheatstone bridge which offers a quantification of impedance variation
  relative to a baseline value. The sensitivity of the sensor to the variations in the
permittivity of a given layer in a multilayered stack depends firstly on the sensors
dimensions and secondly on the layers thicknesses.
• **Analysis of single-ended coax fed permittivity sensor**: the detection depth of a coaxial sensor can be further enhanced, while still resorting to planar technology, by loading the coaxial by a patch, which in terms of electric currents can be viewed as a larger coax. The input admittance evaluated using the integral equations is used in generating calibration planes for complex permittivity extraction using the sensor.

• **Derivation of Equivalent circuit of a patch loaded coax based sensor**: a rigorous equivalent circuit is derived and can be used in evaluating the input admittance of the patch loaded coaxial sensor. The exploitation of the equivalent circuit and the spectral Green’s function allows to evaluate the permittivity of the MUT.

### 1.6 Outline of the Thesis

The thesis is organized in seven chapters, which address several aspects of the analysis, design and experimental validation of dielectric sensors. A brief summary about the contents of each chapter is as following:

• **In Chapter 2** a magnetic field integral equation (MFIE) is imposed across the coaxial aperture etched on the ground plane to study the radiation behavior of the element. Input admittance of a coaxial aperture is derived resorting to Galerkin’s method of moments to solve the integral equation. A methodology to accelerate the evaluation of the reaction integral is outlined by extracting the high spectral components of the integral associated to the quasi-static capacitance.

• **In Chapter 3** the numerical model derived for the coaxial probe in the Ch. 2 is used to extract the complex permittivity of the pulp of a mango by modelling it as a two layered stratified medium, assuming the second layer is infinitely extending. The model is further used to study the ripening process of mangoes, by mapping the variation in the pulp permittivity over a duration of time. Moreover the model is also used to identify internal defects (non-visible) in mangoes.

• **In Chapter 4** the sensitivity analysis of the coaxial/ coaxial based sensors to the alterations in the permittivity of a multilayered MUT is studied. The qualitative parameter Sensitivity $S$ which is the difference in the signal in the presence and the

---

1 This chapter is an extended version of the article [J1] (a list of the author’s publications is included at the end of this dissertation, p. 97)

2 The content of this chapter is published in [J1] (see p. 97)
absence of an anamoly in the host medium is derived assuming the read-out circuitry to be an impedance balancing bridge. Building on the insight acquired from the sensitivity analysis, guidelines for increasing the detection depth of the sensor are derived. This was further validated with sensitivity measurements.

- **Chapter 5** extends the model developed in Ch. 2 for a coaxial to a patch loaded coaxial geometry, by including an additional magnetic field contribution associated to the equivalent electric currents distributed on the surface of the pin and the patch. From the derived tool, calibration surfaces that map the measured input admittance to complex permittivity are derived for different patch radii. The calibration surfaces are subsequently used in extracting the permittivity of an unknown liquid (ethanol).

- **Chapter 6** outlines the procedure to evaluate the reaction integrals involving vertical and transverse currents in stratified media. For a specific case of a patch loaded coaxial geometry, the basis functions are discussed in-detail.

- **In Chapter 7** an equivalent radial transmission line model is derived to accurately evaluate the input impedance of a single-ended patch sensing element realized in planar technology. A transformer is included in the transmission line model to account for the reactive energy associated to the transition from pin to patch. The end-point load of the line associated to the material under test and the patch metallization thickness is evaluated resorting to an in-house tool based on method of moments procedure. The tool provides an accurate estimate of the current distributions and voltages over the entire structure with accuracies equivalent to full wave commercial tool.

- **Chapter 8** provides concluding remarks about the results achieved in the project and possible indications about the future research directions.

---

3 The content of this chapter is published in [J2] (see p. 97)
Chapter 2

Open-ended Coaxial Probe

The most commonly used sensing element for non-destructive sensing applications in the microwave regime is an open-ended coaxial sensing element due to its broadband measurement capabilities and simple calibration procedure. Several inversion procedures for translating the measured reflection coefficient to complex permittivity have been proposed in literature [40–49]. These techniques are based on estimating the permittivity using either static [40–43], quasi-static [44, 45] or full-wave [46–49] based models of the coaxial aperture and the Material Under Test (MUT).

In the static and the quasi-static approach the MUT, either homogeneous or two layered medium, is assumed to be purely reactive and is modelled as a reactive load in parallel with the fringe capacitance associated to the coaxial aperture. They have a direct linear inverse procedure that is computationally inexpensive and fast. Despite the aforementioned advantages the static and quasi-static based models do not aid in probe design and optimization to achieve the required sensitivity and detection depth performances. Additionally they are valid at very low microwave frequencies only. Full wave/spectral-domain based model account for the reactive and the conductive part of the MUT by including the higher order modes. This model is accurate to wider frequency range and is well suited for probe design and optimization. Regardless of being accurate this procedure has no direct inverse method and is computationally expensive and time consuming. Accelerating the evaluation of this model could prove beneficial for its potential usage in on-line systems.

To enable such systems, in this chapter a model is derived resorting to spectral Green’s function and is further accelerated by extracting the high spectral components of the integral that are associated to the reactive field i.e. the static capacitance.
2. Open-ended Coaxial Probe: Theory

2.1 Analysis

The objective of this section, is to evaluate the input impedance of an open-ended coaxial aperture in the presence of a stratified MUT that is excited by a forward traveling current in the cable.

The geometry under analysis, schematized in Fig. 2.1 is an open-ended coaxial aperture etched on an infinite ground plane at $z = 0$. The coaxial aperture is characterized by an inner conductor of radius $a$ and an outer conductor of radius $b$. The aperture is assumed to be radiating into a layered MUT in the upper half-space $z > 0$, visible in Fig. 2.1. The different layers of the MUT are characterized by permittivity’s $\varepsilon_1, \varepsilon_2, \varepsilon_3, \ldots, \varepsilon_n$ and thicknesses $h_1, h_2, h_3, \ldots, h_n$ respectively. Moreover the last layer in the stratification is infinitely extending into the upper half-space.

2.1.1 Integral Equation

The desired field distributions in the two half-spaces can be derived by replacing the slot discontinuity by an equivalent magnetic current distribution on a perfectly conducting surface. Thus the problem of evaluating the fields in the two regions is divided into two separate geometries that are equivalent to the original one. Region 1 is the coaxial terminated in a short circuit at $z = 0$ and excited by an incident wave and the magnetic current.
Region 2 is the magnetic current on the ground plane radiating into the MUT. The problem of a coaxial aperture radiating into an MUT can be simplified by applying the boundary condition associated to the continuity of the tangential component of the magnetic fields across the interface at $z = 0$. The continuity of the fields can be represented as follows:

$$ h_1(r) = h_2(r) \tag{2.1} $$

where $h_1(r)$ and $h_2(r)$ are the magnetic fields in the two half spaces, $z < 0$ and $z > 0$ respectively. The total magnetic field can further be expressed as the superposition of an incident field, $h_i^{inc}(r)$ and a scattered field, $h_i^{sc}(r)$ as:

$$ h_i(r) = h_i^{inc}(r) + \int_S \hat{g}_l^{hm} (r,r') \cdot m_i(r')dr' $$

$$ \tag{2.2} $$
where \( l = 1, 2 \) denote the two half-spaces. Moreover the scattered field is expressed as the convolution of the dyadic spatial green’s function, \( \tilde{g}^{hlm}(r, r') \), that gives the magnetic field from the magnetic currents, and the equivalent magnetic currents \( m_l(r') \), distributed over the aperture, \( \rho \in [a, b] \) as shown in Fig. 2.2. In this problem the incident field is assumed to be a forward traveling wave in the coaxial cable hence \( h_{2,inc}^{inc} = 0 \). Additionally to impose the continuity of the electric field the magnetic currents in the two regions are related as follows \( m_2(r') = -m_1(r') \). With these assumptions Eq. 2.1 can be rewritten as:

\[
\begin{align*}
    h_{1,inc}^{inc}(r) - \int \int_S \tilde{g}^{h1m}(r, r') \cdot m_1(r') \, dr' &= \int \int_S \tilde{g}^{h2m}(r, r') \cdot m_1(r') \, dr' \\
    \end{align*}
\]

(2.3)

where \( \tilde{g}^{h1m}(r, r') \) and \( \tilde{g}^{h2m}(r, r') \) are the appropriate green’s functions in the two half-spaces. This is the desired integral equation that ensures the continuity of the magnetic field across the aperture. In order to solve the integral equation the incident magnetic field is assumed to be a transverse magnetic field propagating in the coaxial cable as expressed in Eq. 2.4 and the magnetic current is chosen such that it satisfies the boundary condition at the interface, refer Eq. 2.5.

\[
\begin{align*}
    h_{1,inc}^{inc}(z = 0, r_t) &= 2 I^+ h_1(r_t) \quad \text{(2.4)} \\
    m_1(r') &= \hat{z} \times e_{coax}(z = 0, r_t) \quad \text{(2.5)} \\
    \end{align*}
\]

where

\[
\begin{align*}
    e_{coax}(z = 0, r_t) &= \left( V^+ + V^- \right) e_t(r_t) \quad \text{(2.6)} \\
    \end{align*}
\]

\( e_t(r_t) \) denote the transverse electric field distribution associated to the first propagating mode in the coaxial cable [?], expressed as

\[
\begin{align*}
    e_t(r_t) &= V m_6(r_t) \quad \text{(2.7)} \\
    \end{align*}
\]

and \( h_t(r_t) \) is the transverse magnetic modal representation as stated in [?]

\[
\begin{align*}
    h_t(r_t) &= \frac{1}{2\pi\rho} \hat{\phi} \quad \text{(2.8)} \\
    \end{align*}
\]

In order to solve the integral equation we first introduce a basis function for the magnetic current.

\[
\begin{align*}
    m_1(r') &= V m_6(r') \quad \text{(2.9)} \\
    \end{align*}
\]
and

\[ m_b(r') = \frac{1}{\rho \ln \frac{b}{a}} \phi \]  

(2.10)

Projecting the test function, \( m_t(r) = \frac{1}{2\pi \rho} \hat{\phi} \) on either side of Eq. 2.3 results in the following reaction integral:

\[
\int_S \left\{ \int_S \int_S g_{hm}^1(r, r') \cdot m_b(r') \cdot m_t(r) \cdot \rho \, d\phi \, d\rho \right\} \cdot \rho \ln \frac{b}{a} \int_S \int_S g_{hm}^2(r, r') \cdot m_b(r') \cdot m_t(r) \cdot \rho \, d\phi \, d\rho = \int_S \int_S h_{inc}^1(r) \cdot m_t(r) \cdot \rho \, d\phi \, d\rho.
\]

(2.11)

After performing a few mathematical steps Eq. 2.11 can be expressed compactly as

\[(V^+ + V^-) \times (Y_{int} + Y_{ext}) = I^+.
\]

(2.12)

where \( Y_{int} \) and \( Y_{ext} \) are the internal and external admittances. The external admittance, \( Y_{ext} \) at the aperture plane \( z = 0 \) can be further expressed as

\[ Y_{ext} = \frac{\pi}{\ln \frac{b}{a}} \int_a^b h[\rho, \phi, z; m_b(r')] d\rho \]

(2.13)

where \( h[\rho, \phi, z; m_b] \) is the magnetic field scattered by the magnetic currents \( m_b(r') \) onto the coaxial aperture in the presence of the MUT. Magnetic field can be evaluated as the convolution of \( g_{\phi\phi}^{hm}(r, r') \) and \( m_b(r') \) as

\[ h(\rho, \phi, z) = \int_0^{2\pi} \int_a^b g_{\phi\phi}^{hm}(\rho, \rho' \phi', z') m_b(\rho') \rho' d\phi' d\rho' \]

(2.14)

where the spatial greens function is (refer [50])

\[ g_{\phi\phi}^{hm}(r, r') = \frac{1}{2\pi} \int_0^\infty I_{TM}(k_\rho; z, z') \frac{\partial}{\partial \rho'} J_0(k_\rho \rho') \frac{\partial}{\partial \rho} J_0(k_\rho \rho) dk_\rho.
\]

(2.15)

\( k_\rho \) is the radial spectral variable, \( I_{TM}(k_\rho; z, z') \) the transverse magnetic spectral current at \( z \) due to a series voltage source at \( z' \) (equivalent transmission line shown in Appendix-A in [51]) and \( J_0 \) is the zeroth-order bessel function. Substituting the greens function in Eq. 2.15
to evaluate the field in Eq. 2.14 and using the identity $\int_{a}^{b} \frac{\partial}{\partial \rho} J_0(\kappa \rho \rho') d\rho' = J_0(\kappa \rho b) - J_0(\kappa \rho a)$ and azimuthal symmetry in $\phi'$ enables the external admittance to be expressed as a single integral in the spectral variable $\kappa \rho$

$$Y_{ext}(a, b, h_i, \epsilon_i) = \frac{\pi}{\ln^2 \frac{b}{a}} \int_{\kappa \rho = 0}^{\infty} \frac{[J_0(\kappa \rho a) - J_0(\kappa \rho b)]^2}{\kappa \rho} I_{TM}(\kappa \rho, h_i, \epsilon_i) d\kappa \rho.$$  \hspace{1cm} (2.16)

Where $i = 1, 2, \ldots, n$; $h_1, h_2, \ldots, h_n; \epsilon_1, \epsilon_2, \ldots, \epsilon_n$ are the thicknesses and the permittivities of the $n$ dielectric MUT layers. The integration in Eq. 2.16 for the case of freespace can be recognised as the same that is presented in [52].

2.1.2 Admittance Spectrum

The spectrum of the integral in Eq. 2.16 exhibit a decaying oscillatory behavior. Oscillations are attributed mainly due to the bessel functions and the decaying behavior due to the $I_{TM}(\kappa \rho, h_1 \ldots h_n, \epsilon_1 \ldots \epsilon_n)$ term in Eq. 2.16. The rate at which the spectrum decays depends on how small the coaxial is in terms of the wavelength. This can be observed from the spectrum plots in Fig. 2.3 for different dimensioned coaxials having a characteristic impedance of 50Ω.

Before focusing on the techniques to accelerate the evaluation of the integration in Eq.
2.1. Analysis

2.1.6 It is useful to provide a physical picture of the meaning of the admittance in Eq. 2.16. The admittance represents the current \( I(z = 0) \) when \( V(z = 0) = 1 \), in the coaxial line, flowing in the positive \( z \)-direction at the cross section \( z = 0 \). With reference to Fig. 2.3, since the line is open circuited, the current in the inner conductor would be infinitesimal in the presence of an hollow cylinder made from an infinitely thin conductor. However, the admittance from Eq. 2.16 will be different from zero due to the fact that the actual surface current (in red in Fig. 2.3) flowing in the positive \( z \) direction bends at the \( z = 0 \) cross section and continues in the inward radial direction until the center of the inner conductor of the coaxial cable which is metallized (see Fig. 2.3(a) and (b) for the lateral cross section and the top expanded views respectively). It is clear that a larger inner conductor would lead directly to a larger admittance since these current bending can be directly associated to an accumulation of charges that in turn can be associated to a capacitive loading.

2.1.3 Two step extraction of quasi-static capacitance

In the following subsection the integral in Eq. 2.16 is accelerated by extracting the quasi-static capacitance associated to the dielectric closest to the source. To this goal the external admittance, \( Y_{ext}(a, b, h, \epsilon_i) \) is expressed as a superposition of a regularized admittance, \( Y_{reg}(a, b, h, \epsilon_i) \) and a homogeneous admittance, \( Y_{hs}(a, b, \epsilon_i) \) as shown in Eq. 2.17. The circuital representation of the same is presented in Fig. 2.4. The regularized admittance depends on all the geometrical parameters of the MUT, while the homogeneous admittance depends only on the permittivity of the first dielectric closest to the aperture. In the following analysis the MUT is considered to be two layered, i.e. \( i = 2 \) with permittivity’s \( \epsilon_1, \epsilon_2 \) and thicknesses \( h_1, h_2 \rightarrow \infty \).

\[
Y_{ext}(a, b, h, \epsilon_i) = Y_{reg}(a, b, h, \epsilon_i) + Y_{hs}(a, b, \epsilon_1)
\]  

(2.17)

Regularized Admittance, \( Y_{reg}(a, b, h, \epsilon_i) \)

The regularized admittance, \( Y_{reg}(a, b, h, \epsilon_i) \) in Eq. 2.17 can be spectrally expressed as:

\[
Y_{reg}(a, b, h, \epsilon_i) = \frac{\pi}{\ln \frac{b}{a}} \int_{k_\rho=0}^{\infty} \left| J_0(k_\rho a) - J_0(k_\rho b) \right|^2 \left( I_{TM}(k_\rho, h, \epsilon_i) - I_{TM}^{hs}(k_\rho, \epsilon_1) \right) dk_\rho.
\]

(2.18)

where \( i = 1, 2 \) denote the two dielectric in the stratification. This choice of representation for the regularized admittance ensures faster convergence in the spectral domain as the high spectral components associated to the medium very close to the sensor i.e. first
dielectric is subtracted. This can be observed from Fig. 2.5 where the external admittance spectrum, $\tilde{Y}_{ext}(k_\rho,h_i,\epsilon_i)$ and regularized admittance spectrum, $\tilde{Y}_{reg}(k_\rho,h_i,\epsilon_i)$ are plotted versus normalized $k_\rho$ for an aperture with radii $a = 1$ mm and $b = 2.3$ mm. Fig. 2.5(a) highlights the convergence for two layered MUT characterized by $\epsilon_1 = 2.1, \epsilon_2 = 10$ and $h_1 = 3$ mm while Fig. 2.5(b) for $\epsilon_1 = 2.1, \epsilon_2 = 10$ and $h_1 = 1$ mm. From the spectrums presented in Fig. 2.5 one can observe that the spectrum of the regularized admittance is inversely proportional to the thickness $h_1$.

**Homogeneous Admittance, $Y_{hs}(a,b,\epsilon_1)$**

Moreover the homogeneous admittance, $Y_{hs}(a,b,\epsilon_1)$ can also be expressed spectrally as:

\[
Y_{hs}(a,b,\epsilon_1) = \frac{\pi}{\ln \frac{b}{a}} \int_{k_\rho=0}^{\infty} \left[ J_0(k_\rho a) - J_0(k_\rho b) \right]^2 \frac{I_{TM}^{hs}(k_\rho,\epsilon_1)}{k_\rho} dk_\rho. \tag{2.19}
\]

where $I_{TM}^{hs}(k_\rho,\epsilon_1)$ is the homogeneous space transverse magnetic spectral current flowing in the transmission line equivalent to a magnetic source radiating in a homogeneous space with dielectric permittivity $\epsilon_1$. Opening the spatial integrals in $\rho$ and $\rho'$ and rewriting the above integral results in:

\[
Y_{hs}(a,b,\epsilon_1) = \frac{k}{\zeta \ln^2 \frac{b}{a}} \int_{\rho=0}^{b} \int_{\rho'=0}^{b} 2\pi j \int_{k_\rho=0}^{\infty} \frac{k_\rho}{\sqrt{k_\rho^2 - k_\rho'^2}} J_1(k_\rho \rho) J_1(k_\rho \rho') dk_\rho d\rho d\rho'. \tag{2.20}
\]
2.1. Analysis

where \( k \) and \( \zeta \) are the propagation constant and the wave impedance in the medium. In the above expression \( k_z = \sqrt{k^2 - k^2_\rho} \) was taken to be converging when \( \text{Im} k \leq 0 \). The integral in \( k_\rho \) can be further expressed as

\[
2\pi \int_{k_\rho=0}^{\infty} \frac{k_\rho}{\pm \sqrt{k^2_\rho - k^2}} J_1(k_\rho \rho) J_1(k_\rho \rho') dk_\rho d\rho d\rho'.
\] (2.21)

However one can identify that the spectral integral can be written as a spatial integral in \( \phi \) using the identity in [46] Pg. 42.

\[
2\pi \int_{k_\rho=0}^{\infty} \frac{k_\rho}{\pm \sqrt{k^2_\rho - k^2}} J_1(k_\rho \rho) J_1(k_\rho \rho') dk_\rho d\rho = \int_0^{2\pi} e^{jk|r-r'|} \cos(\phi) d\phi.
\] (2.22)

This enables the homogeneous space admittance, \( Y_{hs}(a, b, \epsilon) \) to be evaluated completely in the spatial domain as follows:

\[
Y_{hs}(a, b, \epsilon_1) = \frac{k}{\zeta \ln^2 \frac{b}{\epsilon}} \int_{b}^{b} \int_{b}^{b} \int_{0}^{2\pi} e^{jk|r-r'|} \cos(\phi) d\phi d\rho d\rho'.
\] (2.23)

It is evident from the above equation that there exists a singularity when \( r = r' \) i.e. when the source and the observation points coincide. Extracting the singularity in Eq. ...
results in Eq. 2.23 being expressed as a sum of a dynamic and a quasi-static contribution as:

\[ Y_{hs}(a, b, \epsilon_1) = Y_{hs}^{dyn}(a, b, \epsilon_1) + j\omega C_s(a, b, \epsilon_1). \] (2.24)

where \( Y_{hs}^{dyn}(a, b, \epsilon_1) \) is negligible for low frequency regime and \( C_s(a, b, \epsilon_1) \) is independent of frequency and needs to be evaluated numerically only once.

\[ C_s(a, b, \epsilon_1) = \frac{\epsilon_0 \epsilon_1}{\ln\frac{b}{a}} \int_a^b \int_a^b \int_0^{2\pi} \frac{1}{|r-r'|} \cos(\phi) d\phi d\rho d\rho'. \] (2.25)

Substituting Eq. 2.25 in Eq. 2.17 the external admittance can be finally expressed as

\[ Y_{ext}(a, b, h_i, \epsilon_i) = Y_{reg}(a, b, h_i, \epsilon_i) + j\omega C_s(a, b, \epsilon_1). \] (2.26)

Assuming that the sensor’s dimensions are micrometric, the homogeneous and regularized impedances can be approximated as purely capacitive: \( Z_{hs}(a, b, \epsilon_1) \approx \frac{1}{j\omega C_{hs}(a, b, \epsilon_1)} \) and \( Z_{reg}(a, b, h_i, \epsilon_i) \approx \frac{1}{j\omega C_{reg}(h_i, \epsilon_i)} \). Moreover, in the low frequency regime \( C_{hs}(a, b, \epsilon_1) \approx C_s \) since in Eq. 2.24 the dynamic part of the admittance can be assumed to be negligible. Thus for electrically small sensors the equivalent network in Fig. 2.4(b) can be explicitly represented as in Fig. 2.4(c), as the parallel of two lumped capacitors. The size of the two capacitances are drawn in proportion to the values associated to the homogeneous term and the regularized terms (which incorporates the stratification of the MUT). As an example, pertinent to higher frequencies and larger dimensions of the sensing element, the real and imaginary part of the total admittance is plotted in Fig. 2.6 as a function of a very large frequency sweep (0.05 GHz to 5 GHz) for \( h_1 = 1 \text{ mm}, \epsilon_1=4.1 \) and \( \epsilon_2=10 \). In the same figure, the regularized admittance, dynamic admittance and the static capacitance is also reported. The curves are plotted for coax dimensions \( a = 1 \text{ mm}, b = 2.3 \text{ mm}; \) and \( a = 2 \text{ mm}, b = 4.6 \text{ mm} \) respectively. Comparing curves pertinent to small and large coaxial structure it is apparent that for larger diameters the total admittance is larger, corresponding to larger capacitances. However it is also worth noticing that for larger diameters the relative amplitude of the regularized admittance with respect to the total admittance is much larger suggesting a significant dependence of the total admittance from the dielectric under test (in this case \( \epsilon_2=10 \)). For lower frequency regime of operation the dynamic admittance is negligible, as shown in Fig. 2.6(a) and (b) with grey bold and dashed lines.
2.2 Conclusion

In this chapter a magnetic field integral equation (MFIE) was setup across the coaxial aperture to analyze the radiation behavior of the element. The external admittance of a coaxial aperture was presented using the spectral greens function to account for the stratified MUT. A methodology to accelerate the evaluation of the reaction integral is outlined by extracting the singularity in the integral associated to the quasi-static capacitance. Representing the external admittance as the superposition of the regularized admittance and the quasi-static capacitance will facilitate in performing the sensitivity analysis and designing the sensing element in the next chapter.

Figure 2.6: Represent the input admittance of a coaxial sensor versus frequency (figure on the left), which is further expressed in terms of the regularized admittance, dynamic admittance and static capacitance (figure on the right) for two dimensions of the coaxial. (a) a=1 mm and b=2.3 mm. (b) a=2 mm, b=4.6 mm.
Broadband dielectric spectroscopy is used as a non-invasive diagnostic tool to identify a material under test (MUT) or its state due to its unique frequency dependent permittivity signature [53, 54]. This feature promotes the usage of this technique as a means to characterize materials in agricultural, automobile, biomedical and chemical industry, among others. The strong variation in permittivity, based on the cell water and sugar content [55], suggest that dielectric spectroscopy can be used to identify or stage the internal physiological changes of a given material over a period of time. When stratified media are considered most often the lower permittivity of the external layer masks variation in the internal layer. Biological samples such as fruits have stratified arrangement of layers with different electrical properties and varied thicknesses, such as skin, pulp and seed. The pulp in particular provides substantial information on the state of the fruit such as the ripening stage and internal defects [53]. However, the low dielectric value of the skin layer (due to the lower concentration of water when compared to the pulp), tends to desensitizes the measurement of the pulp layer. Hence, to properly characterize the effective state (i.e., permittivity) of the internal layer it is critical to remove the effect of the skin. It is important to mention that the internal defect in mangoes, due to a structural breakdown, leading to internal browning are difficult to identify from firmness measurements, optically or using computer vision tools. In this chapter, we present a technique based on open-ended coaxial probe dielectric spectroscopy combined with a fast numerical model based on spectral Green’s functions described in the previous chapter.
3. Permittivity Extraction of Layered Biological Sample using Coaxial Probe

Figure 3.1: Coaxial probe in contact with dielectric layers characterized by permittivity’s $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ with thicknesses $h_1$, $h_2$ and infinitely extending last layer. (a) Three dimensional view and (b) equivalent transmission line representation of the dielectric stratification.

3.1 Model

The input admittance of a coaxial aperture can be expressed using Eq. 2.16 which accounts for the coaxial dimensions, thicknesses and permittivities pertinent to every layer in the dielectric stratification.

\[
Y_{ext}(a, b, h, \epsilon_i) = \frac{\pi}{\ln \frac{b}{a} k_{\rho}=0} \int_{k_{\rho}=0}^{\infty} \left[ J_0(k_{\rho}a) - J_0(k_{\rho}b) \right]^2 I_{TM}(k_{\rho}, h, \epsilon_i) dk_{\rho} \tag{3.1}
\]

where $i = 1, \ldots, n$ and $n$ is the number of dielectric layers. Referring to the equivalent $z$-transmission line representation of the stratified medium in Fig. 3.1 the transverse magnetic spectral current $I_{TM}(k_{\rho}, h, \epsilon_i)$ in Eq. 3.1 can be evaluated as

\[
I_{TM}(k_{\rho}; h, \epsilon_i) = \frac{1}{Z_{up,TM}(k_{\rho}, h, \epsilon_i)} \tag{3.2}
\]

where $Z_{up,TM}(k_{\rho}, h, \epsilon_i)$ is the input impedance of the dielectric stack in the upper half space ($z > 0$). For transverse magnetic incidence the transmission lines have characteristic impedance $Z_{i}^{TM} = \zeta_i \frac{k_{\rho}}{k_i}$, where $\zeta_i$ and $k_i$ are the impedance and wavenumber pertaining to the $i^{th}$ layer with $k_{zi} = \sqrt{k_0^2 \epsilon_i - k_{\rho}^2}$. Moreover, regardless of the number of dielectric layers, the spectral current can be evaluated very easily using Eq. 3.2 by computing the input impedance of the equivalent transmission line network.
3.2 Complex Permittivity Extraction

In the following section we will consider the food quality scenario and use the proposed model to evaluate the complex permittivity of mango pulp. The main motivation for having chosen mango as a measurement sample was because it was the fruit of the season. Mangoes can be modelled as a two layered medium with the skin and the pulp being the outer and inner layer respectively. When considering open-ended coaxial probe measurements (i.e., near field), the pulp can be considered as an infinitely extending layer, as its volume is significantly larger with respect to the penetration of the evanescent field generated at the probe aperture. With an a-priori knowledge on the range of thickness of the skin $h_1$ and the permittivity of the skin $\epsilon_1$, the permittivity of the pulp $\epsilon_2$ can be found by minimizing the following cost function

\[
\left| \frac{Y_{\text{meas}} - Y_{\text{model}}}{Y_{\text{model}}} \right| < 10^{-3}. \tag{3.3}
\]

Where $Y_{\text{meas}}$ is obtained via measurements performed on the sample and $Y_{\text{model}}$ is computed using Eq. 3.1.

3.2.1 Measurement Setup

S-parameter measurements are performed using a custom built open-ended coaxial probe setup connected to a Field-Fox Keysight vector network analyzer as shown in Fig. 4.6. The probe inner radius is 0.523 mm while the outer radius is 1.5 mm. The outer and inner conductors are made of copper while teflon is the probe dielectric. The MUT, here the mango, is placed on the lab jack and raised until the probe is in direct contact with the skin with no airgaps between the probe aperture and the skin.

3.2.2 Experimental Results

Pulp permittivity extraction validation

To validate the extraction of the permittivity of the pulp using the approach described in the chapter the following experiment was carried out:

1. $\Gamma$ measurements were performed on the exterior of several mangoes (gray trace in Fig. 3.3), on five different locations. Measured $\Gamma$ is subsequently translated into normalised admittance using $Y_{\text{meas}} = \frac{1-\Gamma}{1+\Gamma}$.
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Figure 3.2: Measurement setup consisting of an open-ended coaxial probe connected to the VNA via a cable. The three liquids shown in the inset are used for a direct, liquid based calibration at the probe aperture.

Figure 3.3: Mean and min/max variation of the complex permittivity of: mangoes external measurements on 5 locations (gray trace), direct pulp measurements of four different mangoes (purple trace), pulp permittivity extracted using the analytical tool (light blue trace).

2. Moreover direct pulp measurements were performed on 5 mangoes to obtain reference data (purple trace in Fig. 3.3).

3. The permittivity of the pulp was extracted using the data from 1) and the analytical tool (light blue trace in Fig. 3.3).

The larger standard deviation of the extracted pulp permittivity can be attributed to the deviation in the actual thickness of the skin from the assumed value during optimization.
3.2. Complex Permittivity Extraction

A study on the ripening process (over a duration of seven days) of mangoes was performed using six sample and two reference mangoes. The temperature of the reference mangoes was maintained at 5 degree Celsius during the course of the study to delay the ripening process while the sample mangoes were in a controlled room-temperature environment of 20 degree Celsius. Measurements were performed at five different locations on every sample and reference mangoes from 0.5 GHz to 5 GHz. Initially, the complex permittivity was extracted using RFM model [56] at the aperture plane without bifurcating the MUT as a two layered medium. The extracted permittivity was averaged over all the measurement locations for both the sample (ripening) and reference mangoes at every frequency point. In Fig. 3.4 the real part of the extracted epsilon over a duration of six days is reported. We can observe a clear trend in the variation of the complex permittivity with the ripening process, although the contrast in the values are very limited. However, when the model is applied to extract the permittivity of the pulp alone, under the assumption that the permittivity of the skin does not vary significantly, we observe a much higher variation at the same frequency (Fig. 3.4).

**Internal Defects in a Mango**

To investigate on the internal defects of Mangoes, measurements were performed on five samples which appeared healthy from external appearance, while one amongst them,
marked M2, was rotten from within as shown in Fig. 3.5. In Fig. 3.5 the mean complex permittivity extracted from each of the samples (considering 5 measurement point per sample) is presented. The extracted dielectric values from all the samples show limited variation, however M2 (red dotted line) show higher permittivity compared to the other samples Fig. 3.5(a). Whereas, post-processing the extracted dielectric values by applying the analytical model clearly differentiates M2 from other mangoes with higher permittivity values, see Fig. 3.5(b).

### 3.3 Conclusion

A technique, based on spectral Greens’ function, to extract the complex permittivity of the mango pulp considering mango has a stratified layered medium using an open-ended coaxial probe was presented. The extracted pulp epsilon was validated with direct measurements. The tool was then subsequently used to enhance the sensitivity in identifying the ripening staging and to identify internal defects (non-visible) in mangoes.
Chapter 4

Detection Depth Analysis of Coaxial based Permittivity Sensors

In this chapter, the sensitivity of a coaxial/coaxial based permittivity sensors to the alteration in the complex permittivity of the medium under test (MUT) from its initial state is specifically addressed. For a given permittivity sensor, high spatial resolution and high sensitivity typically come at the expense of poor detection depth. An informed trade-off in this regard requires an accurate electromagnetic modelling of the sensor accounting for the geometrical dimensions and electrical properties of the sensor and the MUT. Therefore in order to address this a qualitative parameter named Sensitivity, \( S \) is defined in this chapter that will assist in designing an efficient sensor based on the requirements.

4.1 Sensitivity of a Coaxial Sensor

In the following section the MUT is modelled as a two layered medium and the sensitivity analysis is performed for changes in the permittivity of the second layer for a given height and permittivity of the first layer. The choice of this configuration is to study the ability of the sensor to detect changes in a layered medium where the first layer is unchanging. The sensitivity of a dielectric sensor to the variations in the permittivity of the MUT, \( \varepsilon_{MUT} \) predominantly depends on the geometry of the sensor. Most often in integrated technology the read out circuit is a tunable impedance bridge, depicted in Fig. 4.1. The bridge is composed of three variable capacitors, \( C_{var} \) each composed of capacitor banks that can be tuned in steps of \( C_0 \). The voltage across the terminals \( A - A' \), \( V_{AA'} \) is different from zero when the load, \( Y_{ext}(a, b, h_1, \varepsilon_1, \varepsilon_{MUT}) \) assessed by the sensor deviates from the balanced condition. The initial level of \( C_{var} \) is set by sensing a reference sample and
V_{AA'} = \frac{V_{src}}{2} \left\{ \frac{Z_{MUT} - Z_{ref}}{Z_{MUT} + Z_{ref}} \right\} \quad (4.1)

where $Z_{MUT} = Y_{ext}(a, b, h_1, \epsilon_1, \epsilon_{MUT})^{-1}$ and $Z_{ref} = Y_{ext}(a, b, h_1, \epsilon_1, \epsilon_{ref})^{-1}$. Moreover $\epsilon_{ref}$ and $\epsilon_{MUT}$ refer to the change in the second dielectric, $\epsilon_2$ in Fig. 4.2. Accordingly, it is convenient to introduce a qualitative parameter, Sensitivity $S$, that can help in the design of the sensing element. Such sensitivity is defined as

$$S = \frac{Z_{MUT} - Z_{ref}}{Z_{MUT} + Z_{ref}} \quad (4.2)$$

### 4.1.1 Parametric Study

As established in the previous chapter the regularization capacitance of a coax with a smaller spacing between the inner and outer conductors is relatively much smaller than the larger coax with a larger spacing. This implies that the sensitivity of the sensor from the dielectric constant $\epsilon_2$ is very small when the dimensions of the coaxial aperture are smaller than the thickness of the substrate. In order to increase the sensitivity of the sensor it is essential to increase the spacing between the inner and the outer conductor or realize a larger coaxial line. Fig. 4.2 schematizes the electric field distribution in the stratified medium, and presents two different qualitative pictures for small and large coaxial average radii, $r_{ave} = (a + b)/2$. The green arrows in Fig. 4.2 depict electric field lines uniting

---

**Figure 4.1:** Represents the read-out circuitry, RF equivalent network based on lumped capacitor banks.
4.2 Loadings for the Coaxial Line

As explained in Fig. 4.3 in the previous section, one way to enhance the sensitivity of the sensor is to realize a larger coaxial probe. While still resorting to planar technology

positive and negative charges from the outer conductor to the inner conductor through the first medium, $\epsilon_1$. The blue arrows depict electric field lines which cross into the second medium, $\epsilon_2$.

The advantages in terms of sensitivity of larger radii coaxial cables can be observed in Fig. 4.3. Here the sensitivity from Fig. 4.2 is presented assuming $\epsilon_{ref} = 1$ and $\epsilon_{MUT} = 40$, as a function of the average radii of a coaxial probe, $r_{ave}$ in the presence of the stratification, $\epsilon_1 = 4, h_1 = 1$ mm. In Fig. 4.3(a) sensitivity is plotted versus the normalised average radii of the coaxial sensing element for a 50Ω coaxial line and of a coaxial line characterized by (b-a)=1 mm. The increased sensitivity for larger radii can be associated with more field lines penetrating the MUT, as in Fig. 4.2. Fig. 4.3(b) describes parametrically the sensitivity of coaxial lines of different radii as a function of thickness $h_1$. It is apparent that the sensitivity of larger coaxial (which has a larger spacing between the inner and outer conductors) is always higher. Fig. 4.3(c) shows the comparison between the capacitances versus the normalised average radii plots obtained from our analytical tool and HFSS for $\epsilon_{ref} = 1$ and $\epsilon_{MUT} = 40$, the good comparison between the results gives us confidence in the sensitivity plots obtained using the analysis tool described in the previous chapter. Finally, Fig. 4.3(d) shows the variation in the sensitivity versus the radius of the inner conductor for three different gaps (i.e. b-a) between the conductors. It is evident from this analysis that as the spacing between the conductors increase the sensitivity also increases for a given radius of the inner conductor.

4.2 Loadings for the Coaxial Line

As explained in Fig. 4.3 in the previous section, one way to enhance the sensitivity of the sensor is to realize a larger coaxial probe. While still resorting to planar technology

Figure 4.2: Pictorial representation of the electric field lines (in blue and green) in the dielectric stratification, and the charge distribution in an open-ended coaxial cable for a large and small size probe.
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Figure 4.3: Sensitivity of the sensing element versus (a) the normalized average radii for 50Ω and varying characteristic impedance of the probe. (b) the normalized thickness $h_1$ of the first dielectric for different probe dimensions with $Z_0 = 50Ω$. Capacitance versus (c) normalized average radii. Black and grey lines represent the capacitance evaluated for $\epsilon_{MUT} = 40$ and $\epsilon_{ref} = 1$ respectively.

A possibility to realize a larger coaxial aperture is by terminating the via with a circular patch, as in Fig. 4.4(a).

### 4.2.1 Coaxial terminated by a patch loading

The external impedance at the aperture of the inner coaxial line $[\rho \in (a, b); z = 0]$ is impacted by the pin and patch loading, Fig. 4.4(b), such that the loading enhances the electric current flowing through the coaxial aperture. Seen from the top the current on the patch loading and the ground plane will still look similar to the coaxial case, but with proportionally much smaller aperture with respect to the average radius $r_{ave}$. At least in static terms, the admittance contribution due to the loading of the patch and the pin can be imagined to be equivalent to that of a much larger coaxial probe. In fact the external
Figure 4.4: Patch terminated coaxial sensor. (a) 3-dimensional view and (b) Cross sectional view of the sensor. The green lines represent the electric field lines between the patch and the ground plane while the blue lines represent the fringing field lines.

The total capacitive loading, \( j\omega C_{ext} \), is proportional to the accumulated charge for a given impressed voltage: \( C_{ext} = \frac{Q}{V} \). It is apparent that the charge that can be stored in the surfaces of the pin and patch will be much larger than the one that can be stored in the surface of the center conductor of the coaxial guide, simply because of the much larger physical area over which the charges can be accumulated. The complication with respect to the open-ended coaxial case is that the magnetic field Green’s function in the presence of the pin terminated by a patch, is not known. However, the external capacitance at least for very low frequencies can be modelled as the superposition of two capacitances connected in parallel:

\[
C_{ext} = C_{pp} + C_{fringe} \tag{4.3}
\]

Here \( C_{pp} \) corresponds to a circular parallel plate capacitor between the patch and the ground plane, for which \( C_{pp} = \varepsilon_0 \varepsilon_{sub} \frac{\pi (2c)^2}{h_{sub}} \) and the associated electric field lines are drawn in green in Fig. 4.4(b). Meanwhile, \( C_{fringe} \) corresponds to the external quasi-static capacitance associated to a coaxial opening of inner and outer radii equal to \( a = c \) and...
Figure 4.5: The red and the black dashed lines represent the input impedance evaluated using $C_{ext}$ in Eq. 4.3 and the HFSS simulation respectively.

$b = c + h_{sub}$ and the electric field lines are drawn in blue in Fig. 4.4(b). The validation of the approximated formulation in Eq. 4.3 is presented in Fig. 4.5 for dimensions $a=1$ mm, $b=2.3$ mm, $h_{sub}=1$ mm and $\epsilon_1 = \epsilon_2 = 1$.

### 4.3 Prototype

Sensitivity analysis for increasing distance of the MUT from the coaxial/coaxial based (coaxial line capacitively loaded by a patch) sensors performed via S-parameter measurements are discussed. The sensing elements consists of two single-ended coax fed pin-patch sensors fabricated in printed circuit board (PCB) technology of patch radii 1.5 mm and 2.5 mm respectively, shown in Fig. 4.6(b), and an open ended coaxial probe of inner radius 0.523 mm and outer radius 1.5 mm, in Fig. 4.6(c). A Silicon wafer of 500 µm thickness was used as a MUT layer to perform the sensitivity analysis using the various probes outlined above. The vertical distance between the sensor and the wafer was increased systematically using a motor embedded in the setup with a resolution in the order of few tens of µm. The pin-patch sensing elements were fabricated in 2 metal layered PCB. The first metal layer served as the ground plane were a coaxial aperture was etched to solder a SMA connector. The circular metal was printed (the second layer) on a dielectric I-Tera MT RF ($\epsilon_r=3.38$ and thickness 0.508 mm).
4.3. Prototype

4.3.1 Measurement Setup

The sensitivity measurements of coaxially fed permittivity sensors were performed using the probe station shown in Fig. 4.6(a), at the VSL Dutch Metrology Institute. The left arm, blue highlight in Fig. 4.6(a), employs a piezo actuator to allow a vertical displacement with µm accuracy. A Keysight PNA is used to perform S11 measurements, after performing a three liquid calibration at the sensor tip.

4.3.2 Calibration

The VNA calibration was performed on the sensing elements to extract the complex permittivity of the MUT at the sensor element reference plane. The calibration process is a mapping of the conventional short-open-load calibration in the liquid environment. The three equations to compute the required error coefficient for a one port calibration (i.e., ed, es and et) are solved by measuring three known liquids, i.e., air, methanol and water. The only known characteristic of the liquid that is employed is the frequency dependent permittivity, computed using nominal Debye coefficients. Using the tool described in this
paper the permittivity of the liquid is translated in the admittance (and converted in reflection coefficient using known formulas) applying the exact dimensions of the coaxial and pin/patch probes. After the calibration coefficients are computed, the VNA can provide the reflection coefficient at the sensor element aperture plane using simple one-port error correction formulas. The reflection coefficient is then translated to admittance, $Y_{\text{meas}}(f)$ using $Y_{\text{meas}}(f) = (1 - \Gamma)/(1 + \Gamma)$. For the coaxial cable $Y_{\text{meas}}(f)$ is converted into the MUT’s average permittivity by minimizing the following cost function:

$$\left| \frac{Y_{\text{meas}}(f) - Y_{\text{lookup}}(f, \epsilon)}{Y_{\text{meas}}(f)} \right| \leq 10^{-3}$$

(4.4)

where $Y_{\text{lookup}}(f, \epsilon)$ is the admittance surfaces generated for frequencies ranging $5 \, \text{MHz} \leq f \leq 1050 \, \text{MHz}$ and MUT epsilon $1 \leq \epsilon \leq 40$ using Eq. 2.16. Here MUT is assumed to be a homogeneous medium.

However for the pin-patch sensors the admittance surfaces were constructed using an in-house tool based on method of moments, theory outlined in Ch. ??, yet again with the same constraints as used for the coaxial probe. In order to perform a fair comparison between the average permittivity slopes for the three sensors, the $h_{\text{airgap}}$ corresponding to the average epsilon measurement was determined by minimizing the following cost function for all the three probes:

$$\left| \frac{Y_{\text{meas}}(f) - Y_{\text{lookup}}(f, \epsilon_{\text{air}}, \epsilon_{\text{Si}}, h_{\text{airgap}})}{Y_{\text{meas}}(f)} \right| \leq 10^{-3}$$

(4.5)

This time around in generating $Y_{\text{lookup}}(f, \epsilon_{\text{air}}, \epsilon_{\text{Si}}, h_{\text{airgap}})$ the MUT is modelled as a multi-layered medium, the first layer being air of height $h_{\text{airgap}}$, second layer silicon with $500\mu\text{m}$

Figure 4.7: Represents the (a) extracted average epsilon using the setup for sensitivity measurements at 405 MHz and (d) Sensitivity versus height of the airgap.
4.4. Conclusions

thick, followed by an infinitely extending freespace, for a range of $h_{\text{airgap}}$ and frequencies, i.e. $10 \mu m \leq h_{\text{airgap}} \leq 2000 \mu m$; and $5 \text{ MHz} \leq f \leq 1050 \text{ MHz}$. See Fig. 4.7(a) inset for the MUT stratification.

4.3.3 Measurement Results

The average permittivity of the multilayered media, described in the previous section, extracted using the three permittivity sensors while varying $h_{\text{airgap}}$ over a $100 \mu m$ to $1.1 \text{ mm}$ range is reported in Fig. 4.7(a). In the same figure the average epsilon predicted by the tool, black diamonds, for the stratification shown in the inset of Fig. 4.7(a) for the initial height of $100 \mu m$ is also presented. It can be observed from Fig. 4.7(a) that the average epsilon of the coaxial and pin-patch sensors decreases as the sensor-wafer separation increases. Also the average epsilon determined using coaxial tends to approach the freespace value i.e. 1 faster than the other sensors. This highlights a lower detection depth capability of the coaxial compared to the patches. Similar trends can be observed for the patch loaded sensors in the same figure. 1.5 mm radius patch approaches the freespace permittivity faster than the 2.5 mm patch highlighting the enhanced detection depth of the larger patch. Sensitivity’s evaluated using (18) is highlighted in Fig. 4.7(b). It is evident from the sensitivity analysis that as the patch radius increases the detection depth also increases for a given sensitivity.

$$S = \frac{C_{\text{meas}}(\epsilon_1 = 1, \epsilon_2 = S_i, h_{\text{airgap}}) - C_{\text{meas}}(\epsilon = 1)}{C_{\text{meas}}(\epsilon_1 = 1, \epsilon_2 = S_i, h_{\text{airgap}}) + C_{\text{meas}}(\epsilon = 1)}$$

(4.6)

where $C_{\text{meas}}(\epsilon_1 = 1, \epsilon_2 = S_i, h_{\text{airgap}}) = \frac{1}{j \omega Z_{\text{meas}}(\epsilon_1 = 1, \epsilon_2 = S_i, h_{\text{airgap}})}$ and $C_{\text{meas}}(\epsilon = 1) = \frac{1}{j \omega Z_{\text{meas}}(\epsilon = 1)}$.

4.4 Conclusions

The sensitivity of the coaxial/ coaxial based sensors to the alterations in the MUT is essentially dependent on the regularized admittance term which becomes a driver for the sensor design. Building on the insight acquired from the sensitivity analysis, guidelines for increasing the detection depth of the sensor are derived: the detection depth of the sensor can be enhanced by realizing a structure equivalent to a larger coaxial cable. This can be achieved by extending the central conductor of the coaxial aperture as a pin and terminating it with a patch in planar technology. This was further validated with sensitivity measurements.
4. Detection Depth Analysis of Coaxial based Permittivity Sensors
Chapter 5

Analysis of a Single-ended Circular Sensing Element

5.1 Introduction

Design and analysis of a pin-patch sensing element using commercially available electromagnetic solvers would be an extremely time consuming task if the MUT is multilayered and the layers are electrically dense with frequency dependent dielectric properties. Even more if the sensor dimensions are electrically very small, which is the case in integrated technology at microwave frequencies. Moreover when such a sensing element is implemented in CMOS technology along with the back-end read-out circuitry, the thickness of the top metal layer becomes comparable to the substrate thickness thereby rendering the simulation of the design in commercial EM solvers very cumbersome. To facilitate the design of such sensing elements, analysis using integral equations is performed in this chapter.

5.2 Single-ended sensing element

The geometry under analysis is a single-ended pin-patch as shown in Fig. 5.1. The circular patch realized on the top metal layer of a multilayered planar technology is fed using a metallic via. The via forms the central conductor of the coaxial aperture etched on the ground plane at \( z = 0 \) and is extended through the substrate of permittivity \( \epsilon_{\text{sub}} \) and height \( h_{\text{sub}} \) to feed the patch at the center. As mentioned in the Ch. 2 the coaxial aperture is characterized by an inner conductor of radius \( a \) and an outer conductor of radius \( b \), whereas the circular patch has radius \( c \).
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Figure 5.1: Single-ended pin-patch sensing element (a) three dimensional view of the sensor in the presence of a dielectric substrate of thickness \( h_{\text{sub}} \) and (b) side view of the element highlighting the sensor dimensions.

5.2.1 Integral Equation

As outlined in the Ch. 2 the solution of the fields in the two half-spaces \((z > 0 \text{ and } z < 0)\) due to the geometry outlined in Fig. 5.1 can be derived by replacing the slot discontinuity with equivalent magnetic currents. Reiterating, the original problem becomes equivalent to finding fields in the two half-spaces using two separate geometries as shown in Fig. 2.2(c) and (d). However in the current scenario the total magnetic field scattered onto the aperture in the region \( z > 0 \) will be the superposition of two contributions. The first contribution is attributed to the magnetic currents \( m_1(r') \) on the coaxial aperture, whereas the second contribution is due to the equivalent electric currents \( j(r') \) distributed on the surface of the pin and the patch, refer Fig. 5.2(b). Subsequently the total admittance can be expressed as

\[
Y_{\text{ext}}(z = 0) = Y_{\text{coax}}^{\text{ext}}(z = 0) + Y_{\text{pin+patch}}^{\text{ext}}(z = 0)
\]  

(5.1)

where \( Y_{\text{coax}}^{\text{ext}}(z = 0) \) is the input admittance of the coaxial aperture, that can be evaluated using Eq. 2.16 and \( Y_{\text{pin+patch}}^{\text{ext}}(z = 0) \) is the input admittance of the coaxial aperture
Magnetic Currents $m_1$ distributed on the coaxial aperture at $z = 0$. (b) Equivalent electric currents, $j(r')$ distributed on the surface of the pin and the patch.

Figure 5.2: (a) Equivalent magnetic currents, $m_1$ distributed on the coaxial aperture at $z = 0$. (b) Equivalent electric currents, $j(r')$ distributed on the surface of the pin and the patch.

loaded with a pin terminated by a patch. Both evaluated in the presence of the MUT. $Y_{ext}^{pin+patch}(z = 0)$ can be expressed using the same definition as in Eq. 2.13, however in this case due to $j(r')$

$$Y_{ext}^{pin+patch}(z = 0) = \frac{\pi}{\ln \frac{b}{a}} \int_{a}^{b} h_{\phi} [\rho, \phi, z = 0; j(r')] d\rho. \quad (5.2)$$

Where $h_{\phi} [\rho, \phi; j]$ is the magnetic field scattered onto the coaxial aperture due to the equivalent currents $j(r')$ which are further expressed using sub-domain basis functions with unknown weights $I_n$ as follows

$$j(r') = \sum_{i=1}^{N} I_n b_n(r'). \quad (5.3)$$

The complication however with respect to the open-ended coaxial case is that the magnetic field greens function in the presence of a pin and a patch is unknown. Hence an integral equation for the continuity of the electric field (EFIE) is imposed on the surface of the sensing element to evaluate the weights of the basis function using method of moments, explained in detail in Ch. 6. The currents will then be used in Eq. 5.2 to compute the input admittance.

The magnetic field in Eq. 5.2 can be expressed as a convolution of the basis function $j(r')$ with the appropriate greens function that gives the azimuthal component of the magnetic field from an electric source.

$$h_{\phi} [\rho, \phi, z = 0] = \int_{S_{pin+patch}} g_{\phi}(r, r') \cdot j(r') dr' \quad (5.4)$$
where $S_{pin+patch}$ is the surface on which the basis function is defined and $\lambda$ is the orientation of the basis functions which in this case is along $\hat{\rho}$ and $\hat{z}$. The explicit expression of the greens function, $g_{\phi z}^{hj}(\mathbf{r}, \mathbf{r}')$ in the cylindrical domain from [50] is

$$g_{\phi z}^{hj}(\rho, \rho', z, z') = -\frac{j}{2\pi} \int_0^\infty \frac{\zeta k}{k'} I_{TM}(k_{\rho}; z, z') \cos(\alpha - \phi') J_1(k_{\rho}\rho)k_{\rho}dk_{\rho}.$$  \hspace{1cm} (5.5)

Where $J_1(k_{\rho}\rho)$ is the bessel function of the first order, $\zeta$ and $k$ the wave impedance and wavenumber in the medium, $k_{\rho}$ the radial spectral variable, $\rho$ and $\rho'$ the radial distance. $I_{TM}(k_{\rho}; z, z')$ is the transverse magnetic current flowing in the transmission line equivalent to the dielectric stratification due to a unitary electric source at $z'$. Likewise the greens function $g_{\phi\rho}^{hj}(\rho, \rho', z, z')$ from [50] is

$$g_{\phi\rho}^{hj}(\rho, \rho', z, z') = \frac{1}{2\pi} \int_0^\infty I_{TM}(k_{\rho}; z, z') J_1(k_{\rho}\rho)J_1(k_{\rho}\rho')k_{\rho}dk_{\rho}.$$ \hspace{1cm} (5.6)

$I_{TM}(k_{\rho}; z, z')$ in the above expression is the transverse magnetic current in the equivalent tx-line due to a current source in parallel at $z'$. Fig. 5.3 reports the input admittance evaluated at the coaxial aperture using Eq. 5.1 versus frequency for two geometries. Geometry-1 has a total length $L$, where $L = (2c + h)$, equal to $\lambda_0/4$ at $\approx 3.6$ GHz whereas geometry-2 has a total length $L$ equal to $\lambda_0/557.25$ at 5 GHz. $\lambda_0$ is the wavelength in freespace. The dimensions of the sensor along with the dielectric properties of the stratification is outlined in the figure. The tool shows good agreement with Ansoft HFSS simulation results.
5.3 Measurements

In this section, we use the formulation introduced in the previous section to assess the input impedance of various pin-patch sensing elements and subsequently extract the complex permittivity of a known liquid using calibration surfaces that map the measured admittance to a complex permittivity for a given frequency.

5.3.1 Prototype

Pin-patch sensing elements of patch radii 1.5mm, 2.5mm and 5mm were fabricated in printed circuit board technology as shown in Fig. 5.4. The metallic patch was printed on top of a dielectric substrate, RogersRO5003 with permittivity $\epsilon = 3.66$ and having a thickness of 0.523 mm. Plated hole of diameter 0.1 mm was drilled through the dielectric substrate until the top metal layer, feeding the patch at the center. The plated holes were filled with metal later on to have a connection to the connector. The connector was soldered on the bottom layer of the PCB as show in Fig. 5.4. The measurement setup as shown in Fig. 5.4 comprises of a Keysight vector network analyzer, single ended sensor connected to one of the ports via a probe, beaker containing the sample liquid into which the sensor will be immersed and a vertical bench.
5.3.2 Calibration

The VNA calibration was performed on the sensing elements to extract the complex permittivity of the MUT at the sensor element reference plane. The calibration process is a mapping of the conventional short-open-load calibration in the liquid environment. The three equations to compute the required error coefficient for a one port calibration (i.e., ed, es and et) are solved by measuring three known liquids, i.e., air, methanol and water. The only known characteristic of the liquid that is employed is the frequency dependent permittivity, computed using nominal Debye coefficients, [57]. Using the Eq. 5.2 described in this paper the permittivity of the liquid is translated in the admittance (and converted in reflection coefficient using known formulas) applying the exact dimensions of pin/patch probes. After the calibration coefficients are derived, using simple one-port error correction formulas as in [58], the reflection coefficient at the sensor element aperture plane can be evaluated. The reflection coefficient is then translated to admittance, $Y_{\text{meas}}(f)$ using $Y_{\text{meas}}(f) = (1 - \Gamma)/(1 + \Gamma)$. The unknown permittivity is extracted by minimizing the following cost function:

$$\left| \frac{Y_{\text{meas}}(f) - Y_{\text{lookup}}(f; \epsilon)}{Y_{\text{meas}}(f)} \right| < 10^{-3}. \quad (5.7)$$

Figure 5.4: Schematic representation of the measurement setup with the front and back view of the sensing element in the inset.
where $Y_{\text{lookup}}(f, \epsilon)$ is the admittance surfaces shown in Fig. 5.5, Fig. 5.6 and Fig. 5.7 generated using the analytical tool, Eq. 5.2. The surfaces maps the complex permittivity of the MUT to a complex input admittance at the coaxial aperture for frequency range between 50 MHz to 1050 MHz, $\epsilon'$ from 5 to 40 and $\epsilon''$ also from 1 to 40.

### 5.3.3 Results

Fig. 5.8 reports the extracted complex permittivity of the material under test, ethanol and its error with reference to its cole-cole parameters versus frequency for the three sensing elements. The blue diamond markers denote $\epsilon'$ whereas the red diamond markers denote $\epsilon''$. The bold blue and red lines are derived from the cole-cole parameters. It can be observed that the absolute error of the extracted epsilon is well within ±1 for both the real and the imaginary part of the complex permittivity.

### 5.4 Conclusions

In this chapter, the integral equation imposed on the coaxial aperture in the previous chapter is further extended by including the contribution of the pin-patch structure terminating the aperture. The additional contribution is evaluated by setting up an electric

Figure 5.5: Calibration surfaces acquired from the analytical tool versus the real and imaginary part of the MUT epsilon for a patch of radius 1.5 mm at (a) 50 MHz and (b) 1050 MHz.
field integral equation on the pin-patch structure and estimating the current resorting to small domain method of moments. Furthermore the analytical tool is used in generating calibration surfaces to evaluate the complex permittivity of the material under test from
Figure 5.8: Complex permittivity extraction of ethanol versus frequency along with the absolute error with respect to the reference values for (a) 1.5mm (b) 2.5mm and (c) 5mm sensing elements.

Γ measurements. The tool is validated with measurements performed using three sensing elements fabricated in PCB technology of different radii.
5. Analysis of a Single-ended Circular Sensing Element
Chapter 6

Method of Moments for pin-fed patch in Stratified Media with Reaction Integrals Directly in the Spectral Domain

6.1 Introduction

In this chapter, a detailed procedure to evaluate the reaction integrals for the Method of Moments (MoM) solution of problems containing vertical/transverse currents in stratified media is discussed.

6.2 Analysis of Patch Loaded Coaxial Sensor

A specific geometry is now addressed, shown in Fig. 6.1, which is similar to the structure discussed in Ch. 5 but with a thick patch metal. Equivalent electric currents, $j$, are distributed on the surface of the pin and the patch. Since these currents are unknown they need to be derived by solving an integral equation for the electric field (EFIE). To this goal, an EFIE is imposed on the surface of the metallic pin and the patch

$$e_i(r) + e_s(r; j) = 0$$  \hspace{1cm} (6.1)

where, $e_i(r)$ is the electric field incident in the absence of the pin and the patch, and $e_s(r; j)$ is the electric field scattered by the equivalent currents distributed on the pin.
and the patch. The incidence field $e_i(r)$ in Eq. 6.1 can be assumed to be due to a magnetic frill source defined on the coaxial aperture (at $z=0$) with voltage $V_{coax}$. The explicit expressions for the incident electric field along $\hat{\rho}$ and $\hat{z}$ is derived in Appendix A. The equivalent currents $j(r')$ can be further expanded using the following basis functions.

### 6.2.1 Basis Functions

The electric current $j(r')$ is further expanded using sub-domain basis functions $b_p(r')$, $b_a(r')$ and $b_e(r')$.

1. $b_p(r')$ : *Piecewise Linear Functions* (oriented along $\hat{z}$)

   defines the currents on the vertical pin embedded in a substrate of height $h_{sub}$, refer Fig. 6.2(a).

   $$b_p(z', \rho') = \begin{cases} 
\frac{1}{2\pi a} \left[ \frac{1}{\Delta_{pin}} \left( z' + \frac{\Delta_{pin}}{2} \right) \right] \hat{z} & -\frac{\Delta_{pin}}{2} \leq z' \leq \frac{\Delta_{pin}}{2}, \rho' = a \\
\frac{1}{2\pi a} \left[ \frac{1}{\Delta_{pin}} \left( 1 - \frac{2|z'|}{\Delta_{pin}} \right) \right] \hat{z} & -\frac{\Delta_{pin}}{2} \leq z' \leq \frac{\Delta_{pin}}{2}, \rho' = a
\end{cases} \tag{6.2}$$

   where $\Delta_{pin}$ is the width of the basis function and $a$ the radius of the cylindrical pin.

2. $b_a(r')$ : *Attachment Basis Function* (oriented along $\hat{z}$ and $\hat{\rho}$)

   consists of two terms $b_{a}^{\text{pin}}(z', \rho')$ and $b_{a}^{\text{patch}}(z', \rho')$, oriented along $\hat{z}$ and $\hat{\rho}$ respectively, to define the radial and the vertical currents, see Fig. 6.2(b). The two terms ensure the continuity of the currents at the pin-patch junction at $z' = h$ and $\rho' = a$ quote.

   $$b_a(r') = b_{a}^{\text{pin}}(z', \rho') \hat{z} + b_{a}^{\text{patch}}(z', \rho') \hat{\rho} \tag{6.3}$$

   $$b_{a}^{\text{pin}}(z', \rho') = \frac{1}{2\pi a} \left\{ \frac{1}{\Delta_{attach}} \left( z' + \frac{\Delta_{attach}}{2} \right) \right\} \hat{z} \quad -\frac{\Delta_{attach}}{2} \leq z' \leq \frac{\Delta_{attach}}{2} \tag{6.4}$$
and

\[ b_a^{\text{patch}}(z', \rho') = \begin{cases} 
-\frac{\rho'}{2\pi c} \hat{\rho} & 0 \leq \rho' \leq a; z' = h_{\text{sub}} \\
-\frac{\rho'}{2\pi c} + \frac{1}{2\pi \rho'} \hat{\rho} & a \leq \rho' \leq c; z' = h_{\text{sub}} \\
0 & \text{elsewhere}
\end{cases} \]  

(6.5)

where, \( \Delta_{\text{attach}} \) is the width of the attachment basis function. \( b_a \) was previously introduced in [59] and is the most often used basis function in the study of probe excited planar antennas.

3. \( b_e(r') \): edge basis function (oriented along \( \hat{z} \) and \( \hat{\rho} \))

consists of two sub functions namely the bottom edge \( b_{e, \text{bottom}}(z', \rho') \) and the top edge \( b_{e, \text{top}}(z', \rho') \) basis function. Each sub function is further composed of two terms oriented along \( \hat{z} \) and \( \hat{\rho} \) respectively, for e.g. \( b_{e, z} \) and \( b_{e, \rho} \), see Fig. 6.2(c) and Fig. 6.2(d). The two terms ensure the continuity of the currents at the bending corners in the metallic patch.

\[ b_e(r') = b_{e, \text{bottom}}(z', \rho') + b_{e, \text{top}}(z', \rho') \]  

(6.6)

\[ b_{e, \text{bottom}}(z', \rho') = b_{e, z}(z', \rho') \hat{z} + b_{e, \rho}(z', \rho') \hat{\rho} \]  

(6.7)

Figure 6.2: Represents the basis functions used in the integral equation. The red and yellow area highlights the profile of the basis functions oriented along \( \hat{z} \) and \( \hat{\rho} \) respectively. (a) Piecewise linear basis function \( b_p(z', \rho') \) (b) Attachment basis function, \( b_a(z', \rho') \) (c) Bottom edge basis function, \( b_{e, \text{bottom}}(z', \rho') \) and (d) Top edge basis function, \( b_{e, \text{top}}(z', \rho') \).
6. Method of Moments for pin-fed patch in Stratified Media with Reaction Integrals

where

\[ b_{\text{bottom}}^{\epsilon, z}(z', \rho') = \frac{1}{2\pi c} \left\{ \frac{1}{\Delta_{\text{edge}}} \left( \frac{\Delta_{\text{edge}}}{2} - z' \right) \right\} \hat{z} \quad -\frac{\Delta_{\text{edge}}}{2} \leq z' \leq \frac{\Delta_{\text{edge}}}{2}; \rho' = c \quad (6.8) \]

Similarly,

\[ b_{\text{bottom}}^{\epsilon, \rho}(z', \rho') = \frac{1}{\rho' c} \left\{ \frac{1}{\Delta_{\text{edge}}} \left( z' + \frac{\Delta_{\text{edge}}}{2} \right) \right\} \hat{z} \quad -\frac{\Delta_{\text{edge}}}{2} \leq z' \leq \frac{\Delta_{\text{edge}}}{2}; \rho' = c \quad (6.9) \]

6.2.2 Reaction Integrals

In the following subsections the reaction integrals involving vertical and radials currents are derived in-detail using spectral greens functions to account for the dielectric stratification along \( \hat{z} \).

**Vertical Currents**

The spectral representation of the greens function in terms of plane waves is

\[ g_{zz}^{\epsilon, z}(r, r') = \frac{1}{4\pi^2} \int_0^\infty \int_0^{2\pi} e^{-jK\rho (\rho' - \rho')} G_{zz}^{\epsilon, z}(K\rho; z, z') k_\rho dk_\rho d\alpha \quad (6.12) \]

where

\[ G_{zz}^{\epsilon, z}(K\rho; z, z') = -\zeta \left( \frac{\zeta}{K} k_\rho I_{TM}^z(K\rho; z, z') - j\delta(z - z') \right) \quad (6.13) \]

For the case when the source is bounded between dielectrics, as shown in Fig. 6.3, the current \( I_{TM}^z(k_\rho; z, z') \) in the \( i^{\text{th}} \) section of the transmission line due to a point voltage generator in series at \( z' \) is extensively derived in literature [60-65]. The current in the \( i^{\text{th}} \) section is expressed as a sum of a source term and a secondary term, \( Q(z, z') \) that accounts for the reflections at the interfaces as shown

\[ I_{TM}^z(k_\rho; z, z') = \frac{1}{2Z} \left\{ e^{-jk_\rho |z - z'|} - Q(z, z') \right\} \quad (6.14) \]
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where

\[
Q(z, z') = \frac{1}{1 - \Gamma_u \Gamma_d e^{-2j k z_i d_i}} \left( \Gamma_u e^{-j k z_i [(z+z')-2z_i]} + \Gamma_d e^{-j k z_i [2z_{i-1}-(z+z')]} + 2\Gamma_u \Gamma_d e^{-2j k z_i d_i} \cos[k z_i (z-z')] \right),
\]

(6.15)

(6.16)

where \( \Gamma_u = \frac{Z_{i+1} - Z_i}{Z_{i+1} + Z_i} \) and \( \Gamma_d = \frac{Z_{i+1} - Z_i}{Z_{i+1} + Z_i} \). Rewriting Eq. 6.17 as a sum of discontinuous term (source term) and a continuous term (secondary term).

\[
I_{TM}^s(k\rho; z, z') = I_{TM}^{cont}(k\rho; z, z') + I_{TM}^{disc}(k\rho; z, z')
\]

(6.17)

where

\[
I_{TM}^{cont}(k\rho; z, z') = Q(z, z')
\]

(6.18)

and

\[
I_{TM}^{disc}(k\rho; z, z') = \frac{1}{2Z} e^{-j k z_i |z-z'|}.
\]

(6.19)

However one can identify Eq. 6.19 as the freespace greens function. Subsequently the reaction \( Z_{zz} \) can be expressed as

\[
Z_{zz} = -\frac{\xi}{k} \frac{1}{4\pi} \int_{-\infty}^{\infty} \frac{\xi}{k} \left\{ F^{cont}(k\rho) + F^{disc}(k\rho) \right\} J_0(k\rho') H_0^2(k\rho \rho) k^3 dk\rho
\]

(6.20)

where

\[
F^{cont}(k\rho) = \int_{z}^{z'} \int_{z}^{z'} I_{TM}^{cont}(k\rho; z, z') f_0(z') f_1(z) dz'\, dz
\]

(6.21)
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Directly in the Spectral Domain

\[
\text{Re} \, k_\rho \quad \text{Im} \, k_\rho \quad k_0 \quad -k_0 \\
(a) \quad (b)
\]

Figure 6.4: Singularities on a \( k_\rho \) plane. (a) The dotted black line is the integration path along the real axis. (b) The red lines represent the hankel functions singularities. The dotted black line is the integration path.

\[
F^{\text{disc}}(k_\rho) = \int z \int z' I^{\text{disc}}_{TM}(k_\rho; z, z') f_b(z) f_t(z') dz' dz
\]  \hspace{1cm} (6.22)

In Eq. 6.20 the integrations in \( \alpha, \phi \) and \( \phi' \) are performed analytically in view of the azimuthal symmetry of the basis and test functions. The integrations in Eq. 6.21 can be expressed directly as products of the fourier transform of the basis and test functions along \( \hat{z} \). The integration in \( k_\rho \) can be performed along the path in Fig. 6.4(b) surrounding the branch, since the original integration is first extended to an integration from \(-\infty\) to \(\infty\) transformed in the path in Fig. 6.4(a), and then deformed.

The integrations in Eq. 6.22 can be performed using the procedure outlined in Appendix B

Vertical and Transverse Currents

In this section the evaluation of the reaction between the vertical and transverse currents using the Green’s function in the spectral domain derived from the projection of rectangular greens functions in the cylindrical co-ordinates is reported.

- **Green’s Function:** Spatial cylindrical greens function \( g_{\rho z}^{\phi}(r, r') \) can be expressed in terms of the rectangular greens functions \( g_{xz}^{\phi}(r, r') \) and \( g_{yz}^{\phi}(r, r') \) as

\[
g_{\rho z}^{\phi}(r, r') = g_{xz}^{\phi}(r, r') \cos \phi + g_{yz}^{\phi}(r, r') \sin \phi
\]  \hspace{1cm} (6.23)
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where

\[ g_{xz}^{ej}(r, r') = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^\infty G_{xz}^{ej}(k_\rho, \alpha; z, z') e^{-jk_\rho \rho \cos(\alpha-\phi)} e^{-jk_\rho \rho' \cos(\alpha-\phi')} k_\rho dk_\rho d\alpha \]  

(6.24)

and \( \lambda \in (x, y) \). While the spectral components are known to be \( G_{xz}^{ej}(k_\rho, \alpha; z, z') = \frac{\zeta k_\rho \cos \alpha}{k} V_{TM}^J(k_\rho; z, z') \) and \( G_{yz}^{ej}(k_\rho, \alpha; z, z') = \frac{\zeta k_\rho \sin \alpha}{k} V_{TM}^J(k_\rho; z, z') \). Moreover \( V_{TM}^J(k_\rho; z, z') \) is the transverse magnetic voltage at \( z \) in the tx-line equivalent to the dielectric stratification with voltage source in series at \( z' \). Substituting the spectral Green’s functions discussed above we obtain

\[ g_{xz}^{ej}(r, r') = \frac{1}{(2\pi)^2} \int_0^{2\pi} \frac{\zeta k_\rho}{k} V_{TM}^J(k_\rho; z, z') e^{-jk_\rho \rho' \cos(\alpha-\phi')} I_x(\rho; k_\rho, \phi) k_\rho dk_\rho d\alpha \]  

(6.25)

where

\[ I_x(\rho; k_\rho, \phi) = \int_0^{2\pi} \cos \alpha e^{-jk_\rho \rho \cos(\alpha-\phi)} d\alpha \]  

(6.26)

\[ I_y(\rho; k_\rho, \phi) = \int_0^{2\pi} \sin \alpha e^{-jk_\rho \rho \cos(\alpha-\phi)} d\alpha. \]  

(6.27)

Using the identity in [add reference], the integral in \( \alpha \) can be evaluated analytically as

\[ I_x(\rho; k_\rho, \phi) = \frac{2\pi}{j} \cos \phi J_1(k_\rho \rho) \]  

(6.28)

\[ I_y(\rho; k_\rho, \phi) = \frac{2\pi}{j} \sin \phi J_1(k_\rho \rho) \]  

(6.29)

Substituting Eq. (6.25) in Eq. (6.23) the spatial Green’s function \( g_{xz}^{ej}(r, r') \) can be written compactly as

\[ g_{xz}^{ej}(r, r') = -\frac{j}{2\pi} \int_0^{2\pi} \frac{\zeta k_\rho}{k} V_{TM}^J(k_\rho; z, z') e^{-jk_\rho \rho' \cos(\alpha-\phi')} J_1(k_\rho \rho) k_\rho dk_\rho . \]  

(6.30)

**Mutual Impedance:** The general representation of the mutual impedance \( Z_{pz} \) is

\[ Z_{pz} = \iint_{S_t} \iint_{S_b} g_{pz}^{ej}(r, r') f_{bz}(r') f_{tp}(r) dr' dr \]  

(6.31)
where $f_{bz}(r')$, $f_{tρ}(r)$ denote a $z$ basis function and $ρ$ test function respectively. Expressing the integrals explicitly

$$Z_{ρρ} = \frac{1}{2π} \int_{ρ}^{ρ′} \int_0^{2π} \left[ \int_0^{2π} \int_0^{2π} g_{ρz}^{ρ,ρ′}(r,r′)dφdφ′ \right] f_ρ(ρ)f_ρ'(z)dzρdρ. \quad (6.32)$$

Identifying the integrals in $φ$ and $φ'$ to be \(\int_0^{2π} e^{-jkρ′cωφ′}dφ′ = 2πJ_0(k_ρρ′)\) and \(\int_0^{2π} dφ = 2π\). The reaction integral becomes

$$Z_{ρz} = -j \int_{ρ}^{ρ′} \int_0^{z′} \left\{ \int_0^{∞} \frac{k_ρ}{k} V_{TM}^{ρ,ρ}(k_ρ; z,z′) J_1(k_ρρ′) J_0(k_ρρ)dρ \right\} j_z(z′)j_ρ(ρ)dz′ρdρ. \quad (6.33)$$

Moreover \(\int_ρ J_1(k_ρρ)dρ = T_ρ(k_ρ)\), is the hankel transform of the basis function along $ρ$. Finally the mutual impedance can be expressed as

$$Z_{ρz} = -j \left\{ \int_ρ J_1(k_ρρ)dρ \right\} \int_0^{z′} J_0(k_ρρ′)T_ρ(k_ρ)k_ρ^2dk_ρ \right\} j_z(z′)dz′. \quad (6.34)$$

The integration domain in $k_ρ$ is further extended from $-∞$ to $∞$ by transforming a bessel function to an hankel function to ensure faster convergence.

**Transverse Currents**

The spatial cylindrical greens function that gives a radial electric field from a radial electric current and is azimuth symmetric is known from [50] to be

$$g_{ρρ}^{ρ,ρ′}(r,r′) = \frac{1}{2π} \int_0^{∞} \frac{1}{k_ρ} V_{TM}^{ρ,ρ}(k_ρ; z,z′) \frac{∂}{∂ρ} J_0(k_ρρ′) \frac{∂}{∂ρ} J_0(k_ρρ)dρ. \quad (6.35)$$

and the impedance $Z_{ρρ}$ can be expressed as

$$Z_{ρρ} = \int_{S_t} \int_{S_b} g_{ρρ}^{ρ,ρ′}(r,r′) f_ρ(r′)f_ρ(r)dρdρ. \quad (6.36)$$

Substituting Eq. 6.35 in Eq. 6.36 and evaluating the integrals in $φ$ and $φ'$ analytically results in the impedance being expressed as

$$Z_{ρρ} = 2π \int_{ρ}^{ρ′} \left\{ \int_0^{∞} V_{TM}^{ρ,ρ′}(k_ρ; z,z′) J_1(k_ρρ′) J_1(k_ρρ)k_ρdk_ρ \right\} j_ρ(ρ')j_ρ(ρ')dρ'dρ. \quad (6.37)$$

$V_{TM}^{ρ,ρ′}(k_ρ; z,z′)$ is the voltage at $z$ in the equivalent transmission line with a current source in parallel at $z'$. The integrals in $ρ$ and $ρ'$ can be identified as the hankel transforms as explained in the previous section.

$$Z_{ρρ} = 2π \int_0^{∞} V_{TM}^{ρ,ρ}(k_ρ; z,z′) T_ρ(k_ρ)k_ρdk_ρ. \quad (6.38)$$
6.3 Conclusions

In this chapter, a detailed procedure to evaluate the reaction integrals including vertical currents in the Method of Moments for stratified media is presented. The procedure resorts to evaluating analytically the Fourier Transforms of the basis and test functions, and then performing the reactions entirely in the spectral domain. The basis and test functions can be factorized as products of radial functions and circular harmonics. Accordingly all the reaction integrals resulted in single folded ones. In a general case, the spectral integrals remain double in $k_\rho$ and $\alpha$. When compared with the simple spatial integrations of the relevant electric field Green’s function along the vertical axis procedure, the present procedure is numerically very convenient for comparable accuracies.
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Equivalent Circuit Modelling of a Single-ended Patch Sensing Element

7.1 Introduction

In this chapter, we derive an equivalent circuit for the single-ended patch sensing element, shown in Fig. 5.1, embedded in a RF driven impedance bridge and radiating into a stratified MUT. For the lowest frequency regimes of operation, the pin+patch ensemble can be modelled as a simple parallel plate capacitor, however, as the frequency becomes higher the quasi-static capacitive model becomes inaccurate as the simple parallel plate capacitance model doesn’t account for the fringing fields due to the finiteness of the patch. To extend the usage of the sensor over a wide frequency regime we propose to model the patch along with the ground plane as a parallel plate waveguide (PPW) with a frequency dependent transformer to describe the coupling from the coaxial aperture opening to the PPW. Similar models were previously proposed to represent the coupling between a slot and a patch in a stripline/ microstrip fed aperture-coupled patch antennas [66,67]. Specifically, coaxially fed patches have been investigated by Prof. Vandenbosch et. al in the 90’s resorting to cylindrical field modal representations. In particular in [68] the geometry was artificially divided in two domains, so that the fields in each one of these two domains could be represented separately as a superposition of coaxial type of modes. The continuity of the electric and magnetic fields across the auxiliary boundary was then imposed to obtain the exact values of the coefficients of the modes describing the complete field in the waves guides. In [69] it was shown that most of these calculations could be performed analytically which gave a significant boost to the computational efficiency of the numerical procedure. When more specifically comparing the equivalent networks in the works [68–71] with the
results presented in Ch. 7 it is apparent that the numerical computation for the transition parameters is probably equivalent. In the cases in [68] the reaction integrals were approximated analytically, while the expression for the admittance in this work needs to be calculated numerically. However, with our procedure coming 30 years after the evaluation of the integral with Matlab is really not a problem. The advantage of our procedure, in our view is that the equivalent transmission line representation of the patch, and the connection to the coaxial cable by means of a capacitance and a transformer is extremely intuitive.

The relative impact of the MUT and the metal thickness is accurately included in the evaluation of the end point load of the transmission line. This load is evaluated resorting to an in-house tool based on a Method of Moments (MoM) procedure in the spectral domain, refer Ch. 6. The model is validated with the results obtained by performing full wave simulations via a commercial tool based on FDTD. The model is further used for detecting permittivity variations in an MUT using a CMOS permittivity sensor matrix in [72]. The matrix consists of 25 elements that are arranged in a 5x5 rectangular matrix.

7.2 Analysis

Geometry under investigation is a patch loaded coaxial sensor schematized in Fig. 5.1. The admittance $Y$ at the coaxial aperture can be evaluated as the following reaction integral

$$Y(z = 0) = \int_{S_{\text{coax}}} h(r_t; V = 1) \cdot h_b(r_t) dr_t$$

where $h(r_t; V = 1)$ is the magnetic field generated by the unitary voltage electric field distribution which can be further expressed as the radiation integral due to the magnetic current $m_2$ and $h_b(r_t)$ is the model magnetic field distribution with an azimuthal profile $\frac{1}{2\pi\rho} \hat{\phi}$.

7.2.1 The Infinite PPW Model

Let us begin the analysis of the admittance by focusing on the auxiliary problem of an infinitely extending patch that results in a parallel plate waveguide (PPW) formed between the patch and the ground plane, refer Fig. 7.1(a). Hence $h$ in Eq. 7.1 is replaced by $h_{ppw}$ to highlight the evaluation of the magnetic field in the presence of an infinitely extend-
7.2. Analysis

![Diagram](image)

Figure 7.1: Green’s function of the single-ended pin patch structure. (a) Magnetic current radiating in a PPW structure formed between the infinitely extending patch and ground plane. (b) Magnetic current radiating in the presence of a pin in a PPW. (c) Pin equivalent electric currents radiating in a PPW.

Formalizing the problem in Fig. 7.1(a) by means of equivalence theorem, the magnetic field in Eq. 7.1 can be expressed as a superposition of two separate contributions:

\[ h(\mathbf{r}_t) = h_\phi(\mathbf{r}_t)\hat{\phi} = h_{coax}^{ppw}(\mathbf{r}_t)\hat{\phi} + h_{coax}^{ppw+pin}(\mathbf{r}_t)\hat{\phi}. \]  

(7.2)

The first term \( h_{coax}^{ppw}(\mathbf{r}_t)\hat{\phi} = [g_{hm}^{ppw} \cdot m_b(\mathbf{r}_t)]\hat{\phi} \), is the azimuthal magnetic field radiated by the magnetic current, \( m_b(\mathbf{r}_t) \) in the presence of an infinitely extended PPW but in absence of a pin, refer Fig. 7.1(a). This term can be evaluated using the stratified media dyadic Green’s function that relates the magnetic currents to a magnetic field. The second term \( h_{coax}^{ppw+pin}(\mathbf{r}_t)\hat{\phi} = [g_{hm}^{ppw+pin} \cdot m_b(\mathbf{r}_t)]\hat{\phi} \) is the azimuthal magnetic field scattered onto the same aperture by equivalent electric currents, \( j_{pin}(\mathbf{r}_t) \) distributed on the vertical pin in a PPW configuration, as shown in Fig. 7.1(c). The electric current on the pin is assumed to be uniform and its amplitude is evaluated numerically by setting up a Method of Moments (MoM) procedure to solve the electric field integral equation (EFIE) that imposes the tangential component of the electric field on the pin to be zero. Subsequently \( Y \) in Eq. 7.1 can be expressed as a sum of two contributions: \( Y_{coax}^{ppw} \) due to \( h_{coax}^{ppw}(\mathbf{r}_t)\hat{\phi} \) and \( Y_{coax}^{ppw+pin} \) due to \( h_{coax}^{ppw+pin}(\mathbf{r}_t)\hat{\phi} \), as shown in Fig. 7.2.

7.2.2 Transformer from the coaxial line to the PPW

The integral equation on the metallic pin is
The incident electric field $e^i_z(z, \rho = a; m_\phi)$ is generated by a unitary voltage magnetic currents $m_\phi$ radiating in the presence of a PPW as in Fig. 7.2(a). The scattered field $e^{sc}_z(z, \rho = a, j_{pin})$ is radiated by unknown electric currents $j_{pin}$ equivalent to the pin, again in the presence of a PPW, refer Fig. 7.2(c). The assumption that the current in the pin is constant with respect $\hat{z}$ allows one to obtain a simple expression for the fields. Assuming a surface current distribution on the pin as $j_{pin}(\rho, \phi, z) = \frac{I_{pin}}{2\pi a} \delta(\rho - a) \hat{z}$, where $I_{pin}$ is the net current in the pin and $a$ the radius of the pin the electric field radiated in the PPW along $\hat{z}$ can be expressed as

$$e^{sc}_{z}(z, \rho = a, j_{pin}) = -\frac{k_0}{4} I_{pin} H_0^{(2)}(k|\rho = a|).$$

(7.4)

$H_0^{(2)}$ is the Hankel function of zeroth order and second kind, $\zeta$ and $k$ are the homogeneous media impedance and wavenumber respectively. Solving the EFIE in Eq. 7.3 using Galerkin’s approach results in

$$I_{pin} \int_{0}^{h_{sub}} e^{sc}_{z}(z, \rho = a, j_{pin}) dz = - \int_{0}^{h_{sub}} e^i_{z}(z, \rho = a; m_\phi) dz.$$  

(7.5)

Indicating the integral term on the LHS of Eq. 7.5 as pin impedance $Z_{ppw}^\infty$ and the term on the RHS as an impressed voltage $V_{pin}$ we obtain $Z_{ppw}^\infty I_{pin} = V_{pin}$. The impedance $Z_{ppw}^\infty$ can be evaluated as the input impedance of an infinite radial transmission line at $\rho = a$ using the following
\[ Z_{\text{ppw}}^\infty = -\frac{k\zeta}{4} \int_0^{h_{\text{xyb}}} H_0^{(2)}(k|\rho = a|)dz. \]  

(7.6)

The forcing term \( V_{\text{pin}} \), being the average electric field due to the magnetic currents on the ground plane, corresponds to retaining only the fundamental mode in a complete expansion in terms of PPW modes [52].

\[ V_{\text{pin}} = \frac{j}{2} \frac{\pi}{\ln \frac{b}{a}} \left\{ H_0^{(2)}(kb) - H_0^{(2)}(ka) \right\} \]  

(7.7)

Substituting Eq. 7.7 and Eq. 7.6 in Eq. 7.5 the unknown \( I_{\text{pin}} \) is

\[ I_{\text{pin}} = \frac{j}{2} \frac{\pi}{\ln \frac{b}{a}} \frac{H_0^{(2)}(kb) - H_0^{(2)}(ka)}{Z_{\text{ppw}}} \]  

(7.8)

After having evaluated \( I_{\text{pin}} \), \( Y_{\text{coax}}^{\text{pin+ppw}} \) can be expressed as the integration of the magnetic field over the coaxial aperture in \( \rho \in [a,b] \) and \( z = 0 \).

\[ Y_{\text{coax}}^{\text{pin+ppw}} = \int \int_{S_{\text{coax}}} h_{\text{coax}}^{\text{pin+ppw}}(r) \cdot m(r)d\mathbf{r} \]  

(7.9)

The magnetic field \( h_{\text{coax}}^{\text{pin+ppw}}(\rho, z = 0) \) due to a vertical current in a parallel plate waveguide is known analytically from [73] to be

\[ h_{\text{coax}}^{\text{pin+ppw}}(\rho, z = 0) = I_{\text{pin}} \frac{-jk}{4} H_1^{(2)}(k\rho) \]  

(7.10)

Accordingly, substituting Eq. 7.10 in Eq. 7.9 and integrating in \( \rho \) results in the input impedance of a coax loaded with an infinitely extending patch to be

\[ Z_{\text{coax}}^{\text{pin+ppw}} = \frac{Z_{\text{ppw}}^\infty}{\frac{j}{2} \frac{\pi}{\ln \frac{b}{a}} \left\{ H_0^{(2)}(kb) - H_0^{(2)}(ka) \right\}} \]  

(7.11)

From a network perspective the impedance factorization in Eq. 7.11 can be interpreted as a transformer, Fig. 7.3, of turns ratio \( n_{\text{SQR}} = \frac{j}{2} \frac{\pi}{\ln \frac{b}{a}} \left\{ H_0^{(2)}(kb) - H_0^{(2)}(ka) \right\} \). For small
Figure 7.3: Equivalent circuit to evaluate the input admittance of an infinite PPW line as the parallel of two contributions.

Figure 7.4: Different impedances of the equivalent circuit in Figure 7.3 and turns ratio n versus b, the outer radius of the coaxial feed. Grey lines in (d) are obtained from HFSS Ansoft simulations.

dimensions of the coaxial aperture the turns ratio $n_{SQR} \approx 1$ and consequently $Z_{pin+ppw}^\infty = Z_{coax}^\infty$. For an infinitely extending PPW of height 0.5 mm fed by a pin of radius 1.2 mm Fig. 7.4 represents the variation of the various impedances, highlighted in Fig. 7.3 and the turns ratio versus $b$. In the same figure the external impedance $Z_{ext}$ is validated with Ansoft HFSS simulation.
7.2.3 Patch as a finite PPW line

The end point of a finite PPW line realized between the patch and the ground plane is shown in Fig. 7.5. Accordingly in the equivalent circuit in Fig. 7.3 $Z_{ppw}^{\infty}$ should be replaced by $Z_{finite}^{ppw}$ which also accounts for the loading associated to the fringing fields. $Z_{finite}^{ppw}$ can be represented by a loaded radial PPW line of length $c$, refer Fig. 7.6. It should be recalled that the characteristic impedance, $Z_{ppw}^{0}$ of a radial line is a function of the radial distance $\rho$ from the centre of the patch. For growing $\rho$ the electric current entering via the pin is spread over a wider surface, whereas the voltage drop is always taken between the patch and the ground plane. As a consequence $Z_{ppw}^{0}(\rho) = \frac{\zeta h_{sub}}{2\pi \rho}$ [52] where $\zeta$ is the wave impedance in the substrate media, $h_{sub}$ the height of the substrate. The solution of radial transmission lines is well described in [52] page 43. Thus the problem of evaluating the properties of the entire sensor can be reduced to the problem of estimating the load, $Z_{ppw}^{load}$, of the finite PPW line. The input impedance of the sensor can be derived resorting to standard cylindrical transmission line theory and the transformer $n_{SQR}$. An approximate
technique can be used to estimate the load $Z_{ppw}^{load}$ when $\epsilon_{sub} > \epsilon_{MUT}$, whereby the problem in Fig. 7.7(a) was reduced to the evaluation of external admittance of a coaxial probe of internal radius $\rho = c$ and external radius $\rho = c + h_{sub}$, radiating in the presence of planar stratification, Fig. 7.7(b).

**Derivation of $Z_{ppw}^{load}$**

When the permittivity of the material under test is significantly higher than the dielectric of the substrate ($\epsilon_{MUT} > \epsilon_{sub}$), the load can no longer be evaluated resorting to the approximation in Fig. 7.7(b). Moreover the procedure in Fig. 7.7(b) does not take into account the thickness of the metallic patch. In such scenarios, an in-house tool based on method of moments is used to evaluate the input impedance (equivalent to $Z_{coax}^{pin+ppw}$ in Fig. 7.6) at the aperture of the coaxial cable. The basis functions and the reaction integrals used in the MoM are outlined in Ch. 6. Subsequently using the transformer turns ratio $n_{SQR}$ and the solutions of the radial transmission line, the impedance $Z_{coax}^{pin+ppw}$ is transformed into $Z_{ppw}^{load}$. In the frequency range where the sensor is purely capacitive, the capacitance associated to the load, $Z_{ppw}^{load} = \frac{1}{j\omega C_{load}(\epsilon)}$, needs to be evaluated only at one frequency using the in-house tool. $C_{load}(\epsilon)$ in Fig. 7.8 is the sum of two contributions $C_{MUT}^{load}(\epsilon)$ and $C_{th}^{load}(\epsilon)$ associated to the MUT and the metal thickness respectively. The frequency range across which the sensor remains purely capacitive depends on the dielectric constant of the MUT, denser the MUT smaller is the frequency range across which the sensor is purely capacitive. This is highlighted in Fig. 7.9 for two different dielectrics of

![Figure 7.7: Equivalent problems for the open ended PPW line.](image)
the MUT, $\epsilon_{MUT} = 80$ and $\epsilon_{MUT} = 40$, over a frequency band spanning 0.5-100 GHz. In the same figure the total load capacitance in the presence of a finite metal thickness is also presented. As the thickness of the metal becomes larger in terms of wavelength in the MUT, the additional capacitance contribution from the patch thickness also increases. This can qualitative be explained as due to larger currents flowing on the lateral part of the metal with denser MUT’s. Fig. 7.10(a) compares the increase in the load capacitance for two thickness ($t = 0.02c$ and $t = 0.05c$) of the patch (grey bold and dotted lines) versus the infinitesimal thin patch (black bold line). This is also true with the patch radius, as the radius of the patch becomes electrically longer the capacitance associated to the load also increases. This is highlighted for two MUT dielectrics, $\epsilon_{MUT} = 40$ (black line) and $\epsilon_{MUT} = 10$ (grey line) in Fig. 7.10(b). With the aprior knowledge of $C_{load}$ at one frequency and the frequency range where the sensor is purely capacitive the input impedance of the sensor across the whole band can be calculated using the transmission line tool in Fig. 7.8 whose load is $C_{load}(\epsilon)$.

### 7.3 A 5x5 Microwave Permittivity Sensor Matrix in 0.14-μm CMOS

In this section we demonstrate the usage of CMOS microwave permittivity sensor matrix for the localized detection of permittivity variations in a material. The matrix comprises of 25 sensing pixels arranged in a 5x5 rectangular matrix. Top metal patches utilized as sensing pixels are embedded into RF bridges and voltage-to-current conversion readout stages.
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Figure 7.9: $Y_{\text{load}}(\Omega^{-1})$ and $C_{\text{load}}(fF)$ versus frequency for a sensor of dimensions: $c=52.5\mu m$, $a=0.02c$, $b=2.3a$, $h=0.05c$ and $\epsilon_{\text{sub}} = 4$ (a) $\epsilon_{\text{MUT}} = 80$ (b) $\epsilon_{\text{MUT}} = 40$. Gray bold and dashed lines represent the load capacitance of the sensor without and with metal thickness, whereas the black bold and dashed lines represent the load admittance $Y_{\text{load}}(\Omega^{-1})$.

7.3.1 Matrix Design

The single-ended patch sensing elements are fabricated on the top metal layer in a 6-layer CMOS stack with the passivation layer removed for direct contact with the MUT. The patch sensors permittivity dependent admittance, depending on the real and imaginary part of the MUT permittivity was extracted using the analytical tool. To enable scalability to a larger number of sensing elements, the active detector circuits are integrated below

Figure 7.10: (a)$C_{\text{load}}(fF)$ versus $\epsilon_{\text{MUT}}$ at 5GHz for infinitesimal thin patch (black bold line), patch with thickness $t=0.02c$ (grey bold line) and $t=0.05c$ (grey dotted line). Rest of the sensor dimensions as outlined in Fig. 7.9. (b) $C_{\text{load}}(fF)$ versus radius of the patch at 5GHz for a sensor with dimensions $a=1\mu m$, $b=2.3\mu m$, $h=3\mu m$, $t=3\mu m$ and $\epsilon_{\text{sub}} = 4$ $\epsilon_{\text{MUT}} = 40$ (black line) and $\epsilon_{\text{MUT}} = 10$ (grey line).
the patch. Metal 4 is used as a ground plane to isolate the patch from the active circuits. The octagonal shape patch is connected to a metal 3 feed that provides access to the active drive and read circuitry through a vertical stacked via connection.

### 7.3.2 Matrix Read-out

As outlined in [72], each patch sensor is connected to a double-balanced Wheatstone bridge, using a local clipping RF driver buffer, to provide fundamental and harmonic output voltage dependent on the patch load $Y_L$. Differential readout is performed by means of a dummy bridge to cancel common-mode signals. As a result, the output voltage of the bridge is directly linked to the permittivity of the material interfaced to the patch. The bridge branches contain reconfigurable admittance $Y_B$, in the form of 4-bit binary switched capacitor control, in order to allow dynamic tuning of the bridge to the patch admittances ($Y_L \approx Y_B$). Under this condition, the bridge achieves the highest sensitivity to its load, hence permittivity, variations. This flexibility allows to vary the sensitive point of the bridge depending on the MUT’s properties.

### 7.3.3 Experimental Results

To validate the proposed architecture, the permittivity sensor was designed and fabricated in 140-nm CMOS technology. The chip size is $2.5 \times 2.3 \ mm^2$, with the effective sensor area

![Figure 7.11: Photograph of prototype chip assembling and chip micrograph.](image-url)
Figure 7.12: Measured permittivity of ethanol (red dots) versus frequency. Blue and black lines are the permittivity of ethanol using cole-cole parameters at 20° and 50° respectively. (a) and (b) represent the real and the imaginary part of the measured permittivity along with the standard deviation between the 25 pixels.

of 1.15×1.15 mm². Together with a small container, the chip was mounted on a PCB for liquid measurements (see Fig. 7.11), while the bonding wires were isolated from the MUT using a glob top packaging method. Six materials (de-ionized water, methanol, ethanol, 2-propanol, 1-butanol and air) are employed for complex permittivity measurement. To calibrate every pixel of the sensor matrix for absolute permittivity versus frequency, five of the aforementioned materials were employed. Based on the linear equation and the known permittivity of five calibration materials, the expected YL of the patch versus permittivity were firstly estimated. Then, the offset value and coefficient of the permittivity-to-Vout relation were calculated by fitting the measured bridge output to a least square (LS) approximation algorithm. Fig. 7.12(a) and (b) show the average measured complex permittivity of ethanol versus frequency. Fig. 7.13 shows the permittivity imaging result of a drop of oil inside propanol (ε' contrast: 7.4 to 3), with a scan rate of 4 image/s, demonstrating a clear permittivity detection function. The 3D permittivity surface clearly highlights the capability of the matrix sensor to resolve a sub-mm discontinuity.
7.4 Conclusion

In this chapter, a fast and efficient equivalent radial transmission line tool was outlined to accurately evaluate the input impedance of a single-ended patch sensing element realized in planar technology. The procedure provides a physical interpretation of the different field mechanisms that occur as the frequency increases. A transformer accounts rigorously for the reactive energy associated to the transition from pin to patch, also when the length of the pin is not negligible in terms of the wavelength. A PPW transmission line represents the finiteness of the metallic patch. Finally an end point load associated to the MUT and the thickness of the metallization is evaluated resorting to an in-house tool based on a MoM procedure. The tool provides an accurate impedance, current distributions and voltages over the entire structure with accuracies equivalent to full wave 3D tool, with much lower computational cost, but much higher physical insight. A simulation with propanol as the MUT takes about 2 minutes and 46 seconds for three frequency points in a commercial software such as Ansoft HFSS whereas the analytical tool takes 39.56 seconds with the same resources.

Figure 7.13: (a) Permittivity contrast across the various pixels at 900MHz. (b) Micrograph of the chip highlighting the oil droplet immersed in propanol.
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Conclusions and Future Prospects

The research work reported in this dissertation was carried out at Delft University of Technology, Delft, Netherlands. The scope of this thesis was the development of a new class of sensors, enabling fast and accurate dielectric characterization of samples, with high-sensitivity and high-spatial resolution by employing advanced CMOS technology for various applications in the bio-medical and food industry.

Near-field dielectric spectroscopy, as targeted by the proposed solution, with high spatial lateral resolution can provide an in-depth knowledge on the dielectric and subsequently on the composition of the superficial and sub-interface layers of a sample. This data can provide key information in making decisions for various applications ranging from bio-medical to quality assessment of food produce.

In this dissertation, a methodology to evaluate the complex permittivity of an unknown multilayer sample by measuring the reflection co-efficient using a coaxial/ coaxial based sensors is presented. This consists in generating calibration surfaces that maps the measured complex admittance to a complex permittivity by minimizing a cost function, which in this case in the difference in the measured and evaluated admittance using the tool developed. The main aspects pertaining to the theoretical development and the practical implementation of permittivity sensors are investigated. The most significant results achieved in this thesis work are summarized in the subsequent sections.

8.1 Analysis of open-ended coaxial sensors

In Ch. the input admittance of a coaxial aperture is derived to study the effect of the variation in the MUT’s dielectric properties on the coaxial’s input admittance. To this goal, a magnetic field integral equation (MFIE) is imposed on the aperture to ensure the
continuity of the tangential components of the magnetic fields in the two regions, below and above the aperture.

In the presence of a multilayered media, a methodology is outlined to accelerate the evaluation of the reaction integral by extracting the high spectral components in the integral associated to the quasi-static capacitance. Subsequently the input admittance is expressed as the superposition of a regularized admittance and a quasi-static capacitance. The quasi-static capacitance is associated to the permittivity of the first layer the aperture is exposed to. Whereas the regularized admittance depends on the thicknesses and dielectric constants of the layers following the first layer. The relative amplitude of the regularized admittance with respect to the total admittance determines the dependence of the total admittance of a coaxial of a given dimension to the layer under test.

8.1.1 Characterization of Layered Media using Coaxial sensor

In Ch. 3 the analytical model developed in Ch. 2 is used to extract the complex permittivity of the pulp of a biological sample (mango in this case) by modelling the sample as a two layered medium. The electrical properties of the first layer (skin in this case) is assumed to be consistent through out the measurement. The extracted pulp epsilon is validated with direct measurements. The tool is then subsequently used to enhance the sensitivity in staging the ripening process over a duration of time and to identify internal defects (non-visible) in mangoes.

8.1.2 Detection depth analysis

In Ch. 4 the sensitivity analysis of the coaxial/ coaxial based sensors to the alterations in the MUT’s dielectric properties is addressed. The analysis is performed by assuming the read-out circuitry to be an impedance wheat-stone bridge. Building on the insight acquired from the sensitivity analysis performed using the analytical tool in Ch. 2 guidelines for increasing the detection depth of the sensor are derived: the detection depth of the sensor can be enhanced by realizing a sensor equivalent to a larger coaxial cable. This can be achieved by extending the central conductor of the coaxial aperture as a pin and terminating it with a patch in planar technology. This is further validated with sensitivity measurements performed using two pin-patch prototypes of different radii fabricated in printed circuit board technology and a custom made open-ended coaxial probe.
8.2 Analysis of Single-Ended Sensing Element

In Ch. 5, the integral equation imposed on the coaxial aperture etched on a ground plane in Ch. 2 is further extended by including the contribution of the pin-patch structure terminating the aperture. The additional contribution is evaluated by setting up an electric field integral equation on the pin-patch structure and estimating the magnitude of the electric current resorting to method of moments. Furthermore the analytical tool is used in generating calibration surfaces that maps the complex permittivity of the material under test to an admittance at the coaxial aperture. The calibration surfaces are further used to evaluate the complex permittivity of the unknown material from \( \Gamma \) measurements. The tool is validated with measurements performed using three sensing elements fabricated in PCB technology of different radii.

8.2.1 Method of Moments

In Ch. 6, a detailed procedure to evaluate the reaction integrals including vertical/ longitudinal currents in the Method of Moments for stratified media is presented. The procedure resorts to evaluating analytically the Fourier Transforms of the basis and test functions, and then performing the reactions entirely in the spectral domain. For a specific example, of a coaxial loaded pin-patch structure, the basis functions were defined such that they ensure the continuity of the currents at the transitions. Such structures have been extensively studied in literature.

8.2.2 Equivalent Circuit Modelling

In Ch. 7, a fast and efficient equivalent radial transmission line tool is outlined to accurately evaluate the input impedance of a single-ended patch sensing element realized in planar technology. The procedure provides a physical interpretation of the different field mechanisms that occur as the frequency increases. A transformer accounts rigorously for the reactive energy associated to the transition from pin to patch, also when the length of the pin is not negligible in terms of the wavelength. A parallel plate waveguide transmission line represents the finiteness of the metallic patch. Finally an end point load associated to the material under test and the thickness of the patch metallization is evaluated resorting to an in-house tool based on a method of moments procedure derived in Ch. ?? The tool provides an accurate impedance, current distributions and voltages over the entire structure with accuracies equivalent to full wave 3D tool, with much lower computational cost, but much higher physical insight. A simulation with propanol with frequency dependent
dielectric properties as the MUT takes about 2 minutes and 46 seconds for three frequency points in a commercial software such as Ansoft HFSS whereas the analytical tool takes 39.56 seconds with the same resources.

8.3 Future Prospects

The work presented in this thesis has been concerned with the development of a CMOS based integrated instrument for the investigation of the spectral signatures of various materials with micro-metric resolutions. The frequency band between 0.5 GHz and 5 GHz have been addressed due to the choice of developing the sources and the detectors for these frequencies. In most cases, because of the choice of focusing in these low frequency regimes, the analysis steps could also have been performed with entirely quasi static tools. However, choosing a more advanced nodes (CMOS technology) than the ones utilized in this thesis, one can move towards higher frequencies that are of interest for fundamental scientific investigations.

The TeraHertz (THz) spectrum in fact contains the key information characterizing the dynamics of complex molecules and materials and near-field infrared spectroscopy is the tool of choice for material characterization [74]. Micro-metric [75] or even nano-metric resolutions [75–77], together with wide frequency spectra, could provide a plethora of information on the most complex and interesting phenomena. However, whenever the channels carrying the signals are lossy, as in the near-field setups, the poor signal to noise ratios available in current sensing systems does not allow for fast investigations in the few THz ranges. For these reason the optimization of the interface between the passive integrated circuitry and the active portions of the transmit and receive modules is the field in which lie the maximum potential benefits in exploiting the analytical techniques developed in this thesis. We expect that over the next few years the traditional distinction between the integrated circuits design and the radiation/sensing interface will become more and more obsolete.

In this respect we imagine that the future development of this work will be the systematic extension of planar spectral representation techniques developed mostly for the analysis of planar printed circuit boards to 3D circuits, that are not intrinsically planar, when looked from very close by, since the metallizations and the dielectric layers are of comparable thicknesses.
Appendix A

Electric Fields due to Azimuthal Magnetic Current in Stratified Medium

The Greens function in planar stratified media can be calculated using the solution of the equivalent transmission line of the stratification as described in [78]. In this appendix the electric field radiated by an azimuthal magnetic current, that defines the current profile on a coaxial aperture in specific, in the presence of stratified media along $\hat{z}$ and $\hat{\rho}$ is reported using the spectral greens functions formalized in [78].

A.1 Electric Field along $\hat{z}$

From [50] we know the spatial greens function that gives the azimuthal magnetic field radiated by an azimuthal magnetic current to be

$$g_{\phi\phi}^{hm}(\rho, \phi, z; \rho', \phi', z') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{-jm(\phi-\phi')} \int_{0}^{\infty} \frac{1}{k_{\rho}} G_{\phi\phi}^{hm}(k_{\rho}, m; z, z')dk_{\rho}$$  \hfill (A.1)

where $m$ is the modes in $\phi$. The spectral greens function, $G_{\phi\phi}^{hm}(k_{\rho}, m; z, z')$ is a sum of two contributions associated to the Transverse Electric (TE) and Transverse Magnetic (TM) transmission lines,

$$G_{\phi\phi}^{hm}(k_{\rho}, m; z, z') = G_{\phi\phi,TE}^{hm}(k_{\rho}, m; z, z') + G_{\phi\phi,TM}^{hm}(k_{\rho}, m; z, z')$$  \hfill (A.2)
where

\[ G_{\phi\phi, TM}^{hm}(k_{\rho}, m; z, z') = I_{TM}^{m\phi}(k_{\rho}; z, z') \left\{ \frac{\partial}{\partial \rho'} J_{m}(k_{\rho}' \rho') \frac{\partial}{\partial \rho} J_{m}(k_{\rho}\rho) \right\} \]  \hspace{1cm} (A.3)

and

\[ G_{\phi\phi, TE}^{hm}(k_{\rho}, m; z, z') = m^2 I_{TE}^{m\phi}(k_{\rho}; z, z') \left\{ \frac{J_{m}(k_{\rho}' \rho') J_{m}(k_{\rho}\rho)}{\rho} \right\} \]  \hspace{1cm} (A.4)

\( I_{TM}^{m\phi}(k_{\rho}; z, z') \) and \( I_{TE}^{m\phi}(k_{\rho}; z, z') \) are the TE and TM spectral currents flowing at \( z \) in the equivalent transmission lines with the voltages source in series at \( z' \). \( J_{m}(k_{\rho}\rho) \) and \( J_{m}(k_{\rho}' \rho') \) are the bessel functions of order \( m \). The basis function \( m_{\phi}(r) \) that defines the magnetic current profile on the coaxial aperture is azimuth symmetric, hence \( m = 0 \), thereby condensing the greens function to

\[ g_{\phi\phi}(\rho, z; \rho', z') = \frac{1}{2\pi} \int_{0}^{\infty} \frac{1}{k_{\rho}} I_{TM}^{m\phi}(k_{\rho}; z, z') \left\{ \frac{\partial}{\partial \rho'} J_{0}(k_{\rho}' \rho') \frac{\partial}{\partial \rho} J_{0}(k_{\rho}\rho) \right\} dk_{\rho}. \]  \hspace{1cm} (A.5)

The azimuthal magnetic field radiated by \( m_{\phi}(r) \) is expressed using the following reaction

\[ h_{\phi}(r) = \int_{0}^{2\pi} \int_{a}^{b} g_{\phi\phi}(r; r') m_{\phi}(r') \rho' d\rho' d\phi'. \]  \hspace{1cm} (A.6)

Subsequently substituting the greens function \( g_{\phi\phi}(r; r') \), basis function \( m_{\phi}(r') \) and evaluating the integrals in \( \rho', \phi' \) analytically results in the field being expressed as a single integral in \( k_{\rho} \) as

\[ h_{\phi}(r) = -\frac{1}{ln b \ a} \int_{\ln b \ a}^{\infty} I_{TM}^{m\phi}(k_{\rho}; z, z') \left( J_{0}(k_{\rho}b) - J_{0}(k_{\rho}a) \right) J_{1}(k_{\rho}\rho) dk_{\rho}, \]  \hspace{1cm} (A.7)

The electric field can further be evaluated from Eq. A.7 using duality theorem as shown in [79]

\[ E = \frac{1}{j\omega \epsilon} \left( \nabla \times H \right) \]  \hspace{1cm} (A.8)

where

\[ \nabla \times H = \nabla \times h_{\phi}(r) = -\frac{\partial h_{\phi}(r)}{\partial z} \hat{\rho} + \frac{1}{\rho} \frac{\partial \left\{ \rho h_{\phi}(r) \right\}}{\partial \rho} \hat{z}. \]  \hspace{1cm} (A.9)

Substituting Eq. A.9 in Eq. A.8 and performing few mathematical steps the electric field oriented along \( \hat{z} \) at \( \rho = 0 \) is expressed as

\[ e_{z}(z) = -\frac{1}{j\omega \ln b \ a} \int_{0}^{\infty} I_{TM}^{m\phi}(k_{\rho}; z, 0) \left( J_{0}(k_{\rho}b) - J_{0}(k_{\rho}a) \right) k_{\rho} dk_{\rho}. \]  \hspace{1cm} (A.10)
A.2 Electric Field along $\hat{\rho}$

Similarly the spatial greens function that gives the radial electric field radiated from an azimuthal magnetic current from [50] is formalized as

$$g_{\rho\phi}^{em}(\rho, \phi, z; \rho', \phi', z') = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} e^{-jm(\phi-\phi')} \int_{0}^{\infty} \frac{1}{k_{\rho}} G_{\rho\phi}^{em}(k_{\rho}, m; z, z') dk_{\rho}. \quad (A.11)$$

The spectral greens function, $G_{\rho\phi}^{em}(k_{\rho}, m; z, z')$ is a sum of two contributions associated to the TE and TM transmission lines. However as mentioned in the previous section the magnetic current in azimuth symmetric hence $m = 0$ and only TM component persists

$$G_{\rho\phi}^{em}(k_{\rho}, m; z, z') = V_{TM}^{m\phi}(k_{\rho}; z, z') \left\{ \frac{\partial}{\partial \rho'} J_{0}(k_{\rho} \rho') \frac{\partial}{\partial \rho} J_{0}(k_{\rho} \rho) \right\}. \quad (A.12)$$

Substituting Eq. (A.12) in Eq. (A.11), the spatial electric greens function that gives the $\hat{\rho}$ component of the field can be expressed as

$$g_{\rho\phi}^{em}(\rho, \phi, z; \rho', \phi', z') = \frac{1}{2\pi} \int_{0}^{\infty} \frac{1}{k_{\rho}} V_{TM}^{m\phi}(k_{\rho}; z, z') \left\{ \frac{\partial}{\partial \rho'} J_{0}(k_{\rho} \rho') \frac{\partial}{\partial \rho} J_{0}(k_{\rho} \rho) \right\} dk_{\rho}. \quad (A.13)$$

The electric field along $\hat{\rho}$ due to $m_{\phi}(r')$ is evaluated as the reaction between the greens function, $g_{\rho\phi}^{em}(r; r')$ and $m_{\phi}(r')$ as

$$e_{\rho}(r) = \int_{0}^{2\pi} \int_{a}^{b} g_{\rho\phi}^{em}(r; r') m_{\phi}(r') \rho' d\rho' d\phi'. \quad (A.14)$$

Substituting Eq. (A.13) and $m_{\phi}(r')$ in Eq. (A.14) and evaluating the integral in $\rho'$ analytically, the electric field can be expressed as a single integral in $k_{\rho}$

$$e_{\rho}(\rho, z) = -\frac{1}{\ln \frac{b}{a}} \int_{0}^{\infty} V_{TM}^{m\phi}(k_{\rho}; z, 0) J_{1}(k_{\rho} \rho) \left\{ J_{0}(k_{\rho} b) - J_{0}(k_{\rho} a) \right\} dk_{\rho}. \quad (A.15)$$
A. Electric Fields due to Azimuthal Magnetic Current in Stratified Medium
Appendix B

Reaction Integrals

The objective of this appendix is to evaluate the reaction integral between overlapping basis and test functions for the problems containing vertical currents in homogeneous media in the spectral domain.

B.1 Green’s function

The spatial Green’s function, $g^{ij}_{zz}(\mathbf{r}, \mathbf{r}')$ in an homogeneous space can be expressed as the inverse fourier transform of the spectral Green’s function as follows

$$g^{ij}_{zz}(\mathbf{r}, \mathbf{r}') = j\zeta \frac{1}{k} \frac{1}{8\pi^3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2\pi} \frac{e^{-jk_x(x-x')} e^{-jk_y(y-y')} e^{-jk_z(z-z')}}{k^2 - k_x^2 - k_y^2 - k_z^2} \rho e^{j(k_\rho \rho \cos(\alpha - \phi) + k_\rho' \rho' \cos(\alpha' - \phi') - jk_z(z-z')}} d\alpha dk_\rho dk_\rho' dk_z. \quad (B.1)$$

where $\zeta$ and $k$ are the wave impedance and wave number in the homogeneous space. Introducing the polar coordinates $(\rho, \phi)$ and $(k_\rho, \alpha)$ via the transformation $x = \rho \cos \phi$, $y = \rho \sin \phi$, $k_x = k_\rho \cos \alpha$ and $k_y = k_\rho \sin \alpha$, the greens function in Eq. $B.1$ can be rewritten as

$$g^{ij}_{zz}(\mathbf{r}, \mathbf{r}') = j\zeta \frac{1}{k} \frac{1}{8\pi^3} \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{2\pi} \frac{e^{-jk_\rho \rho \cos(\alpha - \phi) + jk_\rho' \rho' \cos(\alpha' - \phi') - jk_z(z-z')}}{k^2 - k_\rho^2 - k_\rho'^2 - k_z^2} \rho e^{j(k_\rho \rho \cos(\alpha - \phi) + k_\rho' \rho' \cos(\alpha' - \phi') - jk_z(z-z'))} d\alpha dk_\rho dk_\rho' dk_z. \quad (B.2)$$

The reaction integral using the definition of Galerkin’s projection can be expressed as

$$Z_{zz} = \iint_{S_t} J_z(\mathbf{r}) \iint_{S_b} J_z(\mathbf{r}') g^{ij}_{zz}(\mathbf{r}, \mathbf{r}') d\mathbf{r} d\mathbf{r}' \quad (B.3)$$
where

$$J_z(\mathbf{r}) = \frac{1}{2\pi a} \delta(\rho - a) i(z) \hat{z}$$  \hspace{1cm} (B.4)

and $i(z)$ is the current distribution, $a$ the radius of the pin and $S_b$, $S_t$ the surface of the test and basis functions. Substituting Eq. [B.4] in Eq. [B.3] and evaluating the integrals in $\rho$ and $\rho'$, Eq. [B.3] can be further written as

$$Z_{zz} = \frac{1}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{2\pi} e^{-j k_{\rho} \rho \cos(\alpha - \phi)} e^{-j k_{\rho}' \rho' \cos(\alpha - \phi')} e^{-j k_z (z - z')} \left\{ \int_{-\infty}^{\infty} \int_{0}^{2\pi} k^2 - k_z^2 k_{\rho}^2 - k_z^2 \right\} d\alpha dk_{\rho} dz dz'. \hspace{1cm} (B.5)$$

The above expression can be further simplified by using the following identities

$$\int_{0}^{2\pi} e^{-j k_{\rho}' \rho' \cos(\alpha - \phi')} d\phi' = 2\pi J_0(k_{\rho}') \hspace{1cm} (B.6)$$

$$\int_{0}^{2\pi} e^{j k_{\rho} \rho \cos(\alpha - \phi)} d\phi = 2\pi J_0(k_{\rho}) \hspace{1cm} (B.7)$$

$$\int_{0}^{2\pi} d\alpha = 2\pi \hspace{1cm} (B.8)$$

Subsequently $Z_{zz}$ reduces to a four fold integral, two in spectral domain and two in spatial domain

$$Z_{zz} = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{2\pi} e^{-j k_{\rho} \rho \cos(\alpha - \phi)} e^{-j k_{\rho}' \rho' \cos(\alpha - \phi')} e^{-j k_z (z - z')} \left\{ \int_{-\infty}^{\infty} \int_{0}^{2\pi} k^2 - k_z^2 \right\} k_{\rho} dk_{\rho} dz dz'. \hspace{1cm} (B.9)$$

Furthermore

$$Z_{zz} = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{0}^{2\pi} \int_{0}^{2\pi} e^{-j k_{\rho} \rho \cos(\alpha - \phi)} e^{-j k_{\rho}' \rho' \cos(\alpha - \phi')} e^{-j k_z (z - z')} k_{\rho} dk_{\rho} dz dz'. \hspace{1cm} (B.10)$$

$I_b(k_z), I_t(-k_z)$ being the fourier transform of the basis and test functions. Extending the integration domain in $k_{\rho}$ from $-\infty$ to $\infty$, Eq. [B.10] can be expressed as

$$Z_{zz} = \frac{1}{8\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} k^2 - k_z^2 k_{\rho}^2 - k_z^2 \right\} k_{\rho} dk_{\rho} dz dz'. \hspace{1cm} (B.11)$$
The spectral integral in $k_\rho$ contains branch point and branch cut singularity associated to the Hankel function and two poles at $\sqrt{k^2 - k_z^2}$ and $-\sqrt{k^2 - k_z^2}$. By using Cauchy theorem, the residue theorem can be applied. To ensure convergence, the path can be deformed at infinity as shown in Fig. B.1. The result of the integral can be obtained as the residue corresponding to that singularity. Eq. B.11 can be eventually evaluated using a single spectral integral as shown

$$Z_{zz} = \frac{\zeta}{8\pi k} \int_{-\infty}^{\infty} J_0 \left( \sqrt{k^2 - k_z^2} a \right) H_0^{(2)} \left( \sqrt{k^2 - k_z^2} a \right) (k^2 - k_z^2) I_0(k_z) I_1(-k_z) dk_z. \quad (B.12)$$

Figure B.2: Impedance evaluated for a piecewise sinusoidal of different lengths $h$ using Eq. B.11 (bold lines in (a) and dotted lines in (b)) and validated with impedance obtained using Eq. B.12 (filled grey diamonds).
Fig. B.2 shows the comparison between the impedance evaluated using the double spectral integrals in Eq. B.11 to that of the single spectral integral in $k_z$ in Eq. B.12 for a piecewise linear (PWL) basis function of length $h$.

The integration in Eq. B.12 is performed along the real axis where $k_z$ is real and varies from $-\infty$ to $+\infty$. Introducing change of variable $k_z = \sqrt{k^2 - k^2_\rho}$ and performing the integration along the branch as shown in Fig. B.3(b), is equivalent to performing integration as in Fig. B.3(a). Choosing the square root to be $k_z = -j\sqrt{-(k^2 - k^2_\rho)}$ (top Reimann sheet), and deforming along the vertical axis, $k_\rho \rightarrow -j k_{\rho_{large}}$ results in $k_z \approx k_{\rho_{large}}$. This renders the fourier transforms of the basis and test functions to be oscillatory and convergence is brought about by the hankel function which decays exponentially. This transformation enables the reaction integral to be evaluated as a single integral in $k_\rho$ as follow:

![Figure B.3: Equivalent deformation paths (a) $k_z$ plane and (b) $k_\rho$ plane.](image)

Fig. B.4: Input impedance of a vertical pin in a homogeneous freespace excited by a magnetic frill generator. (a) and (b) Represents the real and the imaginary part of the input impedance for two different heights of the pin, $h_{pin}$ (bold lines from in-house too while the filled diamonds are from Ansoft HFSS).
\[ Z_{zz} = \frac{\zeta}{8\pi k} \int_{-\infty}^{\infty} \frac{J_0(k_\rho a)H_0^{(2)}(k_\rho a)}{\sqrt{k^2 - k_\rho^2}} I_b(\sqrt{k^2 - k_\rho^2})I_t(-\sqrt{k^2 - k_\rho^2})k_\rho^3 dk_\rho. \] (B.13)

To highlight the validation of the proposed procedure, input impedance of a vertical cylindrical pin of height \( h_{pin} \) and radius \( a \) (as shown in Fig. B.4 inset) evaluated using Eq. 5.2 (in the absence of the patch) in freespace (bold lines) is shown in Fig. B.4(a) and (b) along with the simulation results (filled diamonds).
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Summary

On the Design and Analysis of Micro-metric Resolution Arrays in Integrated Technology for Near-Field Dielectric Spectroscopy

Medical procedures and treatments have a great impact on the quality of life as well as on the health care costs. Increasing number of cases pertaining to skin cancer have been documented by the International Agency for Research on Cancer (IARC) [80, 81] every year. The most commonly used surgical technique for the skin cancer treatment is the Mohs surgery, whereby thin layers of skin containing cancer tissue are removed until only cancer free tissue remains. Reducing the number of iterations and in turn the surgery time during a Mohs surgery [82] would reduce patient’s discomfort and medical costs. Having a fast, accurate and non-invasive diagnostic tool for the detection of anomalies would provide an additional assistance during the Moh’s surgery to assess the depth of the tissue removal resulting in few iterations.

On the other hand, horticulture sector represent a very large market in several parts of the world. Enabling techniques to better assess the quality of the product during the entire supply chain process would result in high quality deliverables. Moreover, characterization of materials/objects with high accuracy is applicable to other scenarios that can be addressed by dielectric spectroscopy (e.g., surface quality inspection), which plays a role in many fabrication processes.

To address these needs, this work targets at developing models based on spectral method of moments to characterize multilayered samples for two near-field systems, first that of an open-ended coaxial probe and second, a matrix of near-field permittivity sensors in integrated technology.

To perform preliminary characterization experiments on biological samples in-house, a setup comprising of an open-ended coaxial probe has been developed. An analytical model to evaluate the input admittance of the coaxial probe was derived in Ch. 2 resorting to spectral greens functions. Dielectric measurements on various samples of mangoes have been performed to primarily characterize the dielectric response of the fruit, followed by
mapping the ripening process over a span of few days and also detecting internal defects as shown in Ch. 3.

To enhance the detection depth capabilities of the sensor while still resorting to planar technology, a coaxial fed pin-patch structure was studied using spectral Green’s function in Ch. 5 and Ch. 6. The motivation to move towards such a structure was derived by performing detection depth analysis using a coaxial of radii 0.523 mm and two pin-patch structures of radii 1.5 mm and 2.5 mm, fabricated in printed circuit board technology, for increasing height of the airgap between the sensor plane and the silicon wafer in Ch. 4. Calibration surfaces, to map the measured input admittance to a complex permittivity, were generated using the tool in Ch. 5 for patches of radii 1.5 mm, 2.5 mm and 5 mm and they were validated by performing dielectric measurements on ethanol whose frequency dependent dielectric response is well established in literature using cole-cole parameters.

An equivalent circuit based on radial transmission line theory is derived for the single-ended patch sensing element to better represent the different physical mechanisms that occur in the sensor in Ch. 7. The reactive energy associated to the transition from pin to patch is presented by a transformer. A parallel plate waveguide formed between the patch and the ground plane is represented by a radial transmission line of length equal to radius of the metallic patch. Finally an end point load associated to the material under test and the thickness of the patch metallization is evaluated resorting to an in-house tool based on a method of moments procedure derived in Ch. 6. The tool provides an accurate impedance, current distributions and voltages over the entire structure with accuracies equivalent to full wave 3D tool, with much lower computational cost, but much higher physical insight.
Samenvatting

Over het ontwerp en de analyse van micrometrische resolutie stelsels in geïntegreerde technologie voor nabije-veld diëlektrische spectroscopie

Medische procedures en behandelingen hebben een grote invloed op de kwaliteit van leven en op de kosten van de gezondheidszorg. Een toenemend aantal gevallen van huidkanker wordt ieder jaar gedocumenteerd door het Internationaal Agentschap voor Kankeronderzoek (IARC) [30] [31]. De meest gebruikte chirurgische ingreep voor de behandeling van huidkanker is de Moh’s operatie [32], waarbij dunne laagjes huid met kankercellen worden verwijderd totdat slechts kankervrije huid overblijft. Het verminderen van het aantal iteraties tijdens een Moh’s operatie, en daarbij de operatietijd, vermindert het ongemak voor de patiënt en de medische kosten. Het hebben van een snel, nauwkeurig en niet-invasief diagnostisch hulpmiddel voor het detecteren van afwijkingen zou een extra hulp bieden tijdens de Moh’s operatie om de diepte van de weefselverwijdering te bepalen, wat resulteert in minder iteraties. Daarnaast vertegenwoordigt de tuinbouw een zeer grote markt in verschillende delen van de wereld. Door technieken mogelijk te maken om de kwaliteit van het product gedurende het gehele productieproces beter te monitoren, zouden de uiteindelijke producten van hoge kwaliteit zijn. Bovendien is het karakteriseren van materialen / objecten met hoge nauwkeurigheid van toepassing op andere scenario’s welke kunnen worden aangepakt door diëlektrische spectroscopie (bijv. inspectie van de oppervlaktekwaliteit), die een rol speelt in veel fabricageprocessen.

Om aan deze behoeften te voldoen, richt dit werk zich op het ontwikkelen van modellen op basis van de spectrale methode van momenten om meerlagige monsters te karakteriseren, voor twee nabije-veldsystemen, eerst die van een coaxiale sonde met open uiteinde en ten tweede een matrix van nabije-veld permittiviteitsensors in geïntegreerde technologie. Om interne karakterisatie-experimenten op biologische monsters in het lab uit te voeren, is een opstelling bestaande uit een coaxiale sonde met open uiteinde ontwikkeld. Een analytisch model om de ingangsadmittantie van de coaxiale sonde te berekenen, werd afgeleid in hfst. 2 gebruik makend van spectrale Green’s-functies. Diëlektrische metingen aan ver-
Sommige monsters van mango’s zijn uitgevoerd om de dielektrische respons van het fruit te karakteriseren, gevolgd door het in kaart brengen van het rijpingsproces over een periode van enkele dagen en ook interne defecten te detecteren zoals getoond in hoofdstuk 3. Om de detectiediepte van de sensor te verbeteren en toch gebruik te maken van planaire technologie, werd een coaxiaal gevoede pin-plaat-structuur bestudeerd met behulp van spectrale Green’s functies in hoofdstuk 5 en hoofdstuk 6. De motivatie om naar een dergelijke structuur toe te gaan werd gebaseerd op een detectiediepte-analyse voor het vergroten van de hoogte van de luchtopening tussen het sensorvlak en de siliciumwafer met behulp van een coaxiale sonde van radius 0,523 mm en twee pin-plaat-structuren van radii 1,5 mm en 2,5 mm, vervaardigd in printplaattechnologie, in hoofdstuk 4. Kalibratieoppervlakken, om de gemeten ingangsadmittantie te vertalen tot een complexe permittiviteit, werden gegenereerd met behulp van het model in hoofdstuk 5 voor platen met radii 1,5 mm, 2,5 mm en 5 mm en werden gevalideerd door dielektrische metingen uit te voeren op ethanol, waarvan de frequentie-afhankelijke dielektrische respons goed is vastgelegd in de literatuur met behulp van cole-cole-parameters.

Een equivalent circuit op basis van radiale transmissielijntheorie is afgeleid voor het enkeleindige plaatdetectie-element om de verschillende fysische mechanismen die in de sensor voorkomen te repliceren in hoofdstuk 7. De reactieve energie geassocieerd met de overgang van pin naar plaat wordt geregistreerd met een transformator. Een parallelle-plaatgolfgeleider gevormd tussen de plaat en het grondvlak wordt weergegeven door een radiale transmissielijn met lengte gelijk aan de straal van de metalen plaat. Tenslotte wordt een eindpuntbelasting, geassocieerd met het te testen materiaal en de dikte van de metallisatie van de plaat, berekend, gebruikmakend van een interm model op basis van een methode van momentenprocedure afgeleid in hoofdstuk 8. Het model biedt ingangsimpedantie en stroom- en spanningverdelingen over de gehele structuur met een nauwkeurigheid equivalent aan commerciële software, maar met veel lagere rekenkosten en veel meer fysiek inzicht.
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