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Abstract
The goal of the thesis is to create a passive-working thermal battery using materials currently available
to humans. The thermal management solution must thrive in the extreme Martian environment and
must provide heating (and cooling if necessary) to the Martian buildings using no other forms of fuels
or control. The first step involved choosing thermochemical storage materials over sensible heat stor-
age and latent heat storage materials; thermochemical storage materials have high reaction enthalpies
and relatively low densities. The thermochemical storage materials best suited to Martian applications
tended to use the adsorption reaction mechanism, a reversible chemical reaction, that is extremely sta-
ble at all points along the reaction process. Adsorption is the process of chemically binding a fluid (CO2
being abundant in Mars) to the internal surface of the material. The binding process is an exothermic
chemical reaction that is passed onto the fluid or the material via conduction. The reverse reaction is
endothermic, which removes the bonded CO2 from the material.

A model was made in ABAQUS to simulate the speed of adsorption in the three thermochemical
storage materials chosen (MOF-5, Zeolite-5A, and UiO-66), and to determine the feasibility of the ma-
terial for the overall ambitious Martian thermal management purpose. Two separate simulations were
created in ABAQUS, heat conduction and mass diffusion, to simulate the thermal output of the ma-
terial and the mass transfer process during the chemical reactions. The challenge was to couple the
simulations such that they worked in a staggered approach and simulate in a parallel manner. DFLUX
subroutines were used to modify the internal governing equations (heat conduction and mass diffu-
sion equations) while the UEXTERNALDB subroutines were used to transfer the data between the
simulations seamlessly.

The model was then used, with the three chosen materials, to simulate six geometry permutations
of Martian building walls: circular, square, circular with slots, square with slots, insulated circular with
slots, and insulated square with slots. The internal size of the Martian buildings was approximately
19m2, while the wall material area was approximately 58m2. The circular and square permutations
showed wasted material and heat, resulting in heat being lost by the room. The slot iterations gave
over six hours of thermal heating capacity to the Martian building; over the full course of the night, the
room would still see a net loss of heat to the environment, but the material is able to provide thermal
management for over six hours passively. The insulation played no role in the feasibility of the material.
Over a 24 hour cycle, the design can be the sole temperature-control solution for the Martian building
for up to 15 hours; when compared to conventional concrete homes, the design minimises up to 97%
of the energy otherwise needed to heat the building,
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1
Introduction

Much like the universe, the human race is dependent on energy, making it a valuable resource. Energy
scarcity is not just a future possibility on Earth, but a likely possibility in the near future during inter-
planetary travel/colonisation. The storage and distribution of energy, for example thermal energy, is
therefore an excellent solution towards combating the issues of energy shortage. Thermal energy
storage is a material-based storage method that stores energy in unconventional ways. Conventional
”sustainable” storage methods (i.e. batteries and flywheels) are expensive to manufacture, and difficult
to transport in bulk. Thermal energy storage materials use intrinsic material properties to store the
energy, in the form of thermal energy, for later use. While efforts are being made to make batteries
more efficient and environmentally-friendly, material constraints make it impossible to solve the global
energy demand solely with current battery technology. It is for this reason, that diversifying the types of
energy (and energy storage) are so important. Thermal energy storage is a valuable feature of space
travel and sustainable living. The possibility of passively controlling internal environments, without the
use of conventional fuels, is a worthy ambition to have, in order to colonise/inhabit Mars to some extent.

Thermal energy storage systems store energy, in the form of heat exchange, for long periods of time.
They are of great interest because of their compatibility with the global vision of renewable energy
technologies and sustainable energy. Thermal energy storage technologies can be categorised into
three factions: sensible heat storage, latent heat storage, and thermochemical energy storage. Sen-
sible heat storage uses the specific heat capacity of any material to store thermal energy, through
changes in medium temperature. Latent heat storage describes phase change materials, which store
thermal energy at a constant medium temperature; by changing between phases of matter or crystalline
phases. Chemical & thermochemical storage materials uses reversible physio-chemical reactions to
store the thermal energy. The exothermic/endothermic reversible reactions store heat in the form of
bonds. Adsorption is a form of thermochemical storage, which involves binding a fluid to the surface of
a material, in the form of a thin film. The binding process in exothermic, while the debinding process is
endothermic. Thermochemical storage materials traditionally have much higher thermal energy stor-
age capacity and and storage longevity, out of the three thermal energy storage factions; nevertheless,
this thesis studies the advantages of thermochemical storage materials. With future space applica-
tions, optimising thermal energy storage materials can promote the use of thermal energy storage for
large-/industrial-scale applications.

Thermochemical storage materials, specifically metal-organic framework materials, were deemed to
be appropriate for the task of Martian building climate control due to their high thermal density and
relative low mass density. This makes it easier to work with and to transport across planets. Using
the materials as a thermal battery requires the development of a chemical reaction model, the core
purpose of this thesis. The chemical reaction model would aim to determine the amount of reactants
that can be adsorbed, and the heat emanated from the material as a result. The goal is to counter the
heat lost by Martian building to the cold ambient environment.

The layout of the thesis can be divided into three portions: description of thermal energy storage mate-
rials, the minutia behind the model (simulation method, governing equations, software, coupling meth-
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ods), and the results (calibration process, verification, material sensitivity, geometric sensitivity, and
next steps).



2
Thermal energy storage

Mars’ unforgiving climate among the primary challenges humankind faces in the quest for inter-planetary
colonisation. At the equator, the temperatures range from 20∘C to -73∘C. These extreme changes in
temperature makes heating a vital necessity, if humans are to live on Mars. Current heating methods
are energy intensive and require a fuel to burn at some stage of the heating process. This proves to be
problematic, as current research indicates that no fuels have been found on Mars; the very propellant
used for rockets to-and-from Mars will need Earthly fuel stored on-board. This means that a significant
amount of future rocket payloads would have to include fuel for heating on Mars. Any way to limit the
amount of fuel needed would save billions of Euros in spending, make Mars-bound rocket launches
more efficient, and move the Martian colony closer to truly independent living.

Thermal energy storage (TES) materials can aid in the energy independence of Martian colonies.
TES materials have the ability to accumulate thermal energy like a thermal battery, such that it can
be a heat source for later use. In many cases, the TES material can be used a negative heat sink for
cooling applications. Current uses of TES systems act in tandem with other heat exchange applications
to enhance their performance (e.g. power plants, industrial processes, climate control). For such
industrial applications, ”TES systems can help balance energy demand and supply on a daily, weekly,
and even seasonal basis” [1]. There are three main types of TES materials: sensible heat storage
(SHS), latent heat storage (LHS), and chemical & thermochemical energy.

2.1. Types of TES materials
Sensible heat storage uses a material/medium’s specific heat capacity to store energy. The medium is
simply heated to raise its temperature; water, rocks, wood, metals, and salts are all good examples of
SHS materials [2]. The thermal energy stored by the medium is proportional to the temperature change
of the medium, and can be quantified using the specific heat equation seen in Equation 2.1 below.

𝑄 = 𝑚𝑐𝑝Δ𝑇 (2.1)

Latent heat storage systems operate at a medium’s phase-change state to store energy at a constant
temperature. The medium is stored at a constant temperature such that the ambient/environmental
temperatures do not affect the heat store capacity. These phase-change materials (phase-change
material) often use the solid-liquid phase changes. The capacity of heat storage in phase-change
materials depend on two material properties: mass and phase-change enthalpy. Water is a popular
choice of phase-change materials, with other popular alternatives being salts, metals, and organic
compounds. Cabeza mentions that phase-change materials must be uniquely selected to prevent
adverse effects such as: corrosion, phase separation, subcooling, low heat conductivity, and long-
term instability [2]. Another type of phase-change materials are solid-solid phase-change materials,
that use different crystal structures to store energy. Unlike liquid-gas and liquid-solid phase-change
materials, that significant changes in material volume, solid-solid phase-change materials often have
volume changes of less than 10% [1].

3



4 2. Thermal energy storage

Thermochemical energy storage materials (TCM) use reversible chemical reactions, instead of phase
changes or specific heat, to store thermal energy. The reactions in TCMs are often seen as far more
effective heat storage options, when compared to SHS materials or phase-change materials. This
higher performance is due to increased storage capacity, adaptable storage duration, efficiency chem-
ical reaction and thermal conductivity, and customised charging/discharging rates. Like most reversible
reactions, the chemical product must be stored independently to eliminate the effect of equilibrium on
the material. This is particularly advantageous for extended storage duration (e.g. seasonal storage).

Sorption processes are a type of chemical reaction that combine chemical reaction kinetics with
material-mechanical optimisation. As mentioned before in the literature study, adsorption involves
binding a fluid to the inner surface area of porous, which is a process that dispels thermal energy.
Heat is needed for the reversed reaction of removing the fluid, through a process called desorption. A
sorption system uses a heat exchanger to transfer thermal energy into or out of the closed system.

The most common type of sorption materials are the physiosorption materials like zeolites and
silicagel, with metal-organic framework materials making headway in the TES community for their ’ultra-
porous’ characteristics. Further details on metal-organic framework materials will be discussed later
on in section 2.4.

Table 2.1: A comparison between the three main TES methods [1]

Table 2.2: A full comparison between the TES materials for SHS, phase-change material, and TCM [2].

Table 2.1 above, found in Sarbu’s book [1] shows some real-world parameters that are used to
assess the feasibility of TES materials. Depending on the specific case that the TES medium is being
designed for, the importance of the parameters are interchangeable. Nevertheless, most systems
aim to have the lowest cost and the highest capacity for any given situation. A larger version of this
table can be seen in Cabeza’s bookTable 2.2. Both figures confirm that (thermo-)chemical storage
vastly outperforms SHS and LHS; thermochemical storage materials have long storage durations, high
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efficiency of storage, high transfer power, and high specific & volumetric capacity, and high costs.
These advantages and disadvantages are even more relevant when one considers their application as
a heat storage solution on Mars. Latent heat storage materials are also a potential solution to the Mars
heat storage problem and must therefore continue to be investigated. The subsequent sections in this
chapter give further detail into the realms of LHS and TCMs, paving way for a choice of one type of
material to be used for the Martian application.

2.2. Latent heat storage
Latent heat storage stores thermal energy at a constant temperature, with phase-change materials
(PCMs) being the most popular type of latent heat storage media. The basic principle behind phase-
change materials can be explained using Equation 2.2 and Equation 2.3, taken from Equation 4.11 and
Equation 4.12 from Sarbu’s book [1].

𝑄s = ∫
𝑡m

𝑡i
𝑚𝑐p,sd𝑡 + 𝑚𝑓Δ𝑞 + ∫

𝑡f

𝑡m
𝑚𝑐p,ld𝑡 (2.2)

𝑄s = 𝑚 [𝑐p,s (𝑡m − 𝑡i) + 𝑓Δ𝑞 + 𝑐p,l (𝑡f − 𝑡m)] (2.3)

This equations has three components; the two SHS equations for each phase, and the latent heat
component. The variable tm is the melting temperature, m is the mass of the entire PCM specimen, cps
is the mean specific heat capacity of the solid matrix phase between the temperatures tm and ti, cpl is
the mean specific heat capacity of the liquid phase between the temperatures tm and tf, f is the melt
fraction, and Δ𝑞 is the latent heat of fusion.

There are one of three phase changes available to a phase-change material: solid-solid, solid-liquid,
and liquid-gas. For the purposes of heat storage, specifically on Mars, the key criteria is the reversible
nature of the phase-change material’s thermal cycles. During the heat storing process, the temperature
of the material initially increases relative to the thermal energy applied to it, identical to a sensible heat
storage medium. At the point of phase change, the temperature of the phase-change material stays
constant despite the further retention of thermal energy.

Solid-solid phase change pertains to the transitioning between varying crystallisation forms and
crystal structures. It has the lowest latent heat capacity out of the three phase change processes, yet
it is advantageous for its compactness and leak-proof characteristics at elevated temperatures.

Liquid-gas phase-change materials have very high latent heat capacity, but suffer from engineering
and practical issues when used in real-world applications, due to their large fluctuations in volume.

Solid-liquid phase-change materials utilise the freezing/melting process to store thermal energy.
The change in volume during this phase change is approximately only 10% [3]. Despite having a
lower latent heat capacity, when compared to liquid-gas phase-change materials, the smaller volume
variations make them a more attractive solution to thermal energy storage systems. Figure 2.1 shows
the classification method of categorising phase-change materials.Figure 2.1a sorts the phase-change
material processes into material categories, specifically organic, inorganic, and eutectic phase-change
materials. Figure 2.1b contains the overall sorting elements from Figure 2.1a, but includes the phase-
transition types for each of the categories materials.
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(a) Simplified phase-change material categories [1]. (b) Full classification of phase-change material categories [3].

Figure 2.1: Classification of phase-change material types.

2.2.1. Solid-solid phase-change materials
Solid-solid phase-change materials that currently exist are polyalcohols or polymers. Polyalcohols con-
sist of compounds such as glycerine, neopentylglycol, and 2-Amino-2-methyl-1,3-propanediol. Polyal-
cohols tend to be heterogeneous at lower temperatures, yet they have an face-centred cubic crystalline
structure that can ”absorb the hydrogen bond energy when the temperature rises to the solid-solid
phase transition temperature” [3]. This process is a first-order phase transition (solely latent heat),
where changes the volume of the phase-change material slightly, and does not cause phase segrega-
tion. However, ageing of the polyalcohol phase-change materials due to dehydration, greatly dimin-
ishes the thermal properties. Table 2.3 shows a comparison of some well-known solid-solid phase-
changing polyalcohols used for thermal energy storage. The table was taken from Table 10 from Pieli-
chowska’s journal article [3]. Note that polyalcohols tend to have low thermal conductivity, which can
be improved by using them in composites (along with multi-walled carbon nanotubes) [4].

Table 2.3: A comparison of common polyalcohols used for solid-solid phase-changing TES materials [3].

Polymers can be used as solid-solid phase-change materials, especially with their easily modifiable
chemical and physical properties; they can be tailored to a specific thermal energy storage design.
At the phase transition temperature (approximately 50∘C) the polyethylene glycol side chains undergo
phase changes between their amorphous and (semi-) crystalline phases. Depending on the molecular
weight of the side chains, the phase transition temperature can be adapted to suit the user’s require-
ments.

2.2.2. Solid-liquid phase-change materials
Solid-liquid phase-change materials are very popular for thermal energy storage and see a range of
possible materials to use in Martian applications. As seen in Table 2.2, the following materials can be
used for solid-liquid phase-changing thermal energy storage applications: salts, salt hydrates, alloys,
paraffins, fatty acids, and polymers. These can be split into organic, inorganic, and polymer categories.
When looking at solid-liquid phase-change materials, melting temperatures and heat of fusion are the
key parameters.
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Inorganic solid-liquid phase-change materials
The first kind of inorganic solid-liquid phase-change materials are salt hydrates. These are (inorganic)
salts that have water of crystallisation. At the transformation temperature, the inorganic salt loses or
gains some of the water through the process of hydration or dehydration respectively. The hydrated salt
either melts and transforms into a a dehydrated salt (lower amount of water of crystallisation) or reverts
back to its anhydrous form [1]. Salt hydrates are one of the most preferred phase-change materials
due to their high latent heat of fusion (per unit volume), high thermal conductivity, small variations to
the volume when melted, non-corrosive characteristics, are low-cost to store, and have low levels of
toxicity [5]. Table 2.4, taken from Table 2 of Pielichowska’s article, shows the list of salt hydrates that
have the potential to be used for TES as a phase-change material.

Table 2.4: A list of salt hydrates that have the potential to be used as a phase-change material [3].

An issue with hydrated salts are the non-uniformmelting of thematerial, due to the fact that the water
obtained from the dehydration cannot dissolve the entirety of the salt; this is called incongruent melting.
Incongruent melting leads to differences in densities because the undissolved salts collect at the bottom
of the system/container. This sedimentation, along with phase separation, causes a reduced thermal
energy storage performance and limits the full extent of the reversible reaction; reversible reactions are
a key aspect of a thermal energy storage system on Mars.

Metal alloys are another type of inorganic solid-liquid phase-change materials. Alloys are used in high-
temperature TES applications due to their high thermal stability, resistance to thermal fatigue cycle
effects, high latent heat per unit volume, and high thermal conductivity. However, the high density (i.e.
low specific latent heat) deters its usage for a lot of applications, such as space exploration.

Organic solid-liquid phase-change materials
Organic phase-change materials are mostly paraffins, fatty acids and alcohols. Paraffin waxes are
often alkenes that release heat when crystallised. Crystallisation of paraffins occur as microscopic
needles and plates; bonds form between the organic chains when cooled, thus creating needle-like and
plate-like crystals that interconnect the organic chains. Organic phase-change materials do not see
phase segregation when changing phases repeatedly and see very little undercooling/supercooling.
The latent heat of fusion can be tuned by changing the length of the hydrocarbon chain and they
have a large latent heat of fusion over a small temperature range. Paraffins are relatively safe to
handle, are not corrosive, chemically inert, and are not toxic to dispose of [5]. Another key advantage
to paraffins are the long melting-freezing cycle times. Some drawbacks to paraffins used in thermal
energy storage systems are low thermal conductivity and flammability. They have a moderate amount
of thermal energy storage density, but the low thermal conductivity demands a larger exposed surface
area for the heating/cooling cycles. Additives such as conductive particles, can aid with the low thermal
conductivity properties yet will reduce the thermal energy storage capacity of the paraffins [3].
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Fatty acids are another type of organic phase-change materials with high latent heat of fusion charac-
teristics, especially at lower temperatures. Not only do fatty acids outperform paraffins when it comes to
latent heat of fusion, but the fully reversible meting/freezing processes do not see supercooling. Fatty
acids are relatively expensive, can have a pungent smell and can be corrosive. Like paraffins, increas-
ing the hydrocarbon chain length increases the melting point and latent heat of fusion, and the degree
of crystallinity. Table 2.5 was taken from Table 4 of Sharma’s article, and it list the fatty acids that have
the potential to be used as a phase-change material. For low temperature applications, acetic acid and
polyethylene glycol (PEG) are promising.

Table 2.5: A list of fatty acids that have the potential to be used as a phase-change material [5].

Figure 2.2 below shows the storage capacity of common phase changing materials (phase-change
materials) and thermochemical storage materials (TCMs). phase-change materials have lower capac-
ities, and see a marginally larger material-temeprature range. Salt hydrates are the most interesting
phase-change material mentioned in the figure, due to its relatively high capacity (for phase-change
materials) at low temperatures. The challenges of phase-change materials are clearly the storage
capacity, which is critical if it is to be used for Martian thermal energy storage systems.

Figure 2.2: Ashby plot of TES materials

2.3. Types of (thermo-)chemical energy storage
Thermochemical materials store thermal energy through a reversible chemical reaction. Thermochem-
ical energy storage can be split into two categories: chemical storage and thermochemical storage.
This can be seen in Figure 2.3 shows the thermal energy storage material classifications available at
the moment.
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Figure 2.3: Flowchart representation of thermal energy storage categories [6].

Any chemical reaction is either exothermic (reduction of enthalpy during the reaction) or endothermic
(increase of enthalpy during the reaction). Thermochemical materials are reversible, therefore the
backward reaction is always the opposite of the forward reaction, when it comes down to chemical
reactions. During the charging period, where heat must be stored by the material, the reaction must
be endothermic. Atomic bond breakage requires thermal energy. This implies that the endothermic
charging process often reverts a chemical product back into reactants. These reactants can be stored
individually until there is a need for discharging. The storage of the reactants are not immune to thermal
losses, but they are considered negligible compared to the reaction enthalpy being stored. Chemical
storage can be in the following forms: electrochemical, photochemical, and chemisorption.

Table 2.6: A list of chemical reactions that can be used for TES [1].

Table 2.6 shows a few of the prominent chemical reactions used for thermal energy storage solu-
tions. The reactions in Table 2.6 are solid-gas reactions, which occur at elevated temperatures. Another
example of chemical reactions is the thermal decomposition seen in metal oxides. For example, potas-
sium superoxideoxide undergoes thermal decomposition in Equation 2.4 to produce potassium oxide
and oxygen gas. The disadvantage of this process is that oxygen is scarce on Mars. For the reverse
reaction, simply heat and exposure to air will trigger the reaction.

4KO2 ↔ 2 K2O+ 3O2 (2.4)
An article written by Fuji et al. investigated the thermal decomposition of calcium hydroxide into

calcium oxide and water [7]. The calcium oxide is stored in a container without the presence of water,
and the reaction takes place at elevated temperatures as well. Once again, the scarcity of water on
Mars makes this solution infeasible.

In addition to thermal decomposition, photochemical decomposition is an effective method to store
energy. Nitrosyl chloride (NOCl) undergoes photochemical decomposition, in the presence of photons,
to produce nitric oxide (NO) and chlorine gas (Cl2) [1]. These products can be stored separately, then
combined again to derive the photon energy from the initial reaction.
In general, chemical storage can be used in higher temperature applications, when compared to ther-
mochemical storage applications (i.e. sorption processes). Chemical storage has its benefits for its
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wide range of reaction mechanisms, as well as having high energy storage density. Chemical storage
does need independent storage facilities for the separated reactants/products, in order to fully utilise
the long-term storage advantages. The products tend to be in a liquid and/or gaseous state, which
makes storage and containment a potential issue for certain applications. Example of such applica-
tions where containment can be an issue are: water-scarce climates, highly reactive reactants, and
thermal ageing. Water is a reactant for numerous chemical storage systems, which has to be kept in
sealed container in order to prevent evaporation losses to the environment. Highly reactive reactants
could react with the ambient environment, but could also react the inner lining of the containment unit.
Gas-proof sealing and wall coatings can help prevent the unwanted reactions. Thermal ageing can
involve shifting the equilibrium in a chemical reaction, to favour the decomposition of the reactants into
their base elements/compounds. Many systems require constant pressure and temperature conditions
to be present during the storage process.

2.4. Thermochemical storage
Thermochemical storage is a broad term used to describe sorption processes. As seen in Figure 2.3,
sorption processes can be split into adsorption and absorption mechanisms. In general, adsorption
refers to binding a gas/vapour to a substrate’s surface. The gas/vapour is denoted as the sorbate,
while the substrate is referred to as the sorbent. Furthermore, the sorbent can be in either a solid or
liquid form. Similarly, absorption involves capturing the sorbate within the sorbent. Sorption utilises
both thermochemical and thermophysical phenomenon [8].

Adsorption is primarily a gas-liquid or gas-solid surface interaction, hence surface phenomenon play
the primary role in the binding process. If the surface binding occurs with van der Waals forces, the
interaction is referred to as physisorption (physical adsorption); surface binding due to valency forces
are referred to as chemisorption (chemical adsorption). The latter tends to storage larger amounts
of thermal energy than the former. Thermochemical storage methods are extremely desirable due to
their high energy storage density. According to Kalaiselvam et al., thermochemical storage has an
energy storage density of 1000 MJ/m3, while SHS and LHS have thermal energy storage densities of
100 MJ/m3 and 300-500 MJ/m3 respectively [8]. Thus, thermochemical storage requires a tenth of the
volume needed for SHS systems, and less than half of the volume needed for LHS systems. They
continue to mention that thermochemical storage materials not only have high thermal energy storage
densities, but they can also provide a large increase in temperature and the possibility of long-term
storage in an ambient environment without the undesirable effect of self-discharge. Sorption can also
be used with a secondary purpose of being a humidity controller.

Figure 2.4: A series of tested materials used as TCMs in Kalaiselvam’s article [8].
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The fundamental principle of sorption involves binding a sorbate (e.g. water vapour) to a sorbent. Dur-
ing the binding process, thermal energy is released, due to bonds being formed between the sorbent
and the sorbate. Providing heat energy would unbind the sorbate from the sorbent. Kalaiselvam ex-
plains that ”the purpose of the sorption material is that it facilitates a shift from the vapor-liquid phase
equilibrium of pure working fluid to the other vapor-condensed phase equilibrium of the same working
fluid, but in the presence of the sorption material” [8]. A visual depiction of the sorption process can
be seen in Figure 2.5. Adsorption is considered a phase transfer process, for which the sorbent offers
and energy-rich active site for the sorbate [6]. The adsorption process reduces the energy level of the
energy-rich active site and makes it thermodynamically more stable with the release of energy.

Figure 2.5: A visual depiction of the reversible sorption process using a solid sorbent and a gaseous sorbate [6].

The reversible sorption mechanism is dictated by the equilibrium process. The amount of sorbate
adsorbed by the sorbent, as a fraction of the overall sorbent mass is called the loading X. Equation 2.5
shows that the loading is a function of temperature, in the form of partial pressure of the gaseous
sorbate (p*). Usually, the loading is characterised by evaluating it as a function of the partial pressure,
in isothermal conditions.

𝑋 = 𝑓 (𝑝∗)𝑇 (2.5)

For isothermal adsorption conditions, the adsorbed amount of the gaseous phase increases as the
pressure of the gas increases. Likewise, a higher temperature lowers the equilibrium at a constant
pressure, thereby allowing a lesser amount of adsorbed gas. These key characteristics allow sorption
to be used as TES as a thermochemical storage mechanism. As seen in Figure 2.6, the desorption
process (discharge/exothermic process) benefits from lower temperatures and higher partial pressure.
Likewise, the desorption (charging/endothermic process) needs higher temperatures and low partial
pressures.

Figure 2.6: Loading values for isothermal adsorption using zeolite at varying vapour pressures and temperatures [6].

In addition to temperature and partial pressure, enthalpy plays a major role in sorption processes.
Kerskes et al. defines the enthalpy of adsorption as the energy difference between the adsorption
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and desorption processes [6]. The adsorption enthalpy is the heat dispelled by the system due to gas
condensation and bonding forces (i.e. van der Waals forces or valence/electrostatic forces). The en-
thalpy value seen is greatly affected by the sorbent properties; zoelites, a type of porous aluminosilicate
material, have high bonding forces and therefore have higher thermal energy storage densities. Note
that for practical applications, adsorption does not occur uniformly. The surface energy of certain ac-
tivated zones can create inhomogeneity in the adsorption process. Since adsorption first takes place
at energy-rich active regions, and are the last regions to desorb, it is prudent to ensure the entirety of
the material undergoes the full desorption process. To achieve full desorption, high temperatures and
extremely low gaseous pressures are often needed. The adsorption enthalpy is related to the loading
X, which in turn is a function of partial pressure and temperature. This gives an indication as to the
manner in which material design can take place for sorption systems.
Even within sorption systems, there are two categories: open systems and closed systems. The fol-
lowing paragraphs will discuss the principles behind the two categories, following with an explanation
of an absorption system.

2.4.1. Open systems
An open system allows the flow of the heat transfer fluid to leave the system and expose itself to the
environment. The enthalpy and entropy is released to the environment. Current applications for open
systems are for climate control of buildings. The interaction with the environment is sufficient to meet
the demands. Note that these systems are seasonal heat systems, which entails having extended
periods of stored thermal energy before an environment-driven discharge. Self-discharging is not an
issue unless the heat-transfer fluid is allowed to freely flow; open systems can isolate the sorbent from
the environment and heat-transfer fluids until the charge/discharge cycle is necessary.

Figure 2.7: An open- sorption system that uses a zeolite and a solar array as the heat source [8].

Figure 2.7 shows an open-system used for storing heat absorbed by a solar panel (labelled yellow).
During the charging process, heat from the solar panel raises the temperature of the heat-transfer
fluid to approximately 160∘C. This heat-transfer fluid flows through the thermochemical material (ze-
olite 4A) and triggers the desorption process of the water vapour phase. Upon desorption, the water
remains within the thermochemical material due to the flow effects of the heat-transfer fluid. The warm
heat-transfer fluid (relatively cooler than the inlet heat-transfer fluid) can be used for regular heating
demands. Conversely during the discharge process, the cooler inlet heat-transfer fluid conditions trig-
ger the exothermic adsorption process and heat the heat-transfer fluid. This can be subsequently used
for the general heating demands. The reason that this is an open system is that the zeolite 4A inter-
acts with the environment directly, in order to exchange thermal energy. The conditions of the sorption
equilibrium are entirely dictated by the ambient and inlet heat-transfer fluid conditions. The zeolite 4A
uses a honeycomb internal micro-structure, thus allowing a larger surface area for adsorption and a
larger amount of thermal energy to be stored. Furthermore, the honeycomb-like structure reduces the
pressure drop across material and aids with the rate of the reaction [8].

2.4.2. Closed systems
A closed system does not allow the heat-transfer fluid to leave the system. It is only exposed to the
adsorption material. In this case, enthalpy and entropy is transferred to the environment through an
intermediary system, such as a heat exchanger. The choice of sub-systems are generally the same,
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with two exceptions: the heat exchanging method and a storage tank. Assuming that the sorbate is
water vapour again, and the sorbent is a type of zeolite, the storage tank is equipped to contain the
water after the desorption process. This can be seen in Figure 2.8.

Figure 2.8: The difference between closed- and open-systems for the sorption process [6].

During the charging process (desorption/endothermic), the heat-transfer fluid (i.e. humid air) is
heated to a point that will almost entirely desorb the zeolite sorbent. The thermal energy is used in
the desorption process, resulting a in cooler and more humid air that leaves the sorbent. The water
vapour can be separated from the air with the aid of a condenser/evaporator (which acts as a humid-
ifier/dehumidifier). Heat is generated when the vapour is cooled to its liquid phase, which can either
be used as part of an auxiliary heating element or it can be dispelled to the ambient environment. The
liquid water is kept in the water reservoir. Higher desorption occurs at higher inlet temperatures for
the sorbent, as well as lower condenser temperatures. The desired condenser temperature can be
calculated using the dew point of the vapour at the operating pressure. For water vapour, these are
standard relations; for non-conventional heat-transfer fluids, this requires a full characterisation before
implementation. Finally, the zeolite sorbent is left to cool till the ambient temperature. Once it reaches
the ambient temperature, there would be no further losses in the thermal energy storage.

Discharging (adsoption/exothemrmic) the thermochemical material requires an initial heating step.
A low-level heating source is needed to provide the condenser/evaporator with additional heat for the
evaporation of the liquid water in the reservoir. The water vapour is sent towards the thermochemical
material and is adsorbed, thereby releasing thermal energy during the reaction. This heat is transferred
to the heat-transfer fluid for the desired heating purposes. As the sorption cycle is fully reversible, the
total heat stored during the charging phase (including the heat potentially lost in the exchanger) is equal
to the heat generated during the discharging phase (including the heat needed to evaporate the water
in the reservoir).

In closed systems, such as the one just mentioned, the key is to be able to extract as much thermal
energy from the sorbent as possible. And while the overall conditions (i.e. temperature and partial
pressure) are regulated for optimal sorption cycles, the heat released from the sorbent must be easily
extractable. For this, thermal conductivity is necessary, as conduction is the primary heat transfer
mechanism. However zeolite materials have low thermal conductivity characteristics (0.1-0.5 W m-1

K-1) [6]. Therefore, an active heat exchanger is necessary to drive the heat to/away from the sorbent.
Kersekes et al. also mentions that the limitation to the thermal power is the evaporator.

2.4.3. Absorption system
Having discussed adsorption, absorption may now be considered for thermochemical storage. Ab-
sorption is rather similar to adsorption, in the sense that the sorbate is extracted from the heat-transfer
fluid in order to exchange thermal energy with the heat-transfer fluid. Consider the setup shown in Fig-
ure 2.9. In the case of this system, water is the sorbate and sodium hydroxide acts as a liquid sorbent.
Adsorption is a surface phenomenon, whereas absorption is considered a bulk phenomenon.
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Figure 2.9: An example of an absorption system (closed-storage) used to store a solar thermal energy [8].

When heat is added to the system by the solar panels, the water separates from the sodium hy-
droxide (due to differences in evaporation temperatures) and is desorbed from the sodium hydroxide.
The sodium hydroxide is concentrated by the end of the desorption process and can be stored inde-
pendently for later use. Furthermore, the water vapour is cooled to liquid form and stored separately
as well. During the discharging phase, the reversed process occurs. The two stored compounds are
brought together, after a small amount of thermal energy is needed to evaporate the liquid water, and
heat is released when the water is absorbed by the concentrated sodium hydroxide.

2.5. Materials for thermal energy storage systems
This chapter has introduced sensible heat storage, latent heat storage, and chemical & thermochemical
storage. Common materials used for each of the storage systems were briefly mentioned in the individ-
ual sections, however this section will compile a more complete list of materials for each storage type.
This section will discuss three main material types: adsorption materials and salt hydrates (i.e. latent
heat storage). Adsorption materials are investigated due to their high thermal capacity, storage density,
and power. They have the best characteristics for high-performance thermal energy storage applica-
tions. Salt hydrates are the also investigated because of how their relatively high thermal capacity and
storage density; furthermore, they are a well-established material with simple charging/discharging
processes.

2.5.1. Materials for adsorption
In general, all thermal energy storage materials aim to have the following properties:

• Substantial capacity to adsorb a sorbate, in combination with a high thermal energy captured
during the adsorption process.

• Quick charge/discharge cycles to ensure immediate response to external thermal demands.

• A desporption temperature that corresponds to operating conditions.

Unlike chemical storage, where the rate of reaction plays the dominant role in the storage perfor-
mance, thermochemical materials also benefit from specific surface kinetics and reactant-storage ca-
pabilities (including heat exchangers). The drawback is that there are more parameters to control and
optimise; conversely, it allows the material to be tuned more specifically to the application. For exam-
ple, without being constrained fully by chemical reaction kinetics, adsorption processes can even allow
fast charging/discharging cycles at lower temperatures. Adsorption materials must have crevices/holes
with energy-rich active regions, in order to promote the adsorption process.

Pores, seen in porous materials used for adsorption, can be categorised into three size classes,
denoted by the pore diameters d: micropores (d<2nm), mesopores (2<d<50nm), and macropores
(d>50nm). Conversely, the inner surface area per unit mass is highest for micropores and lowest
for macropores. Materials rarely feature a single type of pore, as the three size classes have different
functions. The sorbate diffuses towards the inner regions of the sorbent via the mesopores and macro-
pores. The adsorption process, however, mostly occurs in the pores. This is because they significantly
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add to the effective surface area of the material, as seen in Equation 2.6. The equation is an adaptation
of the Carman–Kozeny surface area equation, where 𝐴𝑠 is the specific surface area (m2/grain), 𝜌𝑏 is
the bulk density (grains/cm3), 𝜙 is the porosity, 𝑘 is the permeability (mD), and 𝐹𝑡 is the textural factor
[9].

𝐴s = 31.8𝜌−1b ( ∅
3

𝑘𝐹t
)
1/2

(2.6)

The three current most popular adsorption sorbent materials are zeolites, active carbon, and silica
gel. The properties for each are shown in Table 2.7 below. Active carbon tends to have low thermal
storage capacity, low reaction enthalpy, and irreversible reactions; yet active carbon is relatively inex-
pensive and reliable. The current uses of active carbon using the sorption process are gas purification
(e.g. air purifiers) and cooling. The other two materials have better thermal capacities and reaction
enthalpies, making them more attractive to as materials for the sorption process.

Table 2.7: An assessment of adorption-stroage properties of popular sorption materials [6].

The material examples given in section 2.4 have been mostly zeolites for this reason. Zeolites see
a higher desorption temperature, due to the higher adsorption enthalpy (seen in Table 2.7), and faster
adsorption kinetics when compared to silica gels. Furthermore, the increase in temperature that silica
gel can provide, reduces with additional loading, according to Jaehnig et al. [10]. The optimal mass
loading was found to be between 2-12%, despite the capability of the material to load up to 35% of the
sorbent’s mass; in short, the effective material density is lower.

Fast reaction kinetics seen in zeolite materials favours adsorption at even low sorbate concentra-
tions. The most common zeolite types are classified using the following letters: A, X, or Y. A-type
zeolites (often referred to as 4A or 5A) are relatively cheap and reliable, especially when paired with
water vapour as the sorbate. X-type and Y-type zeolites have higher thermal energy storage capacity
and are considered a better version to the A-type zeolites.

Materials like aluminophosphates (AlPOs) and silicoaluminophosphates (SAPOs) aim to replicate the
porous crystalline structure seen in zeolites. They have lesser hydrophilic characteristics, thus allow-
ing better adsorption at lower temperatures. This can help combine the advantages of both zeolites
and silica gels, thereby allowing high adsorption enthalpy capacity and low-temperature desorption;
ALPOs and SAPOs have higher sorbate uptakes compared to zeolites, as well as at lower tempera-
tures. [6]. Currently, ALPOs and SAPOs are expensive to manufacture, excluding them from serious
consideration for current existing applications.

Another such type of expensive porous materials are metal-organic framework materials (MOFs).
According to Berger, ”MOFs are organic-inorganic hybrid crystalline porous materials that consist of a
regular array of positively charged metal ions surrounded by organic ’linker’ molecules” [11]. The use
for these materials/structures in thermal energy storage systems was first postulated by Li et al. in 1999
[12]. An example of one such MOF is seen in Figure 2.10 below. ZNO4 tetrahedral molecules form
organic links to create a cage-like structure. The full compound is called Zn4(O)(BDC)3, where BDC
stands for benzenedicarboxylate. The yellow structure (cavity) represents a region of extremely high
internal surface area. They estimate that the MOFs could see an inner surface area of at least 7800
m2g-1; a teaspoon of an MOF of this sort would have the working surface area of a football field (ap-
proximately >700m2). MOFs have uniform pore patterns, modifiable pores, interchangeable network
topology, shapes, sizes, and functional characteristics. With such large surface areas accessible,
MOFs are extremely potent as a sorbent; MOF-5 is identified as a compound with excellent adsorption
characteristics and hydrothermal stability [6]. Costs still remain a limitation for MOFs.
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Figure 2.10: A MOF-5 framework of Zn4(O)(BDC)3 with a large cavity (yellow) in the middle [12].

2.5.2. Salt hydrates
Latent heat storage systems often use salt hydrates as phase-change materials, as seen in Table 2.4.
Salt hydrates have high thermal energy storage densities, with solid-liquid reactions. Easily available
salts, such as hydrated magnesium sulfate (or calcium chloride), has a high thermal energy storage ca-
pacity; it has an order of magnitude greater capacity when compared to sensible heat storagematerials,
but falls short to MOFs.

Salt hydrates have some specific advantages and limitations, when used as a thermal energy stor-
age material. Salt hydration reactions are an equilibrium reaction, for which hydration becomes less
efficient as more water is added to it. Consider magnesium sulfate as a salt hydrate phase-change
materials. It sees better hydration at higher temperatures, for magnesium sulfate monohydrate (single
mol of water), when compared to magnesium sulfate hexahydrate. Furthermore, magnesium sulfate
heptahydrate (7mol of water) does not dehydrate as expected; it dissolves as an aqueous solution and
melts/boils instead. This creates unwanted inter-species bonding and crystal growth, preventing the
desired hydration/dehydration cycle. Therefore, Kerskes et al. recommend using a more thermody-
namically stable form of the salt, e.g. strontium bromide.

2.6. TES conclusion
Thermal energy storage has many applications on Mars, such as (but are not limited to): climate control
in buildings, heating/cooling of water, energy storage for electricity grid providers and solar farms, and
temperature control in agricultural greenhouses.

Although phase-change materials are often the first choice for these sort of systems, salt hydrates,
fatty acids and paraffins have high storage densities, but they need higher temperatures to operate
optimally. They also are difficult to tune via geometric/mechanical modifications (e.g., porosity) as their
micro- and macro-structure tends to change during the phase transitions. Porosity can be used to op-
timise the hydration kinetics of the anhydrous salts, but these modifications are unlikely to remain after
repeated cycles. The primary driver behind the phase changes are: grains (for metals), crystallisation
(for polymers), and hydration kinetics (for salts).

Thermochemical storage can be done through simple equilibrium chemical reactions, but see a lot
more advantages when utilising the sorption mechanism. High thermal storage density, with numer-
ous tunable parameters, give the opportunity to create a material for specific purposes. Zeolites and
silica gels are common adsorption materials used in the thermal energy storage community, but new
research into metal-organic framework materials provide exciting opportunities to maximise thermal
density properties. Creating a model for the inherently nano-porous material can help take the first
steps into developing the materials for Martian thermal management solutions.
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Modelling

The previous chapters discussed the relevance of TES materials in scope of sustainable energy tran-
sition and Martian colonisation, as well as the purpose of investigating material optimisation for TES
applications. This chapter elaborates on the manner in which the simulations were conducted: the
simulation method, materials chosen for the design, software used, the governing equations, and im-
plementation in ABAQUS.

3.1. Simulation method
The goal is to simulate the metal-organic framework material’s sorption process, to best design the
geometry for the maximisation of thermal energy storage at Martian climate conditions. To simulate the
sorption mechanism, the analysis must feature three components: mass diffusion of the heat transfer
fluid (sorbate), exothermic/endothermic enthalpy of reaction (local heat source/sink), and heat conduc-
tion of thermal energy through the MOF sorbent. Both mass diffusion and heat conduction analyses use
Fick’s law of diffusion, which is a partial differential equation that describes any diffusion. Therefore,
there must be two simulations running in parallel: a mass diffusion simulation and a heat conduction
simulation. Both simulations must interchange mass and heat data constantly during the simulation to
determine whether the conditions for the sorption reaction has been met (i.e., concentration of the heat
transfer fluid, temperature of the material and fluid, and the amount of sorbate that has already been
adsorbed). For the desorption reaction (thermal charging process), heat is provided to the loaded MOF
material via the hot heat transfer fluid (CO2), to break the bonds of the CO2 attached to the material;
this cools the fluid and stores the heat in the form of an unloaded MOF material. Conversely, the ad-
sorption reaction (thermal discharging process) uses cold CO2 gas, which binds to the surface of the
unloaded MOF bulk material; the formation of the chemical bonds are exothermic, thus releasing the
heat to the CO2 gas and heating it. When the soprtion/desorption conditions are met, the reversible
chemical reaction takes place, leading to an endothermic/exothermic reaction; this will be added as
a heat source/sink to the heat conduction simulation, and a mass source/sink to the mass diffusion
simulation simultaneously.

3.2. Materials
The purpose of this study is to determine the optimum material and configuration for Martian applica-
tions. The chosen materials determine the intrinsic capabilities of the thermal battery, while the geo-
metric shape helps optimise the full capacity of the material and attempts to tune it to the unforgiving
Martian climate. Two types of geometries will be used in this study: a circular wall, and a conventional
square/rectangular wall.

The initial materials search began with lists procured in existing scientific research journals, as seen
in Table 3.1 and Table 3.2. Note that some of the materials are common in both tables, but with different
uptake values. This is usually the result of different testing conditions; different temperatures, different
pressure gradients, different macro-shape. It is for this reason that the promising materials had to
be investigated separately to find the material characteristics at the same/similar operating conditions.
These materials were chosen for the following reasons:

17
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• Experimental data regarding material properties are readily available.

• Material properties have been corroborated by multiple sources.

• High uptake of of CO2 as a percentage of bulk weight.

• High mass diffusivity (key for concentration gradient-driven diffusion).

• High reaction enthalpy.

Table 3.1: Another list of MOFs feasible for CO2 adsorption [13]
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Table 3.2: Another list of MOFs feasible for CO2 adsorption [14]

The materials investigated in this thesis are: MOF-5, Zeolite-5A, and UiO-66(Zr). Zeolite is the only
material among the three that is not a metal-organic framework material, but is the current benchmark,
and is what the metal-organic framework materials aim to outperform. The full list of properties for
each material can be seen in Table 3.3 and Table 3.4 below. Note that all three materials operate at
the required Martian temperatures of 144-323K.
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Table 3.3: Material properties of the three materials investigated in this thesis used in the mass diffusion simulation.

Material Mass Density [kg/m3] Mass diffusivity [10-5 m2/s] CO2 uptake [kgCO2 /kgmaterial]
Zeolite-5A [13][15] 1161 1.50 0.30
MOF-5 [15][16] 300 1.15 0.44
UiO-66 [17][18] 1201 1.70 0.12

Table 3.4: Material properties of the three materials investigated in this thesis used in the heat conduction simulation.

Material Thermal conductivity [W/(m K)] Specific heat capacity [J/(kg K)] Enthalpy of adsorption [106 J/kgCO2 ]
Zeolite-5A [19] [15] 0.10 935 1.484
MOF-5 [20][21] 0.32 730 1.020
UiO-66 [20][21] 0.11 758 0.682

The two tables detail six material characteristics deemed important for the simulation. Mass density
mass diffusivity, thermal conductivity, and specific heat capacity are all required by ABAQUS for to run
the individual diffusion/conduction simulations. They have to be provided as inputs in the input file.
The CO2 uptake is the amount of fluid that can be adsorbed to the material. There is a finite area of
active sites for the reactions to take place, leading to a finite amount of CO2 adsorbed to the material
at any given volume. As the material density remains unchanged after the reactions have taken place,
the finite volume can be interpreted as a finite mass. This parameter is usually measured in mmol/g,
but for the convenience of calculations, it was used as a dimensionless parameter. A dimensionless
parameter (kgCO2

/kgmaterial) was used instead of the traditional mmol/g because most of the reaction
enthalpies used mass of CO2; to avoid the additional conversion of mmol to kg during the simulations,
mass was used universally. In the mass diffusion user-subroutines, the uptake is what is used to
determine whether full saturation in the material has occurred; by creating a term ”mass fraction”, a
normalised value based on the uptake, the DFLUX user-subroutines changes the rate of adsorption
based on how ”filled” the material is at that position in the material.

The enthalpy of adsorption is used in the heat conduction simulation to determine whether the
magnitude of heat flux based on the amount of CO2 adsorbed.

Finally, a parameter not mentioned in the tables is the maximum mobile concentration. This is
the maximum amount of mobile/unreacted CO2 that can reside in the material, much like water in a
sponge. This parameter was found to be approximately 0.57 for all three materials[16]. This is because
the nano-porosity of the three materials is rather similar, especially the nano-pore diameters.

3.3. Software
The sorption mechanism requires a combination of heat transfer and mass transfer simulations to
accurately depict the effects of the chemical reactions. The exothermic/endothermic nature of the
reactions are depicted using heat conduction methods, while the fluid propagation and surface bonding
are best depicted using mass diffusion methods. Therefore, the model must feature a dual-simulated
material. The simulations were done using commercial software, as supposed to Python or Matlab,
for numerous reasons: built-in parallel processing, intuitive user-interface, easier CAD modelling, and
simpler post-processing tools. Among the available commercial software the university had access to,
ABAQUS was chosen due to its high modifiable user-subroutine integration. The subroutines allow the
user to make changed to the conventional solving methods and algorithms, to best tailor the simulation
experience to the user’s project.

3.4. Governing equations
This section outlines the inner workings of the ABAQUS simulation, specifically: assumptions made for
the model, heat/mass diffusion equations, time discretisation, and sink/source term addition.

3.4.1. Diffusion equations
The diffusion equation can be summarised using Equation 3.1 below [22]. The adsorption of CO2 in the
material is governed by the availability of the sorbate and sorbent, i.e., the free (mobile) CO2 and metal-
organic framework material respectively. Much like Hille’s work on alumina formation, the distribution
of concentration of free CO2 is governed by the following diffusion–reaction equation[22]:
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𝜕𝑐
𝜕𝑡 − ∇ ⋅ (𝐷∇𝑐) = −𝑆 (3.1)

where D is the carbon dioxide diffusion coefficient (diffusivity) and S is a sink term. This sink term
represents the restriction in space of mobile CO2 due to the adsorption process. In short, the CO2 does
not diffuse further through the material once it has reacted with the bulk material. The sink term S can
be defined using another one of Hille et al.’s equations. The rate of CO2 that reacts to the surface of
the MOF material (i.e.,𝜕𝑛/𝜕𝑡) is proportional to the product of the rate of reaction and the amount of
CO2 already reacted in that region:

𝜕𝑛
𝜕𝑡 = 𝑅(1 − 𝑛) (3.2)

for which the sink term can be defined as 𝑆 = 𝜕𝑛
𝜕𝑡 .

3.4.2. Diffusion equations used in ABQUS
Abaqus solves the heat conduction problem using Green & Naghdi’s energy balance (Equation 3.3),
Fourier’s law (Equation 3.4), and the Galerkin spacial discretization approach.

∫
𝑉
𝜌�̇�𝑑𝑉 = ∫

𝑆
𝑞𝑑𝑆 + ∫

𝑉
𝑟𝑑𝑉 (3.3)

where 𝑉 is the volume of the MOF material, 𝑆 is the surface area, 𝜌 is the density of the material,
�̇� is the time rate of the internal energy within the MOF material; 𝑞 is the normal heat flux per unit
surface on the external boundary, and 𝑟 is the heat supplied externally into the body per unit volume.
This is the uncoupled analysis (𝑈 = 𝑈(𝜃), for temperature 𝜃), which means that the temperature, 𝑞
and 𝑟 do not affect and are not affected by mechanical stresses and strains. The equations use the
same reference coordinate system as the volume and surface of the material body; the Lagrangian
description is assumed.

f = −k𝜕𝜃𝜕x (3.4)

where k is the thermal conductivity of the material, f is the heat flux vector, and x is the spatial
position vector. For this analysis, the thermal conductivity was considered to be constant and isotropic.
The change of material thermal conductivity is negligible for the limited operational temperature range.
MOF does conduct and diffuse in an homogeneous manner with free-flowing gas; when the fluid is
forced/pumped into the material, it becomes highly inhomogeneous.

The two equations combine to create Equation 3.5, for which 𝛿𝜃 is a variational field that is arbitrary
in nature (i.e., it can be given any value).

∫
𝑉
𝜌�̇�𝛿𝜃𝑑𝑉 + ∫

𝑉

𝜕𝛿𝜃
𝜕x ⋅ k ⋅ 𝜕𝜃𝜕x𝑑𝑉 = ∫𝑉

𝛿𝜃𝑟𝑑𝑉 + ∫
𝑠𝑞
𝛿𝜃𝑞𝑑 (3.5)

The temperature 𝜃 and the variational field is interpolated using the following relations by ABAQUS,
where 𝜃𝑁 are the nodal temperatures. As seen below, the variational field is interpolated in the same
way as the temperature.

𝜃 = 𝑁𝑁(x)𝜃𝑁 , 𝑁 = 1, 2, …
𝛿𝜃 = 𝑁𝑁𝛿𝜃𝑁

One can substitute the interpolation equations into Equation 3.5 to get the updated energy balance.

𝛿𝜃𝑁 {∫
𝑉
𝑁𝑁𝜌�̇�𝑑𝑉 + ∫

𝑉

𝜕𝑁𝑁
𝜕x ⋅ k ⋅ 𝜕𝜃𝜕x𝑑𝑉

= ∫
𝑉
𝑁𝑁𝑟𝑑𝑉 + ∫

𝑆𝑞
𝑁𝑁𝑞𝑑𝑆}

(3.6)

With 𝛿𝜃𝑁 being arbitrary, the energy balance is simplified its continuous time description.
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∫
𝑉
𝑁𝑁𝜌�̇�𝑑𝑉 + ∫

𝑉

𝜕𝑁𝑁
𝜕x ⋅ k ⋅ 𝜕𝜃𝜕x𝑑𝑉

= ∫
𝑉
𝑁𝑁𝑟𝑑𝑉 + ∫

𝑆𝑞
𝑁𝑁𝑞𝑑𝑆

(3.7)

3.4.3. Time discretisation
ABAQUS uses a backwards Euler time discretisation method seen in Equation 3.8.

�̇�𝑡+Δ𝑡 =
𝑈𝑡+Δ𝑡 − 𝑈𝑡

Δ𝑡 (3.8)

When substituted into 𝜌�̇� in Equation 3.7, the energy balance equation becomes

1
Δ𝑡 ∫𝑉

𝑁𝑁𝜌 (𝑈𝑡+Δ𝑡 − 𝑈𝑡) 𝑑𝑉 + ∫
𝑉

𝜕𝑁𝑁
𝜕x ⋅ k ⋅ 𝜕𝜃𝜕x𝑑𝑉

− ∫
𝑉
𝑁𝑁𝑟𝑑𝑉 − ∫

𝑆𝑞
𝑁𝑁𝑞𝑑𝑆 = 0

(3.9)

This is now a non-linear system that is solved using the modified Newton method. The conventional
Newtonian method uses a tangential matrix (a Jacobian matrix) to solve the equation, but the time rate
of change of the variables in the left-hand-side of the equation with respect to the 𝜃𝑁𝑡+Δ𝑡 does not easily
form within the standard Newton tangential matrix. Thus the internal energy, seen as the first integral
in Equation 3.9, must contribute to the Jacobian in the following way:

1
Δ𝑡 ∫𝑉

𝑁𝑁𝜌𝑑𝑈𝑑𝜃 |𝑡+Δ𝑡
𝑁𝑀𝑑𝑉 (3.10)

Similarly, the conduction term (second term in Equation 3.9) is written as

∫
𝑉

𝜕𝑁𝑁
𝜕x ⋅ k|

𝑡+Δ𝑡
⋅ 𝜕𝑁

𝑀

𝜕x 𝑑𝑉 + ∫
𝑉

𝜕𝑁𝑁
𝜕x ⋅ 𝜕k𝜕𝜃 |𝑡+Δ𝑡

⋅ 𝜕𝜃𝜕x |𝑡+Δ𝑡
𝑁𝑀𝑑𝑉 (3.11)

ABAQUS does the same thing for film conditions and radiation, but these are outside the scope of
this project and are therefore neglected.

3.4.4. Model assumptions
Radiation
Most engineering solutions rely on assumptions to ease the computational burden or development
time of the project; these simulations are no different. The first assumption was that the material is
fully insulated from thermal radiation. Mars is well known to have a less effective atmosphere, when
compared to Earth, thereby leading to rapidly changing temperatures during the days. This also means
that solar radiation is significantly more than that observed on the Earth’s surface. This can affect the
reaction mechanisms of the material, and are neglected from the analysis due to the sheltering the
material will receive from its housing in Martian buildings and homes.

Material constants
ABAQUS and the user-subroutines use numerous material characteristics to compute the simulation,
with some being used as material constants. The four material characteristics that were assumed to
be constants are:

• Mass density

• Specific heat capacity

• Thermal conductivity

• Mass diffusivity
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The specific heat capacity and mass density of a virgin material was taken for each simulation (i.e., no
reaction had taken place) and was assumed to be constant throughout the simulation of that material.
In real life, the mass density changes when more CO2 is adsorbed into the material.

This means that the specific heat capacity should also be variable in real life, as the specific heat
capacity would change depending on how much the material was loaded. For a fully loaded material,
the specific heat capacity would be higher than the assumed value.

The thermal conductivity of the material would theoretically increase as the material is loaded with
CO2, but is kept constant in this model. The difference in conductivity values should not be drastically
different, as CO2 is a poor conductor of heat.

The mass diffusivity of the material is an indication of how easily the CO2 can diffuse through the
material. As the material is loaded, the diffusivity should decrease in real life. Unlike thermal conduc-
tivity, the driving force behind mass diffusivity changes when one looks at different length scales. At
the macro-scale, the diffusivity is determined by the macro-pore/bulk diffusion. When examined at the
molecular scale, the diffusivity is determined by the spaces created by the metal-organic-framework (as
seen in an example shown in Figure 3.1). However for the purpose of this thesis, the mass diffusivity
is said to be constant because only the macro-porosity is taken into consideration. The diffusivity is
taken as a material constant and treated as a bulk material characteristic, an assumption that exagger-
ates the mass diffusion for a loaded material. According to numerous experts, this variation in mass
diffusion plateaus quickly and can indeed be taken as a material constant [23][15].

Figure 3.1: Nano-porosity of CD-MOF-2 [16]

Homogeneous material characteristics
Numerous existing papers preform experimental adsorption tests to determine the possible use-case
of metal-organic framework materials for applications such as filtration and capture technology. In the-
ory, the adsorption kinetics for thermal energy storage applications are almost identical, with the only
difference being the parameters the metal-organic framework materials are designed for. The papers
see a mix of bulk metal-organic framework materials and granular metal-organic framework materials.
Granular metal-organic framework beads/powder are an attractive proposition for their macro-porous
geometry, leading to as high surface-to-volume contact ratio. The simulation also tends to be simpler,
with finite element analysis replaced by granular media simulation methods. However, this method
is highly fluid dependent and does not fully evaluate the capabilities of the material for Martian ap-
plications. Furthermore, the surrounding auxiliary systems used in granular metal-organic framework
material systems all require active control, which is less desirable for an extra-terrestrial thermal bat-
tery. It is for these reasons that the metal-organic framework materials used in this study are treated
as bulk materials with bulk material properties.

The bulk metal-organic framework materials can be seen as homogeneous when operated in a pas-
sive manner. Salles et al. further elaborates that the directional properties of diffusion and conduction
in the material are only significant if the heat transfer fluid (e.g., CO2) is pumped into the material using a
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pressure gradient [24]. As the metal-organic framework materials used in this thesis aim to be passively
operated, the diffusion of CO2 would happen with a simple concentration gradient. For this conven-
tional diffusion, the metal-organic framework materials’ diffusion and heat conduction characteristics
are constant for all directions and for most of the operating temperatures.

Reaction constants
The ABAQUS diffusion simulations focus entirely on the conductivity/diffusion constants, the specific
heat capacity, and the mass density; almost none of these parameters are relevant when modelling
chemical reactions in metal-organic framework materials. The chemical reactions are dictated by the
the rate of reaction, the reaction enthalpy, the activation energy, and the available active site.

The activation energy is the ”reaction floor” cumulative energy exerted at the active site, which must
be breached before any reaction takes place. For the case of metal-organic framework materials, the
activation energy can be simplified to a simple temperature condition. Existing research into adsoprtion
within metal-organic framework materials have been relatively limited, with very little information per-
taining to the molecular dynamics behind the reaction. Current research tests the reaction kinetics for
the bulk material. This makes it highly boundary condition dependent. It is for this reason that a simple
temperature condition was chosen. Most metal-organic framework materials have temperature regions
for which the adosrption and desorption processes begin. Buy assuming that adsorption is triggered at
a certain temperature, while desoprtion is triggered at another set temperature, the need for activation
energies is unnecessary.

The reaction enthalpy is constant for each metal-organic framework material and their corresponding
heat-transfer fluid. This study looks at three different types of materials: MOF-5, UiO-666, and Zeolite-
5A. The rate of reactions, measured in units kgCO2

/(kgmaterial s), could be tuned to match experimental
data. The rate of reactions quantified as percentages of the total loading capacity; a ratio of 1.0 would
imply that the element can be fully saturated in a single second, while a ratio of 0.5 leads to the element
fully saturating with CO2 in two seconds. Note that the time dependent saturation requires sufficient
mobile CO2 diffused in the material, thus leading to different actual rates of adsorption in the simulation.

The reaction ratios for MOF-5, UiO-666, and Zeolite-5A are: 0.1, 0.2, 0.1. This calibration method
is further elaborated in section 4.1.

3.5. Implementation in ABAQUS
ABAQUS CAE (complete abaqus environment) is the graphical interface on Windows, that allows the
user to setup and run simulations using in an interactive input style. A screenshot of this program can
be seen in Figure 3.2. This section gives further insight into how the input files and subroutines were
created for the purpose of the simulation.

Figure 3.2: A screenshot of the user interface ABAQUS CAE provides
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3.5.1. Creation of the input files
ABAQUS uses input files to run simulations. Despite CAE having a graphical interface, the software
creates input files from the choices the user makes in CAE. The structure of the input file closely
resembles the work flow of the user in CAE. There are six key steps in ABAQUS, needed to create a
simple simulation: part design, material allocation, step creation, mesh generation, load application,
and creation of input files.

Part design is about creating a CAD (computer-aided design) model of the geometry the user is
trying to model; a block of a metal-organic framework material in this case. A 2D geometry was used
for the simulations, as it provided sufficient understanding of the adsorption process without requiring
long computational times. Therefore, a 2D planar shell geometry was created. The geometry is a 5x5m
square.

The second step is to assign material properties to the newly created part. This simulation uses
three key material properties: density, specific heat capacity, and thermal conductivity. The density
determines the amount of material available for the sorption process. The thermal conductivity is used
to track the rate of heat dispersion through the material due to the heat transfer fluid and the sorption
reactions. The specific heat limits the amount of thermal energy conducted through the material, as
the material has some innate thermal storage properties (sensible heat storage).

Step loads are the primary way the loads are applied to the simulations. A step load in CAE was
defined by the time scales and increments. In order to accommodate two simulations running simulta-
neously, the time scale for each increment must be identical. This requires a fixed time increment, as
supposed to the standard ’automatic’ settings CAE provides. The time increment step gave the most
issues during the making of these simulations, and the issues will be outlines in subsection 3.5.3. The
fixed time increments were 0.1 seconds, with a total simulation time of 8 hours (288000 total incre-
ments).

The mesh generation was done via the CAE interface. Mesh elements had to be changed to DC2D4
elements, which is used by ABAQUS for heat transfer problems. The actual mesh is created by as-
signing the space between seeds. Seeds help create the points along the edges which are used to
create the first elements. Therefore, the spaces between the seeds determine how small the mesh
elements are in the model. Exactly 10000 elements were used for the square geometry, resulting in
0.05x0.05m sized elements. Mesh quality can be determined by element size, orthogonality, aspect
ratio, and skewness:

• Average orthogonality >0.95

• Minimum orthogonality > 0.2

• Average aspect ratio < 10

• Maximum aspect ratio < 35

• Average skewness < 0.33

• Maximum skewness < 0.95

The list above are the quality checks that were done to ensure the mesh was adequate for the simula-
tion. The element size was determined in conjunction with the desired time increment size; larger time
increments often require smaller element sizes.

The loads applied to the material were applied using the same set of tools. The initial temperature
(and initial concentration of gas) were added to CAE using the ’Predefined Field’ load conditions. The
temperature and concentration at the boundaries of the material edges were applied using ’Boundary
Condition’ loads, withthe option to use zero-flux and/or zero-gradient boundary conditions. Finally, the
sink term for heat and mass was applied using the ’Body Heat Flux’ load, coupled to a User-Defined
value. This user-defined value is not fixed by CAE, thus allowing ABAQUS’s DFLUX subroutine to
customise the conditions for which the sink term is applied. The input files could then be generated by
ABAQUS and stored as .inp for later use on TU Delft’s high-performance computing (HPC) cluster. The
user subroutines were written using FORTRAN77, a fixed-form type of the FORTRAN programming
language. As someone with prior Python programming experience (a free-form language without a
separate compiler), there was a steep learning curve.
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3.5.2. Coupling of simulations
The simulations both individually have an input file (containing the geometry and basic boundary con-
ditions) as well as user-subroutines to customise the source term in the form of a heat flux (using
DFLUX). The purpose of the coupling is to simulate the chemical reaction using mass and heat sinks,
for which both simulation user-subroutines must be able to read the other simulation’s data to ascertain
the status of the reaction at a certain point in the material. For the convenience, the coupling method
has can be seen in Figure 3.3.

Both simulations have the same geometries with the same nodes, elements, and integration points.
This is to ensure that all data can be directly translated to the other simulation without needing any
numerical conversion/transformation. To solve the simulation, it can be done explicitly or implicitly. An
inplicit solution tends to be more stable and relatively simple to do for a single simulation. However
when two simultaneous simulations have to solve the diffusion equation, the implicit method would
require a re-configured version of the diffusion equation which takes all the variables into account in
one equation. This is a full re-write of the conventional diffusion equation, and is therefore the reason
the explicit method was used.

The coupling of the simulation uses the staggered approach to solve the combined set of simulations
in an explicit manner. The staggered approach involves running a each simulation for one increment,
keeping the other simulation’s state fixed/frozen in time, before doing the same for the other simulation.
Consider HC as the ”heat conduction simulation” and MD as the ”mass diffusion simulation”. When
both simulations are run initially, only the predefined fields and boundary conditions are active. The HC
would then undergo a single time increment with the assumption that the mass concentration field and
sink term are constant according to the initial conditions. After completing the first HC increment and
pausing, the MD simulation would undergo its first increment with the assumption that the temperature
field and heat flux are constant, and are taken from the results file of the HC’s first time increment. This
can continue increment by increment until the simulation is completed. The detailed framework can be
seen in Figure 3.3.
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Figure 3.3: A flowchart depicting the coupling process of the heat conduction (HC) and mass diffsuin (MD) simulations.
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Starting the simulations
The entire process starts with a single increment of the heat conduction simulation. In its first increment,
no source term in used (DFLUX is not called), hence it pure conducts heat based on the initial field and
the boundary conditions. After the first increment, the temperature field of the material is stored in a
text file named HCtemperatureData.txt. The simulation is then paused until the mas diffusion equation
completed its increment and passes on the data via MDconcentrationData.txt.

Adsorption configuration in DFLUX
The mass diffusion simulation begins by reading the JobStatusHC.txt to determine whether the heat
conduction simulation has completed its increment, and HCtemperatureData.txt to read the tempera-
ture field. The user-subroutine that accesses this information before DFLUX is called is named UEX-
TERNALDB. The temperature field is stored in a common block, marked by its increment number,
element number, and integration point.

DFLUX is then called by ABAQUS, along with the common blocks defined/updated in the UEXTER-
NALDB user-subroutine. Some of the intial constants are defined: number of elements, time increment
size, total number of increments, total material volume, element volume, material mass density, total
material mass, element mass, loading capacity (CO2 uptake), and maximum mobile concentration.

DFLUX then looks at the temperature (provided by the common block at that element and integration
point for the increment) and assesses if adsorption or desorption will take place. At low temperatures
until 273K, the adsorption reactions will take place; mass is sunk/bonded into the material and an
exothermic reaction is observed. At this temperature, the mobile concentration should be above zero
(else no CO2 is available to react) and the mass fraction at the element should be under 1.0 (which
signifies that there are active sites remaining to react with). A mass fraction of 1.0 means that the
material is fully saturated with bonded CO2 at that element in the material. The rate of reaction is then
defined, after the calibration process explained in section 4.1. The sinkable mass is calculated based
on the amount of CO2 that can be bonded to the element; this number is calculated using the mass
fraction n, mass density 𝜌, element volume 𝑉𝑒𝑙, and the loading capacity L (as seen in Equation 3.12).
Then the calculated sunk mass is calculated using the Equation 3.13.

𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒 = (1 − 𝑛) ⋅ 𝜌 ⋅ 𝑉𝑒𝑙 ⋅ 𝐿 (3.12)

𝑚𝑠𝑢𝑛𝑘 = 𝑅 ⋅ (1 − 𝑛) ⋅ 𝑚𝑒𝑙 ⋅ 𝑡𝑖𝑛𝑐 (3.13)

where R is the rate of reaction, 𝑚𝑒𝑙 is the mass of the element, and 𝑡𝑖𝑛𝑐 is the increment size of the
simulation. As long as 𝑚𝑠𝑢𝑛𝑘 < 𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒, 𝑚𝑠𝑢𝑛𝑘 is used as the amount of CO2 sunk at the element for
that increment. If 𝑚𝑠𝑢𝑛𝑘 > 𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒, then 𝑚𝑠𝑢𝑛𝑘 = 𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒.

At temperatures above 300K, the reverse reaction should take place; mass should be released in
an endothermic process. At this temperature, the mobile concentration should be above less than the
maximum mobile concentration (else no CO2 could re-enter the mobile fluid) and the mass fraction
at the element should be greater than 0. A mass fraction greater than 0.0 means that the material
has bonded CO2 at that element in the material to release. The same equations in Equation 3.12 and
Equation 3.13 can be used after being multiplied by -1. As long as𝑚𝑠𝑢𝑛𝑘 >𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒,𝑚𝑠𝑢𝑛𝑘 is used as
the amount of CO2 released at the element for that increment. If 𝑚𝑠𝑢𝑛𝑘 < 𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒 (a greater negative
number), then 𝑚𝑠𝑢𝑛𝑘 = 𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒 . All other conditions see a zero mass sunk value and a zero rate of
reaction.

The flux is calculated by using Equation 3.14, which has the units s-1 (the same units used in Equa-
tion 3.1.

𝑆 = − 𝑚𝑠𝑢𝑛𝑘
𝑚𝑒𝑙 ⋅ 𝑡𝑖𝑛𝑐

(3.14)

The mass sunk, used in the sink term, is stored in a common block and exported to a text file (titled
MDconcentrationData.txt) at the end of the increment.

The heat conduction simulation begins reads JobStatusMD.txt to determine whether the mass diffusion
simulation has completed its increment, and MDconcentrationData.txt to read the temperature field.
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The mass sunk field is stored in a common block, marked by its increment number, element number,
and integration point.

DFLUX is then called by ABAQUS, along with the common blocks defined/updated in the UEXTER-
NALDB user-subroutine. Some of the initial constants are defined: number of elements, time increment
size, total number of increments, total material volume, material mass density, and reaction enthalpy.
The flux; the latter two defined using the data in Table 3.3 and Table 3.4. The heat flux, with units J/s,
is provided to DFLUX using Equation 3.15

𝑆 = 𝑚𝑠𝑢𝑛𝑘 ⋅ ℎ𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛
𝑡𝑖𝑛𝑐 ⋅ 𝑉𝑒𝑙

(3.15)

where ℎ𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 is the enthalpy of adsorption (taken from Table 3.4). The updated temperature field is
stored in a common block and exported to a text file (titled HCtemperatureData.txt) at the end of the
increment.

3.5.3. Resolved issues
To replicate the findings of the report, one must also consider the concessions made when resolving
common, yet significant, issues. These primary issues were: time step size, mesh refinement, choice
of user-subroutines, and method of coupling simulations.

Increment step size and mesh refinement
For a true staggered approach, the small time steps are used to ensure both simulations do not progress
too much without feeding and updating information to the other simulation. The aforementioned ma-
terials are estimated to take hours of reaction time, in order to sink a significant amount of CO2. This
requires relatively large time increment sizes, within the limit of mesh tolerance. During the course
of creating the simulations, the mesh had to be refined significantly to allow the solution to converge.
Large heat andmass fluxes led to heat flux residuals that did not meet the set solution criterion ABAQUS
set. By refining the mesh down to a mesh count of 300,000 - 500,000 elements, an increment size of
50 seconds could be achieved.

Choice of user-subroutines
ABAQUS has numerous user-subroutines available for heat transfer and mass diffusion simulations,
namely the following user-subroutines: DFLUX, HETVAL, and UMATHT. According to the ABAQUS
manual, ”DFLUX is can be used to define a nonuniform distributed flux as a function of position, time,
temperature, element number, integration point number, etc. in a heat transfer or mass diffusion anal-
ysis. DLUX will be called at each flux integration point for each element-based or surface-based (heat
transfer only) nonuniform distributed flux definition in the analysis, and uses the nodes as flux integra-
tion points for first-order heat transfer. This is the simplest form of adding a heat/mass source to an
object, in the form of a surface flux or a body flux (which was what was chosen for this simulation). This
heat flux is the thermal energy per unit time at the material point.

HETVAL was the obvious initial choice, ahead of DFLUX, due to its specialisation in internal heat
generation: ”HETVAL can be used to define a heat flux due to internal heat generation in a material,
for example, as might be associated with phase changes occurring during the solution”. Unlike DFLUX
however, HETVAL is not called at each element and therefore acts in unison for the entire material
body. In practice, HETVAL would not isolate regions of heat generation, but would instead apply an
average heat flux over the entire body. It is for this reason that HETVAL was not chosen.

UMATHT is one of the most powerful user-subroutines that ABAQUS offers, with flexibility to change ev-
ery body’s characteristics at each point. Like DFLUX, it is called at each element’s integration point. The
disdvantage of using UMATHT’s heat flux method is its effect on the solution. The heat flux UMATHT
is not the thermal energy per unit time at the material point (like DFLUX and HETVAL), but instead a
heat flux vector that must be further defined before being used as a sink term in the diffusion equation.
This inconvenience was the reason why UMATHT was not chosen.

Method of coupling simulations
ABAQUS stores solution data in the form of .odb and .fil files, the former used for data visualisation in
ABAQUS CAE and the latter written in binary text. ABAQUS provides the user with a subroutine named
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DBFILE to access the results database. It is conventionally used to track the solution and stop when a
certain criterion is met. For example, one can use DBFILE to read the results files and determine when
the average temperature of the material is above 500K. THe subroutines can then use this as a flag to
terminate the simulation.

The initial approach taken was to use DBFILE to view the results file of the other simulations, thereby
getting immediate access to the temperature fields, concentration fields, and other stored data. Despite
a lot of attempts to use this built-in method, ABAQUS was not designed to be used this way; when the
other simulation detected the opening and reading of its results file, it terminated the simulation as a
fail-safe to avoid memory leaks.

A ”brute-forced” method had to be used to transfer the necessary data from one simulation to an-
other. Ordinary text files (.txt) were used to store temperature field and mass sunk field of the latest
time increments. Only the latest increment was stored, overwriting the previous increments, due to the
size of the files that would result from the practice of storing all increments’ data. For most cases this
is the bottleneck that limits the speed of ABAQUS simulations, as reading and writing text files is a
relatively slow process.

Reading and writing data in text files
To be able to read the other simulation’s text file at the start of the increment (before DFLUX is called)
and write into a text file at the end of the increment (after DFLUX has completed) requires the use
of a user-subroutine UEXTERNALDB; ”It is called once each at the beginning of the analysis, at the
beginning of each increment, at the end of each increment, and at the end of the analysis”.
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Results

With the model built, simulations could run on the HPC clusters. This chapter outlines the mesh sensi-
tivity analysis, reaction calibration process, verification steps, the nature of simulations conducted and
their results, followed by the validation of data.

4.1. Reaction calibration process
As mentioned in subsection 3.4.4, the rates of reactions for MOF-5, UiO-66, and Zeolite-5A needed
to be found. This was done by comparing the model to experimental data, and matching them to
experimental data. The materials have been predominantly studied by material scientists for material
properties, thus conducting experiments on very small samples of the material; all three papers used
crystal forms of the material (2.35mm x 2.35mm).

4.1.1. MOF-5 calibration
The rate of reaction was calibrated using the data taken from Zhao et al.’s paper of MOF-5 [15]. As
seen in the Figure 4.1, the uptake mass fraction is a function of time, yet is also temperature dependent.

Figure 4.1: Experimental data of CO2 uptake for MOF-5 [15].

Figure 4.2 shows that the reaction ratio of 0.1 closest resembles the experimental data. Note that
the boundary conditions used in this paper were readily available, making the curve-fitting method
possible. The aim of the calibration is not to match the data exact data set, but to replicate the same
curve. Note that the maximum loading capacity is 0.44 kgCO2

/kgMOF-5. Thus the rate of reaction used
for MOF-5 is 0.044 kgCO2

/(kgMOF-5 s)

31



32 4. Results

Figure 4.2: The calibration of the rate of reaction (RoR) for MOF-5 using (orange) reaction ratio 1.0, (grey) reaction ratio 0.1.

4.1.2. UiO-66 calibration
In the same way, a paper by Zhuang et al. was used to calibrate the RoR for the UiO-66 material during
CO2 adsorption. The green line in Figure 4.3 was used for the comparative analysis.

Figure 4.3: Experimental data of CO2 uptake for UiO-66 [25]

Figure 4.4 shows that the reaction ratio of 0.2 closest resembles the curve found in experimental
data. Note that the boundary conditions used in this paper were not readily available, making the
curve-fitting method difficult. The aim of the calibration was to replicate the characteristics of the curve,
namely the flattened section between 80-150 seconds, before increasingly rapidly again to above 0.9
mass fraction. The ratios above 0.2 lead to faster initial spikes in CO2 uptake (such as the grey data
points) and smoother plateaus above 0.9 mass fraction. Ratios below 0.2 lead to very slow uptake
speeds that do not reach material saturation within 500 seconds. Note that the maximum loading
capacity is 0.11748 kgCO2

/kgUiO-66. Thus the rate of reaction used for UiO-66 is 0.0235 kgCO2
/(kgUiO-66

s)
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Figure 4.4: The calibration of the rate of reaction (RoR) for UiO-66 using (orange) reaction ratio 0.2, (grey) reaction ratio 0.85.

4.1.3. Zeolite-5A
Much like the first two materials, a paper by Sami et al. was used to calibrate the RoR for the Zeolite-5A
material during CO2 adsorption. The solid black line (labelled 1st ref BC) in Figure 4.5 was used for
the comparative analysis.

Figure 4.5: Experimental data of CO2 uptake for Zeolite-5A [26]

Figure 4.6 shows that the reaction ratio of 0.1 closest resembles the curve found in experimental
data. Note that the boundary conditions used in this paper were not readily available, making the
curve-fitting method difficult. The aim of the calibration was to replicate the characteristics of the curve,
namely the flattened section between 10-18 minutes, before increasingly rapidly again to above 0.9
mass fraction. The ratios above 0.2 lead to faster initial spikes in CO2 uptake (such as the grey data
points) and smoother plateaus above 0.9 mass fraction. Ratios below 0.2 lead to very slow uptake
speeds that do not reachmaterial saturation within 30minutes. Note that themaximum loading capacity
is 0.3 kgCO2

/kgZeolite-5A. Thus the rate of reaction used for UiO-66 is 0.03 kgCO2
/(kgZeolite-5A s)
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Figure 4.6: The calibration of the rate of reaction (RoR) for Zeolite-5A using (orange) reaction ratio 0.1, (grey) reaction ratio 0.9.

4.2. Verification
The verification of a model such as this, involves determining whether the model works as intended
to. Before one can produce results to validate and conclude, the verification process ensures that
the model works correctly based on the boundary conditions and material parameters that have been
provided to it. Furthermore, it is essential to verify the coupling process, where the reading and writing
of text files (in often non-fixed text formats) dictate the outcome of the simulation.

The first step is the zero-input verification. When zero mass is available at the material boundary,
or when the material’s temperature is at equilibrium (with no reactions taking place), the diffusion and
conduction simulations should see zero flux over every element in the material. This verification step
was done by forcing the flux values to be zero in the DFLUX user-subroutine, and changing the prede-
fined material fields to be 200K (same as ambient temperature) and 0.57 (same as the ambient CO2
concentration). After the simulation was run for a time increment size of one second, for a duration of
60 increments, the total internal flux at each time step was integrated in ABAQUS and was found to be
zero for each increment. This successfully completed the zero-input verification.

The second verification step was to see whether the coupling method worked as intended. This was
done by keeping one simulation fixed (e.g., constant temperature field gradient) and feeding the data
to the other simulation (i.e., the mass diffusion simulation). The simulation was run for just three incre-
ments during which the HCtemperatureData.txt was logged for the temperature field at each increment.
The mass diffusion equation was set up to print the temperature field (read from the HCtemperature-
Data.txt text file) onto another text file. Then the data was then confirmed to be correct in magnitude,
precision (number of values after the decimal point), and a real number (not a string). This completed
the coupling verification method.

The final verification step was to see if the DFLUX sub-routines were configured to react in the
correct way. The first step was to trigger pure diffusion/conduction in the simulations. By setting the
rate of reactions to zero, the amount of mass sunk (and therefore heat generated) would be zero after
calculations. This would lead to pure conduction at the boundary conditions, as well as un-modified CO2
diffusion. To verify the results of these simulations, two separate simulations were created on ABAQUS
CAE (uncoupled pure conduction/diffusion with no user-subroutines). The temperature gradient and
concentration gradient were then compared to the two separate simulations and were found to be equal.

The verification of the model, with non-zero values of flux in both simulations, was deemed trivial.
The method for which the sink term was derived in DFLUX was detailed in subsection 3.5.2. With only
ABAQUS’s implementation of the sink term yet to be verified in this study (ABAQUS has been verified
by Dassault Systèmes), the model was deemed as verified.
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4.3. Material analysis
With the model verified, the simulations could begin for Martian conquest. The first set of simula-
tions conducted were material-based analysis. A 2m x 0.5m 2D geometry was created, with insulated
(zero-gradient) boundary conditions on three of the four sides of the rectangular geometry (as seen in
Figure 4.7. The geometry had 40,000 quadrilateral elements, and ran for 500 increments (with a time
increment size of 50 seconds).

Figure 4.7: 2m x 0.5m bulk 2D shape used for quasi-1D mass sink simulations

The purpose was to run a quasi-1D mass diffusion simulation using each of the three materials
separately, to determine how effective the the material is at adsorbing Co2. The simulations are run
with a single concentration boundary condition normalised at 1.0 (at the left vertical boundary). All
three materials have different rates of reaction, loading capacity, and mass diffusivity. The average
sunk mass fraction (zero throughout the material at the start of the analysis) is averaged to determine
the efficiency of CO2 loading for each material.

Figure 4.8: The average mass fraction of bulk material during CO2 adsorption.

The results can be seen in Figure 4.8 and Figure 4.9. Figure 4.8 shows that while MOF-5 indeed
has the lowest mass diffusivity coefficient out of the three materials, UiO-66 has the highest by far. As
shown in Table 3.3, the difference in diffusivity is small and should not be the sole reason for the faster
saturation of UiO-66. The most important aspect in this case is the loading capacity. As mentioned
above in section 4.1, UiO-66 has the lowest loading capacity, requiring less Co2 to fully saturate the
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material.

Figure 4.9: The average temperature of bulk material during CO2 adsorption.

The differences in material properties are more prominent in Figure 4.9. Here, it is clear that the
Zeolite-5A outputs significantly higher thermal energy; the UiO-66 has the lowest average temperature.
As stated before, the MOF-5 and Zeolite-5A have almost triple to quadruple the loading capacity of UiO-
66, leading to a significantly larger amount of CO2 sunk by the material. MOF-5 and Zeolite-5A have
similar CO2 adsorption kinetics but have drastically different average temperatures; in fact, MOF-5 has
a higher enthalpy of adsorption. This can be explained by the higher material density in Zeolite-5A,
which is more than four times that of MOF-5. In addition to affecting the specific heat capacity, it results
in a significantly heavier bulk material. The loading capacity of Zeolite-5A is approximately 75% that of
MOF-5 (as seen in Table 3.3), but will therefore react with nearly three times the amount of CO2 than
MOF-5 does. It is for this reason that Zeolite-5A is seemingly the best option to use for Martian homes.

4.4. Proof of concept
The geometry analysis is the key to understanding the possibility of Martian applications. The mate-
rial is to act as the wall for stand-alone Martian structures that self-regulate the internal temperature
for humans within the Martian structures/buildings. The three materials will be tested with two???
geometries to determine whether adsorption is a viable option for Martian colonisation.

4.4.1. Geometries
There were two main geometries considered for the martian homes, a square-based and and circular-
based geometry. The geometry of the two homes can be summaries in Table 4.1.

Table 4.1: Dimensions of the Marian buildings that use adsorptive materials.

Shape Inner area dimensions [m] Inner temperature [K] Outer area dimensions [m] Outer temperature [K] Outer area CO2 concentration
Circular Radius = 2.5 291 Radius = 5.0 200 0.57
Square Square length = 4.43 291 Square length = 8.86 200 0.57

The visual depictions of the geometries can be seen in Figure 4.10 and Figure 4.11 below. Both ge-
ometries have approxmately 19.63m2 of inner liveable space and 58.90m2 of material (shaded grey in
the figures).
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Figure 4.10: The circular building geometry depicting only the adsorptive walls.

For simulation purposes, there were only locations to apply boundary conditions: the inner circle/square
and the outer circle/square. The inner boundary conditions reflect the living conditions humans will face
when residing in the buildings, namely a temperature boundary conditions of 291K (18 degrees celcius).
For the mass diffusion analysis this boundary was considered fully insulated, thereby not allowing any
CO2 to cross-over from the material to the room (or vice versa).

Figure 4.11: The aquare building geometry depicting only the adsorptive walls.

The outer boundary condition must reflect the ambient unforgiving Martian climate, namely a 144-200K
temperature boundary condition, and a CO2 concentration of 0.57. In this simulation the concentration
in not normalised, and is therefore the maximum mobile CO2 concentration allowed in the material.

The inner and outer boundary conditions were configured to be integrated surfaces with history
output tracking; the amount of heat entering/leaving the inner boundary (human home) can be mea-
sured and integrated, the amount of CO2 entering the material from the outer boundary can also be
measured.

4.4.2. Mesh sensitivity
When relying on simulations, it is vital to understand that the simulation output is a numerical solution;
this solution is simply the output result of the problem that posed by the user, and is defined by the
mesh and boundary conditions. Themesh is a finite spatial discretisation approximation of a continuous
material. The more refined the mesh is, and the more accurate the boundary conditions are, the closer
to the true material it will behave when the solutions has converged.

In reality, computational limitations mean that that extremely high refinement leads to long computa-
tional times and enormous data file sizes. In most cases, the marginal utility of further mesh refinement
diminishes, leaving it up to the user to approve the validity of the solution. This approval is done by
conducting mesh convergence. This is a sensitivity analysis done to determine at what level of mesh
refinement are the change in results of the model is relatively negligible.

There are two main ways a mesh is refined in finite element analysis: p-refinement and h-refinement
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(both seen in Figure 4.12. The p-refinement method refines the samemesh but ”increases the displace-
ment field accuracy in each element” [27]. It increases the degree of the highest complete polynomial
(hence called the p-refinement), but maintains the same number of total elements used in the mesh.

Figure 4.12: Difference between p-refinement (top) and h-refinement (bottom) [27].

The h-refinement method simply make the elements smaller, requiring a larger number of elements
in the mesh. The refinement is done by reducing the characteristic length (h) of each element (hence
called the h-refinement), dividing element into smaller versions of the same element, much like a tes-
sellation.The key aspect of h-refinement is that the new elements have the same shape as the previous
elements they were created from.

The h-refinement method was used due to its simplicity of application. The increase in accuracy for the
p-refinement method relies heavily on the increase in complexity of the governing shape functions. The
h-refinement is simply a geometric property that is refined using ABAQUS’s built-in meshing software.
The two geometries were used with MOF-5, enforced by the dimensions stated in Table 4.1. Quadri-
lateral elements were used, each with identical mesh parameters other than element characteristic
length.

The mesh refinement was done with eight different versions of the mesh, each with a different
number of elements: 65,025, 140,625, 267,289, 407,044, 549081, 692,224, 772,641. The goal is
measure the average temperature of the material after 35,000 seconds (with a time increment size of
175 seconds). Meshes coarser than 65,000 were not used, due to ABAQUS occasionally failing to
converge to a solution as all. The convergence criterion is to see less than 3% change in average
temperature values when compared to the previously meshes. The results can be seen in Figure 4.13
and Figure 4.14 below.
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Figure 4.13: Mesh sensitivity of circular walls with MOF-5.

Figure 4.14: Mesh sensitivity of square walls with MOF-5.

Themesh sensitivity analysis showed that the optimal amount elements were found to be approximately
500,000 elements, as it matched the 3% requirement.



40 4. Results

4.4.3. Circular house

All three materials showed net negative heat flux through the inner boundary (i.e., heat was lost in the
Martian home).

MOF-5

Figure 4.15 shows that the majority of heat generated by the adsorption process is released into the
ambient Martian atmosphere rather than into the room, almost an order of magnitude more. When the
two curves are integrated (area under the curve) and divided by the total simulation time, the thermal
power over both boundaries was found to be approximately -42kW/m and 350kW/m for inner and outer
boundaries respectively.

Figure 4.15: Total heat flux leaving the MOF-5 from the inner section, and leaving the material from the outer section (positive
values are exothermic).

The contours in Figure 4.16 and Figure 4.17 show the main reason why heat is being drained from
the room. The average temperatures reached 245K, and the average mass fraction of the 500,000+
elements were merely 0.258. Given that the room is 291K, this temperature is unsatisfactory. Fur-
thermore, the elements at the midsection-ring in Figure 4.17 are close to 200K (initial temperature).
Both heat and mass have not diffused through the material sufficiently quick enough to cause heat
generation near the inner boundary.
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Figure 4.16: Concentration of mobile CO2 in circular MOF-5 walls

Figure 4.17: Temperature of circular MOF-5 walls

The total thermal power generated by the chemical reaction was found to be approximately 86kW/m,
but this was not concentrated near the inner boundary and was thus lost to the environment.

UiO-66
Figure 4.18 shows negative heat flux at the inner boundary, thereby making the room colder. When the
two curves are integrated (area under the curve) and divided by the total simulation time, the thermal
power over both boundaries was found to be -49kW/m and 52kW/m for inner and outer boundaries
respectively.
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Figure 4.18: Total heat flux leaving UiO66 from the inner section, and leaving the material from the outer section (positive
values are exothermic).

The contours in Figure 4.19 and Figure 4.20 also show the main reason why heat is being drained
from the room despite over 111kW/m of power being generated by the adsorption reactions. The av-
erage temperatures reach only 218K, while the average mass fraction was 0.678. However, the low
loading capacity and higher thermal conductivity, as seen in Figure 4.9, are the reasons why the local
heat generation is promising, but continues to draw a lot of heat out of the room. As before, the ele-
ments at the midsection are close to 200K (initial temperature). Both heat and mass have not diffused
through the material sufficiently quick enough to cause heat generation near the inner boundary.

Figure 4.19: Concentration of mobile CO2 in circular UiO-66 walls
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Figure 4.20: Temperature of circular UiO-66 walls

Zeolite-5A
Figure 4.21 shows the heat loss the room sees yet again with this circular configuration. When the
two curves are integrated (area under the curve) and divided by the total simulation time, the thermal
power over both boundaries was found to be -63kW/m and 207kW/m for inner and outer boundaries
respectively.

Figure 4.21: Total heat flux leaving Zeolite from the inner section, and leaving the material from the outer section (positive
values are exothermic).

The contours in Figure 4.22 and Figure 4.23 also show the main reason why heat is being drained
from the room despite over 22W of power being generated by the adsorption process. The average
temperatures reaching 229K, while the average mass fraction of 0.374. Unlike early predictions of
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Zeolite-5A being the superior choice, seen in Figure 4.9, the Zeolite had the poorest performance
due to its low mass fraction and reaction enthalpy combination. The prominence of the mid-section
temperatures (close to 200K (initial temperature)) meant that the majority of heat was occurring at the
surface. Both heat and mass have not diffused through the material sufficiently quick enough to cause
heat generation near the inner boundary.

Figure 4.22: Concentration of mobile CO2 in circular Zeolite-5A walls

Figure 4.23: Temperature of circular Zeolite-5A walls

4.4.4. Square House
The square geometry showed the same issues the circular geometry had: heat loss from the room and
minimal reactions happening close the the inner boundary.
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MOF-5

Figure 4.24 shows that the majority of heat generated by the adsorption process is released into the
ambient Martian atmosphere rather than into the room. When the two curves are integrated (area under
the curve) and divided by the total simulation time, the thermal power over both boundaries was found
to be approximately -53kW/m and 441kW/m for inner and outer boundaries respectively.

Figure 4.24: Total heat flux leaving the MOF-5 from the inner section, and leaving the material from the outer section (positive
values are exothermic).

The contours in Figure 4.25 and Figure 4.26 show the main reason why heat is being drained
from the room despite over 118kW/m of power being generated by the adsorption process. Despite
the average temperatures reaching 257K, the average mass fraction was merely 0.359, albeit higher
than the circular geometry. Like the circular geometry, the midsection elements close to the inner
boundary are still at 200K (initial temperature). Both heat and mass have not diffused through the
material sufficiently quick enough to cause heat generation near the inner boundary.
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Figure 4.25: Concentration of mobile CO2 in square MOF-5 walls

Figure 4.26: Temperature of square MOF-5 walls

UiO-66

Figure 4.27 shows the infeasibility of the square geometry and UiO-66. When the two curves are
integrated (area under the curve) and divided by the total simulation time, the thermal power over
both boundaries was found to be approximately -63kW/m and 66kW/m for inner and outer boundaries
respectively.
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Figure 4.27: Total heat flux leaving the UiO66 from the inner section, and leaving the material from the outer section (positive
values are exothermic).

The contours in Figure 4.28 and Figure 4.29 show the main reason why heat is being drained from
the room despite over 130kW/m of power being generated by the adsorption process. The average
temperatures reach 221, while the average mass fraction was 0.797 (a significant increase from the
circular geometry). But once again, heat and CO2 have not sufficiently diffused through the material to
adsorb in sufficient amounts near the inner boundary.

Figure 4.28: Concentration of mobile CO2 in square UiO-66 walls
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Figure 4.29: Temperature of square UiO-66 walls

Zeolite
Figure 4.30 shows that Zeolite-5A in the square geometric configuration does not meet the requirements
needed to keep the room warm. When the two curves are integrated (area under the curve) and divided
by the total simulation time, the thermal power over both boundaries was found to be approximately
-80kW/m and 263kW/m for inner and outer boundaries respectively.

Figure 4.30: Total heat flux leaving the Zeolite-5A from the inner section, and leaving the material from the outer section
(positive values are exothermic).

The contours in Figure 4.31 and Figure 4.32 show the main reason why heat is being drained from
the room despite over 31kW/m of power being generated by the adsorption process. The average
temperatures reaching 239K, while the average mass fraction of was 0.511.
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Figure 4.31: Concentration of mobile CO2 in square Zeolite-5A walls

Figure 4.32: Temperature of square Zeolite-5A walls

4.4.5. Desorption
Desorption is the reverse process associated to adsorption. Heat from the ambient atmosphere is used
in the endothermic reaction to remove the CO2 from the material. The kinetics and reaction mechanism
was modelled in a similar way as the adsorption process (shown in Equation 3.13 and Equation 3.12):

𝑚𝑠𝑖𝑛𝑘𝑎𝑏𝑙𝑒 = −𝑛 ⋅ 𝜌 ⋅ 𝑉𝑒𝑙 ⋅ 𝐿 (4.1)

𝑚𝑠𝑢𝑛𝑘 = −𝑅 ⋅ 𝑛 ⋅ 𝑚𝑒𝑙 ⋅ 𝑡𝑖𝑛𝑐 (4.2)
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The differences between the adsoprtion and desorption calculations are the negative signs at the start of
the equations, and themass fraction 𝑛 (instead of (1−𝑛)). Both adsorption and desorption behave in the
same manner within the DFLUX subroutine, and are therefore the perfect mirror-images of each other.
The solution of desorption is driven by the temperature gradient and the CO2 concentration gradient,
in the same way the adsoprtion simulations are. In short, it was found that the desorption simulations
were reversed versions of the adsorption simulations seen above and did not provide any further insight
into the materials’ properties or their feasibility. An example of this can be seen in Figure 4.33.

Figure 4.33: Mass fraction of MOF-5 in a square geometry during adsoption (blue) and desorption (orange).

The desorption simulation was run with a starting mass fraction og 0.359 (identical to the mass frac-
tion of the forward adsorption reaction after 35000 seconds). The temperature difference between the
inner boundary and outer boundary was kept at 91K; 382K and 291K for the outer and inner boundary
respectively. The curves in Figure 4.33 show that the desorption of the material indeed happens in the
same manner for all time steps. After inverting the orange curve and comparing its data to the blue
curve, the average difference in mass fraction values were found to be approximately 0.00000147.

Furthermore, the desorption occurs during the day, when the temperatures reach approximately 293K
(the desired room temperature). During this period, thermal management is not necessary; the sole
objective is to remove all the bonded CO2 from the material, which happens at the same rate as the
adsorption reaction and diffusion. The 12 hour window of the desorption to take place is sufficient even
with slow mass diffusion coefficients.

4.5. Improving thermal performance
The learning experience from section 4.4 is that the CO2 diffuses and reacts for hours through the
material before getting close enough to supply heat the the Martian home. This means that despite
eventually potentially achieving a net zero heat loss to the environment (from the perspective of a
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Martian resident), heat is only conducted into the room after 10 hours of time, during which the room
had to experience a cooling effect.

One way to achieve this is to change material properties. An obvious solution would be to develop
a material like metal-organic frameworks (or zeolite) with lower thermal conductivity and higher mass
diffusivity. The results from section 4.4 showed the limitations of of the material, leading to a large
volume of space that cools down (due to the external environment) before more CO2 has permeated
and reacted in the material. One can see that UiO-66 and Zeolite-5A have slightly higher diffusion
coefficient, which leads to more rapid spikes in heat flow over the inner boundary (human living space).
Highermaterial densities and better diffusion coefficients are the changes that can bemade at amaterial
level.

Another way to boost thermal performance is by introducing a new entrance for the CO2 flow. This is
done by creating channels close to the inner boundary, thereby allowing the initial CO2 to diffuse and
react in close proximity to the inner boundary. This is also the initial source of thermal heat generation
that acts as a thermal buffer to the outer boundary temperatures. The duration for which the heat source
remains close to the inner wall is further amplified by the outer/middle section elements reacting and
conducting heat.

(a) Amended geometry of the square building with CO2 entrance slots (b) Amended geometry of the circular building with CO2 entrance slots

Figure 4.34: Adaptation of slotted design for CO2 introduction close to inner boundary.

As seen in Figure 4.34, the slots were introduced parallel to the inner boundaries, offering the largest
relevant surface area. Four slots were created, each with a cutout area of approximately 1.1m2. The
slots were left unconnected to allow heat and mass transfer between them; the inner rung of material
would not be isolated from the rest of the material. The boundary conditions along the 16 faces of the
slot geometries were identical to the outer boundary condition Table 4.1: 200K temperature boundary
condition and a CO2 concentration of 0.57kgCO2

/kgmaterial.

Furthermore, the largest source of heat loss was to the ambient environment through the outer
boundary. This could be mitigated by insulating the outer boundary, thereby only allowing the cold
CO2 to enter the material via the slots. This section will focus on four permutations of thermal redesign:
slotted square house, slotted circular house, slotted square house with insulated outer boundary, slotted
circular house with insulated outer boundary. As before, the other boundary conditions remain identical
to the ones stated in Table 4.1, with the exception of the two insulated iterations. Note that due to the
thermal advantage and low density, bulk MOF-5 was used for all four iterations.

4.5.1. Slot designs
With the slots added, the model could be run again, this time giving positive results. As seen in Fig-
ure 4.35, there is a period of time where heat is flowing from the walls to the room. The point at which
the sum (integral under the curve) is zero, is the break-even point for the design. In this case, this
occurs after 6.38 hours; it can be surmised that the material is capable of providing passive heating
solutions for over six hours.
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Figure 4.35: Total heat flux leaving the circular slotted geometry from the inner section, outer section, and slot boundaries
(positive values are exothermic).

The total heat flux over 35000s seconds for each boundary was -14kW/m, 351kW/m, 388kW/m for
inner boundary, outer boundary, and slots respectively. The average temperature reached 283K, with
an average mass sunk mass fraction of 0.61. The average temperature is certainly higher than the
original circle design, with credit going to 136% increase the mass sunk in the MOF-5. This can be
explained in Figure 4.36 and Figure 4.37 below, where the un-reacted portion of the material is a lot
smaller and further away from the inner boundary.

Figure 4.36: Concentration of mobile CO2 within circular slotted MOF-5 walls.
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Figure 4.37: Temperature of circular slotted MOF-5 walls

The slotted square design Figure 4.38 also had a period of time where heat flowed from the walls to
the room. The break-even point occurs after 6.42 hours; once again proving that the design can be
used for Martian thermal solutions.

Figure 4.38: Total heat flux leaving the square slotted geometry from the inner section, outer section, and slot boundaries
(positive values are exothermic).

The total heat flux over 35000s seconds for each boundary was -18kW/m, 441kW/m, 457kW/m for
inner boundary, outer boundary, and slots respectively. The average temperature reached 283K, with
an average mass sunk mass fraction of 0.62. The average temperature is certainly higher than the
original square design, with credit going to a 72% increase in the mass sunk in the MOF-5. This can
be observed in Figure 4.39 and Figure 4.40 below, where the un-reacted portion of the material is a lot
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smaller and further away from the inner boundary.

Figure 4.39: Concentration of mobile CO2 within square slotted MOF-5 walls.

Figure 4.40: Temperature of square slotted MOF-5 walls

4.5.2. Insulated slot designs
The same slot simulations were run, without the thermal and concentration boundary conditions. The
only source of CO2 are the slots, while the slots and inner boundary make up the temperature boundary
conditions. Once again, the designs produced positive results. As seen in Figure 4.41, there is a period
of time where heat is flowing from the walls to the room. The point at which the sum (integral under the
curve) is zero, is the break-even point for the design. In this case, this occurs after 6.38 hours; identical
to the original circular slot design.
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Figure 4.41: Total heat flux leaving the insulated circular slotted geometry from the inner section and slot boundaries (positive
values are exothermic).

The total heat flux over 35000s seconds for each boundary was -14kW/m and 388kW/m for inner
boundary and slots respectively; this is identical to the original non-insulated circular design. The
average temperature reached 241K, with an average mass sunk mass fraction of 0.32. These values
are much lower than the original non-insulated circular design, but seem to give the same thermal
performance to the Martian room users. This can only mean that the extra mass sunk and higher
average temperature occurs at the outer boundary; the insulated outer boundary prevents reactions
occurring at the edge of the boundary. Figure 4.42 and Figure 4.43 show that the inner contour regions
are almost identical to the non-insulated design, thereby showing that the heat and CO2 entering from
the outer boundary is is negligible.

Figure 4.42: Concentration of mobile CO2 within insulated circular slotted MOF-5 walls.
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Figure 4.43: Temperature of insulated circular slotted MOF-5 walls

As seen in Figure 4.41, there is a period of time where heat is flowing from the walls to the room. The
point at which the sum (integral under the curve) is zero, is the break-even point for the design. In this
case, this occurs after 6.42 hours; identical to the original square slot design.

Figure 4.44: Total heat flux leaving the insulated square slotted geometry from the inner section and slot boundaries (positive
values are exothermic).

The total heat flux over 35000s seconds for each boundary was -18kW/m and 457kW/m for inner
boundary and slots respectively; this is identical to the original non-insulated square design. The av-
erage temperature reached 234K, with an average mass sunk mass fraction of 0.27. These values
are much lower than the original non-insulated square design, but seem to give the same thermal per-
formance to the Martian room users. The extra mass sunk and higher average temperature occurs



4.5. Improving thermal performance 57

at the outer boundary; the insulated outer boundary prevents reactions occurring at the edge of the
boundary. Figure 4.45 and Figure 4.46 show that the inner contour regions are almost identical to the
non-insulated design, thereby showing that the heat and CO2 entering from the outer boundary is is
negligible.

Figure 4.45: Concentration of mobile CO2 within insulated square slotted MOF-5 walls.

Figure 4.46: Temperature of insulated square slotted MOF-5 walls

4.5.3. 24 hour cycle
The slots gave the inner boundary proximity to the reactions that were taking place in the material. The
real test of the material as an autonomous climate control solution is to simulate the material over a full
day. Much like Earth, a regular day on Mars is approximately 24 hours, but with an ambient temperature
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range of 200-293K. The lowest temperature periods are at midnight, with the highs at noon. The model
assumes a linear increase in temperature between the highs and lows. The results can be seen in
the figure below. The trigger temperature was at 245K, fixed as a material property, which occurred
approximately at the quarter day points (6 and 18 hrs).

Figure 4.47: Total heat flux leaving the insulated circular slotted geometry from the inner section (positive values are
exothermic).

Figure 4.48: Total heat flux leaving the circular slotted geometry from the inner section with concrete walls (positive values are
exothermic).

The total heat flux leaving the inner room (as seen in Figure 4.47) over the 24 hour period is approx-
imately -13kW/m. Concurrently, a Martian building built entirely with concrete saps over 528kW/m from
the Martian inner room. This value indicates that the MOF-5 eliminates the need of 97.6% of fuel other-
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wise needed to heat the Martian homes. Note that the thermal conductivity, specific heat capacity, and
density for the concrete walls were 2.25 W/(m K), 880 J/(kg K), and 2400 kg/m2. A home constructed
with pure MOF-5, which undergoes no adsoprtion reactions with CO2, sees a heat flux of -151kW/m.
This once again shows that the adorption reactions are vital to the Martian buildings, providing up to
91.4% of the energy needed to heat the Martian homes built with MOF-5.

Over the course of a day, the material only provides a positive heat flux into the room for the first 6.2
hours of the day. As seen in Figure 4.47, there are three spikes in heat flux. The first spike happens
at the beginning, when sufficient CO2 has permeated through the material and adsorb. Over time, the
rate of adsorption reduces as the CO2 takes a longer to permeate through the material to the outer
unreacted material regions.

The second spike (with a negative amplitude) occurs at approximately the six hour mark when the
trigger temperature is met. This is when the material no longer adsorbs CO2 and releases heat; the
material releases the stored/bonded CO2 in an endothermic reaction (heat is taken from the environ-
ment and the room). The material becomes extremely cold, while dispelling the CO2, thereby drawing
heat from the inner room. Once again, the heat flux plateaus between the second and third spike as
the material is slowly desorbed and CO2 is released to the ambient environment.

Finally the third spike at approximately the 18-hour mark is when the ambient temperature drops
below the trigger temperature and the adsorption process can begin again. Heat is released when CO2
reacts with the material. Note that the second and third spikes have a significantly steeper gradient
due to the availability of free mobile CO2 in the material.

Is is evident that MOF-5 is capable of supplying approximately 12.5 hours of heat to the room during the
day. Approximately 2-3 hours during the peak temperature (noon) requires no heating or cooling. This
leaves approximately 7.5 hours of temperature control that the MOF is unable to provide. The metal-
organic framework material relies too much on the bulk material regions closest to the inner room,
thereby negating the rest of the material’s contributions due to the slow mass diffusion coefficient.
A way to prevent the second large spike during desorption is to insulate (cut-off) the home from the
material during the desorption process. This means that the material would not be able to provide heat
to the room during the hours 6-10 and 14-18, but would be a viable solution for the rest of the hours in
the day.

4.6. Validation
Verification of the model was completed in section 4.2, to ensure that the model operates in the way it
was intended. However, the validation of the model is needed to assess the validity of the computation
done in the DFLUX subroutine, and the amount of heat generated by the model. The conventional
validation method is to compare the model with experimental data. This is particularly challenging due
to the lack of testing done for adsorption in bulk metal-organic framework materials. The few sources
available were used to calibrate the rate of reaction (as seen in section 4.1. A comparison between this
model and experimental data would therefore have to be done with any material that adsorbs a gas in
an exothermic reaction. The paper used for comparison was the experimental measurement of CO2
adsorption of MOF-74, written by Long et al. [28]. Much like the sources used for calibration, the rate
of uptake was used to confirm the validity of the results.

The model parameters are summarised in Table 4.2 below. The reference paper showcased the ex-
perimental data in the form of a CO2 uptake graph, which can be seen in Figure 4.49. Note that the
maximum mobile concentration was assumed to be 0.57 and the rate of reaction ratio was set to 0.2.
For validation purposes, the standard MOF-74 (the blue line (s)) was used.
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Table 4.2: MOF-74 material chanracteristics used for validation

Parameter Value Units
Material dimensions 0.00125 m

Mass density 1220 kg/m3

Mass diffusivity 0.0000127 m2/s
CO2 uptake 0.35 kgCO2

/kgmaterial
Thermal conductivity 0.143 W/(m K)
Adsorption enthalpy 7.72 x 105 J/kgCO2

Specific heat capacity 722 J/(kg K)
Temperature of MOF-74 298 K
Temperature of CO2 298 K

Maximum mobile concentration 0.57 kgCO2
/kgmaterial

Rate of reaction ratio 0.2 -m

Figure 4.49: CO2 uptake of MOF-74 crystals over a span of 150 seconds [28].

A square geometry of size 0.00125x0.00125m was created in ABAQUS and assigned the aforemen-
tioned material parameters. The temperature and concentration boundary conditions were applied
equally at all four edges of the geometry. The model was run for 150 seconds at a time increment of 3
seconds, after which the uptake results were plotted (as seen in Figure 4.50)
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Figure 4.50: CO2 uptake of MOF-74 crystals over a span of 150 seconds; (blue) reference paper valules, (orange) model
output.

The general shape of the curve is extremely similar, especially the transition region between 15-60
seconds. The average percentage difference between the reference values and the ABAQUS simula-
tions were 8.9%.The simulation accurately shows the uptake despite the enormous difference in spatial
dimensions, and is considered validated. The temperature of the material was not compared for two
reasons: lack of data in the research paper, and trivial calculations. The experimental values kept
the temperature controlled at 298K, which was enforced by the fluid entering the system. With such
small crystals, the heat was conducted out extremely quickly. Another reason why the temperature
fields were not inspected was due to the fact that the heat conduction simulation is derived from the
mass diffusion simulation. The mass diffusion simulation calculates the mass sunk, the sink term, the
mass fractions, and the rates of reaction; conversely, the heat conduction equation simply multiplies
the mass sunk with the enthalpy of reaction. It is for this reason that the validation process, using only
the CO2 uptake values, was chosen.

4.7. Current state and next steps
The three materials have the possibility to provide passive heating to Martian homes for just over six
hours during the night (approximately 12 hours during a full day); the materials show the potential to
be a long-term solution for Martian infrastructure, but require further design iterations. A large portion
of the material was left unreacted even after 35,000 seconds (over 9.72 hours). As a thermal battery,
this meant that only 25-70% of the battery was used to heat the room, leaving the rest of the battery
as surplus. This is the primary issue with the current design, and is prevalent even with the slotted
iterations made.

4.7.1. Material modifications
The materials used, while promising, were the primary cause of inefficient thermal storage. The ther-
mal storage of the material can be enhanced by changing the thermal conductivity and mass diffusivity
coefficients. High thermal conductivity was initially sought after, for its ability to distribute heat effec-
tively. This is less important when coupled with a mass diffusion simulation, as the driving forces for
heat conduction are the chemical reactions that take place after mass has diffused through the mate-
rial. On the contrary, it was found that the heat conduction was occurring too quickly, allowing the heat
generated by the reactions to be cooled by the environment before more CO2 has diffused to the site.
It is for this reason that lowering the thermal conductivity a couple orders of magnitude (taking it closer
to the value of the mass diffusion equation) would prolong the heat flow into the room before being lost
to the environment.

Mass diffusivity plays an enormous role in the loading of the material. As seen in all simulations (un-
modified, slots, and insulated) the middle section of the walls all had very low temperature and mass
concentration. This is because the CO2 permeated through the materials too slowly, thereby reacting
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with the material regions closest to the boundaries. The current mass diffusivities are in the range
of 1.1-1.7x10-5 m2/s; with the material area used in the designs and a single slot CO2 source, it could
theoretically take 1400 hours for mass to diffuse to every single part of the material. Lowering the mass
diffusivity by an order of magnitude would help with hastening the speed of reactions and loading of
the material.

Further research into material degradation is key to deciding the efficacy of metal-organic framework
materials in Mars. As previously mentioned, MOF-5 has perfect reversible reactions, which acts like
a virgin material after each sorption cycle. Degradation was investigated over 10-209 cycles in most
academic sources; with he material requiring hundreds of cycles per year, degradation analysis (and
thermal fatigue analysis) are necessary.

In addition to thermal and chemical degradation occurring due to the sorption reactions, the ma-
terial must also be tested for solar radiation degradation. The Martian atmospheric is significantly
weaker than Earth’s, leading to significantly more ionising radiation and cosmic radiation observed on
the planet’s surface. Aside from the lack of oxygen and cold temperatures, this is one of the key chal-
lenges humans face on Mars. The radiation could potentially interfere with the chemical reaction and
degrade the material, thereby limiting the reversible nature of the sorption reactions.

4.7.2. Geometric modifications
Geometry modifications showed the most promise, after applying slots near the inner boundary, for
extracting the full material potential. Further geometric modifications, such as slotted channels in the
midsection (like radiator fins) could help increase the uptake of CO2 of the material. Another geo-
metric modification would be to fully insulate the outer boundary and reduce the thickness of the wall,
thereby eliminating the surplus of unused material. This would not lead to a longer heating duration,
like the other proposed modifications, but eliminates redundant weight (an important factor to consider
for Martian expeditions).

4.7.3. Advanced boundary conditions
The current boundary conditions for the living spaces in the building are constant temperature boundary
conditions. This boundary condition ensures a constant temperature of 291K in the room, regardless
of the heat flux entering or leaving the system. The results evaluated the cumulative heat flux entering
the system. For the scope of this thesis, the constant temperature boundary condition was sufficient.

A variable temperature boundary condition at the inner boundary would add to the accuracy of the
model. As of now, the model assumes an infinitely large ”reservoir” of air within the room to keep the
temperature at 291K at all times. Having a convective boundary condition at the wall, with a variable
inner room temperature, would help create a more accurate representation of the living conditions of
Martian humans. This would involve having a coupled computational fluid dynamic simulation that
assesses the heat transfer phenomenon between the walls/radiator and the air in the room.

4.7.4. System modification
Insulated boundaries
In addition to insulating certain boundaries, adding more active control over the system can greatly
enhance the performance of the material. This thesis investigated the passive uptake of CO2 due to
the scarcity of technology and humans on Mars; a low-maintenance system with next to zero moving
parts, leads to fewer points of failure. Nevertheless, actively controlled sub-systems can expand on
the efficiencies of the material.

The first type of sub-system would be a sealant. After the desorption of the material during the day,
the material must stay pristine and unloaded until the heating process needs to begin. For this paper,
a simple trigger temperature was used to signify the turning of day to night. However in reality, its an
equilibrium reaction; there will be a small about of CO2 that might still be reacting at the inlet boundary
regions. This is when a sealant in needed, to prevent CO2 from entering the material until the heating
process is required again.

Forced CO2 transfer
A fluid pump is another sub-system that would benefit the materials. If the material properties cannot
be changed, then having a fluid pump to force CO2 diffusion through the material using a pressure
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gradient, would accelerate the loading of the material. This is especially useful when a sudden burst
of heating is needed, requiring a much faster heating response time from the material.

This would have to be coupled to a heat exchanger, the third kind of sub-system. The CO2 that
flows through the material due to the pump would be in surplus to the amount of CO2 the material is
capable of adsorbing. The mobile CO2 would also get heated by the material while it flows out of the
system, thereby removing more thermal energy from the material. A heat exchanger would recover the
heat lost of the fluid and use it for the Martian home.

Alternative use: boiler
The MOF is currently used as a construction material and as a passive heating solution for the Martian
buildings. The effects of the reactions in the MOF are directly felt by the residents in the house because
of how close to the MOF the people actually are. Another way the MOFmaterial can be used for Martian
building heating solutions is as a boiler. In most Dutch homes, the boiler used for central heating heats
the heat transfer fluid (i.e., water). The water is heated by burning natural gas (the most common
method) or using electricity, while the heat is transferred from the water to the household via radiators.

The water-radiator process can remain unchanged on Mars, but the boiler can be replaced by
MOFs. This process allows the MOF to directly transfer the heat to the water, but prevents the heat to
be radiated from the walls (an unpleasant user experience). Furthermore, the central heating system
can facilitate two ”boilers” in one large loop. During the 12-15 hours for which the MOF material can
sufficiently provide heat, the second traditional boiler can be turned off and disconnected from the line.
During the other others hours when the MOF cannot be the sole heating solution (e.g., during the MOF
desorption period), the MOF can be disconnected from the heating line and the traditional boiler can
provide consistent heating to the building.

This involves the MOF used in a thermal battery capacity rather than an all-in-one heating solution.
At peak charge (i.e., a material with no CO2 bonded), the MOF can be relied upon to provide thermal
energy to the Martian households. During the re-charging process (i.e., desorption of the CO2 from the
material), the MOF must be disconnected from the home. Much like an empty powerbank, it must be
disconnected from the device it is charging, otherwise it would lead to a charge drain from the electrical
devices. A method to couple and decouple the MOF from the central heating loop is key to making the
MOF work as a thermal battery/boiler.





5
Conclusion

Energy scarcity is not just a future possibility on Earth, but a likely possibility in the near future during
inter-planetary travel/colonisation. The idea of space colonisation is currently infeasible due to a variety
of reasons, one of them being a stable source of energy. Thermal energy storage is a material-based
storage mechanism that stores energy intrinsically. Conventional storage methods (i.e. batteries) are
expensive to manufacture, have low efficiencies, and are difficult to transport. Batteries are not likely
the sole solution to the global energy demand, due to their use of rare earth metals and toxicity. Thus,
the need for diversifying energy storage methods is so important. Thermal energy storage offers the
possibility of controlling internal environments, without the use of conventional fuels, which is a neces-
sary step towards colonising/inhabiting Mars to some extent.

The adsorption processes used by metal-organic framework materials (and zeolite) are reversible
chemical reactions. The materials have have high thermal storage density, but cannot be used right
out of the box as building material. Three materials were investigated (MOF-5, UiO-66, and Zeolite-
5A), each with their own unique material properties and adsorption kinetics. An ABAQUS model was
created, using two parallel ABAQUS simulations, to simulate the adsorption characteristics at a macro-
scale. This model explored the feasibility of using metal-organ framework materials as bulk wall mate-
rial. Each of the two parallel simulations had individually operating user-subroutines that amended the
governing diffusion/conduction equations and customised the solution accordingly. The simulations
stored the temperature and mass fraction fields respectively, thereby allowing the other simulation to
cross-read data between simulations.

The materials themselves had imperfect characteristics, namely the thermal conductivity and the
mass diffusivity. Unaltered metal-organic framework materials in the wall are all but entirely wasted and
do not offer a heating solution to the Martian buildings. After making some geometric enhancements,
such as adding inlet slots near the centre of the material, the material was able to provide 12-15 hours
of required heat as the sole thermal energy provider of the Martian building. Previously developed
models used active solutions to maximise the amount of CO2 stored in the material, which makes
this research unique in its passive process. When compared to an equivalent building made out of
conventional construction concrete and un-reactive MOF-5 (both needed external heat sources), the
reactive MOF-5 walls supplied approximately 97.6% and 91.4% of the necessary thermal energy to
the home respectively. Despite not entirely achieving the goal of creating a singular passive thermal
control material solution for Martian buildings, MOF-5 is able to reduce the required energy significantly.
It opens up the possibilities for potentially using metal-organic framework materials in buildings on Earth
to aid in the global energy crisis and emissions crisis.

The future of Martian thermal management must continue to look at metal-organic framework materials
if Martian colonisation is to be a realistic goal. The biggest obstacle is the synthesis of the material
and transportation to Mars, which would also be an issue for conventional fossil fuel solutions. The
passive thermal management is the key to the technology being viable, which is what this report has
deemed largely possible. Further uses of metal-organic frmework materials could be to store fuels
(such as hydrogen or methane) via the adsorption process, while transported to Mars, and then used
as a thermal battery once the fuels have been unloaded in Mars. Chemical sorption reactions have
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the possibility to make real waves in the world of sustainable energy, and metal-organic framework
materials could be the forerunners in the global development drive.
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