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Abstract

We present Spar, a programming language for semi-automatic parallel programming, in particular for the programming of array-based applications. The language has been designed as part of the Automap project, in which a compiler and run-time system are being developed for distributed-memory systems. As suggested by its name, Automap aims at completely automatic code and data mapping at either compile-time or run-time. This relieves the programmer of a difficult task, and makes Spar programs completely portable.

Apart from a few minor modifications, Spar is a superset of Java. This provides Spar with a modern, solid, language as basis, and makes Spar more accessible. Spar extends Java with constructs for parallel programming, extensive support for array manipulation, and a number of other powerful language extensions.

1 Introduction

Although parallel computers are well-established, they have never become very popular. An important reason for this is that they are considerably more difficult to program than sequential computers. Therefore, parallel computers are currently only used for applications where the large additional effort and expense can be justified. There is an important class of applications, however, where the use of a parallel computer could also be justified, if only programming such a computer would be simpler. This means that the programmer should be provided with a programming language and compiler that supports automatic or semi-automatic parallelization. This is likely to incur some cost, in the same way that high-level languages incur some cost compared to hand-written assembly programs, but this is often an acceptable tradeoff for the shorter program development time. An advantage of semi-automatic parallelization is that it is more likely to be portable, since the details of program optimization for a given machine can be handled by the compiler. Again, there is a clear analogy with high-level programming languages.

Obviously, fully automatic parallelization is the most convenient solution, so the sequential programming model would be the most attractive [1, 27]. However, the nature of the data dependencies associated with most sequential programs still prohibits fully automatic parallelization. Moreover, a sequential program is often overspecified, since dependencies can be created that are not essential to the problem.

At the other extreme, the explicit parallelism in languages like Occam [18], CC++ [5], and Java [13]; and communication libraries like MPI [21, 4], guarantees that the parallelism in the program is exposed, but there is a severe risk of introducing unintended non-determinism and non-portability, since the code and data mappings are specified by the user.

A compromise was found in data parallel languages [15, 16], where the user only has to provide mapping annotations, but in practice this still means that the user must have detailed understanding of the complex interplay between program and target machine. Although highly efficient code can be generated [7, 24], the limited expressiveness of the data parallel model has already led to a number of extensions to include more explicit parallelism [6, 14, 11].

Within the Automap project [25] another compromise is sought. Using parallel constructs, the user divides the program into a number of medium-grain tasks, and the compiler will automatically map the code and data onto a distributed-memory system. The program is still highly portable, yet
the performance of the resulting code will be high. To simplify the cost estimation and scheduling mechanisms required for automatic mapping, the Automap project currently restricts programs to a class conforming to the SPC [22] (Series-Parallel Contention) programming model. Clearly, there will be loss of parallelism due to this restriction, but this has been conjectured to be small. Compelling evidence in support of this claim is provided in [10]. Nevertheless, future versions of the Spar compiler may lift this restriction.

To support the SPC programming model, Spar provides the foreach loop construct, that specifies that the iteration order is immaterial. After some analysis, the compiler can transform most foreach loops into explicit parallel loops in SPC form. This intermediate form is then used for automatic task mapping. The same loop construct has been proposed by Wolfe [26].

The language constructs that we need for the Automap project could be embedded in many languages. Although we have considered ‘established’ languages such as Fortran, C, and C++, most of them would require too much implementation effort, or would not easily lend themselves to extension. An alternative, a newly defined language, would not be attractive to potential users, and would require considerable language design effort. We finally decided on Java as the core language, since it is relatively easy to implement and extend. The suitability of Java as a (core) language for scientific computation has received growing attention recently [12]. Our first intention was to use Java only as the starting point, to modify the language to support the constructs that we would need, and leave out the constructs that could not be supported. During the design it has become clear that our constructs could be added without changing Java, and that we could support almost all of Java. As a result, Spar is a superset of Java, apart from a few minor modifications. Interestingly, in [19] a similar history is sketched. For the moment, Spar does not support Java threads, since these do not fit in the SPC form that we currently support.

The parallel language extensions of Spar are determined by the needs of the Automap project, and by the desire to make the formulation of parallel programs as reliable as possible. The array manipulation constructs are inspired by Fortran 90 [17] and Booster [20]. Spar macros and parameterized classes (see Sections 2.7 and 2.4) are inspired by functional or other non-imperative languages, by the language theory of Boute [2] and by the FORFUN project [23]. Spar is not the first language to add parameterized types to Java; for example, in Pizza [19] parametric polymorphism, higher-order functions, and algebraic types are added to Java. Parametric types are also mentioned in [13], although no details are given.

The paper is organized as follows. In Section 2 we present the Spar programming language as far as the extensions to Java are concerned. Due to space limitations we can not include a program to demonstrate the language features. Instead, we demonstrate the use of all new language constructs in small program fragments. We briefly describe the compilation of Spar in Section 3. In Section 4 we draw some conclusions.

2 The Spar programming language

Since most of the language constructs are inherited from Java, only the extensions and the (rare) modifications are described.

Obviously, Spar provides extensions to support parallel programming, in the form of the each and foreach language constructs.

Since Spar is designed to support array-based computations, it has more extensive support for arrays than Java. Spar generalizes Java arrays to multi-dimensional arrays that can be grown and shrunk during their life-time. Array elements can be manipulated in the large with array statements.

Another important goal in the development of Spar was to provide support for sparse matrices. Since there are more sparse matrix representations that can be reasonably incorporated in any programming language, no attempt has been made to support sparse matrices directly. Instead, the language allows easy definition of new matrix representations. In particular, any class that implements the Array interface enjoys the same privileged notation as ordinary arrays.
2.1 Parallel programming

Even if we restrict ourselves to the SPC programming model, there is a range of possible language constructs to express parallelism. They mainly differ in the tradeoff between ease of use for the programmer and ease of use for the compiler.

At one extreme there are constructs with clear semantics and which are deterministic in the sense that parallel or sequential execution yields the same results. An example is the forall construct of HPF, which can have array statements in its loop body. In Decherin et al. [8] it is shown how this construct can be generalized to cover arbitrary loop bodies. The main problem in such a general construct is that it heavily relies on copy-in/copy-out semantics. In practice this sometimes leads to unexpected behavior.

At the other extreme there are explicitly parallel loops, e.g. HPF DO loops that are annotated as independent, or the parfor of CC++; which specify that the iterations can be executed in parallel with no consideration for the interactions. This does not require any analysis by the compiler, but the construct has inconvenient semantics for programmer, because parallel and sequential execution may yield surprisingly different results.

In Spar we provide the foreach construct, which specifies that the iterations can be executed in arbitrary order, but that each iteration is to be executed sequentially. This model is fairly easy to understand for the programmer, and requires less complicated analysis by the compiler than analyzing strict sequential for loops. In principle the semantics are the same for sequential or parallel execution. Moreover, reduction operations can be formulated quite elegantly, which is not possible with the forall or with explicitly parallel loops.

2.1.1 The each statement

Given a block such as:

each {
    s1;
    s2;
}

The statements s1 and s2 are executed in arbitrary order. It is guaranteed, even for compound statements, that every statement is executed as one state transition.

Thus, the compiler will choose one of the execution orders "s1; s2;", or "s2; s1;", even if the statements are compound.

2.1.2 The foreach statement

The foreach statement is a parameterized version of the each statement of the previous section. For example,

```c
foreach( i=0:n ){
    a[i].init();
}
```

invokes the init method of n members of array a. As for the each statement, it is guaranteed that every iteration instance of a foreach statement is executed as one state transition. Thus, an iteration can only influence other iterations when it has been completed.

To allow easier analysis, the foreach has a range syntax rather than the traditional while-like syntax of the for statement of Java. For reasons of orthogonality Spar also allows the range syntax in the for statement, and the while-like syntax in the foreach statement.

The foreach range can also be described as a vector range (see Section 2.3 for an explanation of vectors). For example, a two-dimensional array b would be initialized completely by:

```c
foreach( i=[0,0]:getSize( b ) ){
    (b i).init();
}
```
As a further refinement, the range syntax allows masks. For example, if we wanted to initialize only the non-null elements of an array of objects, we could write:

```java
foreach( i=[0,0]:getSize( b ), b i != null ){
    (b i).init();
}
```

### 2.2 Basic language constructs

`Spar` supports all the primitive types of Java (`int`, `float`, etc.). It also supports the new primitive type `complex`, since complex numbers are important in many numerical programs.

### 2.3 Vectors

`Spar` has extensive support for arrays, but this support is designed for bulk operations on variable-length arrays. There are circumstances where a more light-weight construct is appropriate. For this reason `Spar` provides vectors. Vectors are important as indices into multi-dimensional arrays, in particular in the parameterized classes that implement custom array representations.

A vector type is written as the name of an element type, followed by a Cartesian exponentiation operator ("^"), followed by a constant expression. For example, the following are valid vector declarations:

```java
int^3 x;
double^2 y;
```

Like primitive types, vectors do not have to be created explicitly, and like primitive types, they are passed by value. A vector of length 1 is *not* the same as its element.

Provided that the operations are defined on the elements, `Spar` allows vector assignment, equality comparison, addition, subtraction, and multiplication. Vector expressions can be written as a list of values surrounded by square brackets. The code below demonstrates most of these operations.

```java
int^3 x;
x[0] = 1;    // Fill elements of the vector
x[1] = 2;
x[3] = 3;
x = [1,2,3];  // This is equivalent to the above
int^3 y = x; // Declaration with initialization
y += [1,0,0]; // Vector addition
y = y-x;     // Vector subtraction
y *= 2;      // Element-wise multiplication
```

### 2.4 Class objects

`Spar` generalizes Java classes by allowing parameterization. For example, the Java tutorial [3] shows a stack class that can hold elements of arbitrary type. If we wanted to restrict the stack to elements of a given type, we could implement a separate class for each type, but it is much more useful to implement a generic, parameterized, stack. In `Spar` this is possible as follows:

```java
class TypedStack( type t ) {
    static final int STACK_EMPTY = -1;
    t[] stackelements;
    int topelement = STACK_EMPTY;

    void push( t e ){
        stackelements[++topelement] = e;
    }
}
t pop() {
    return stackelements[topelement--];
}

boolean isEmpty(){
    return (topelement == STACK_EMPTY);
}
}

An instance of this class could be used as follows:

TypedStack(char) s = new TypedStack(char());
s.push('a');
s.push('b');
char c = s.pop();

Parameterization is not restricted to type parameters. In Spar, parameterized classes are always expanded at compile-time.

2.5 Interfaces

Just like classes, Spar interfaces can be parameterized:

interface Collection(type t){
    void add(t obj);
    void delete(t obj);
    t find(t obj);
    int currentCount();
}

A class can inherit this interface as follows:

Class Bag(type t) implements Collection(t) {
    . . .
};

An important use of parameterized interfaces is the Array interface, see Section 2.6.5.

2.6 Arrays

2.6.1 Array types

An array type is written as the name of an element type, followed by a number of abstract shape specifications. For example:

int[*] v;          // A 1-dimensional array
int[*,*] A;        // A 2-dimensional array

For compatibility with Java, Spar also allows Java-style declarations of one-dimensional arrays:

int[] a;           // A 1-dimensional array

This is a special case.

Here are some examples of declarations of array variables that create array objects:

int a[*] = new int[4];
short b[*,*] = new short[6,8];
int sq[*] = { 1, 4, 9, 16, 25, 36 };
real ident[*,*] = {{1,0,0}, {0,1,0}, {0,0,1}};
real vv[*][*] = {{1,0,0}, {0,1,0}, {0,0,1}};
String[] aos = { "array", "of", "string" };
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Note that \texttt{ident} and \texttt{vv} have the same initialization expression, but they are \textit{not} equivalent. The first is a two-dimensional array, the second is a one-dimensional array of one-dimensional arrays.

A component of an array is accessed by an expression that consists of an array reference followed by an \texttt{int} vector expression, as in: \texttt{A[i, j]}. All arrays start at element 0. A one-dimensional array with length \( n \) can be indexed by the integers 0 to \( n - 1 \).

For example, the following assigns 2 to array element \([2, 3]\) of array \( A \).

\begin{verbatim}
int[*, *] A = new int[9, 9]; // A 2-dim array
A[2, 3] = 2; // An array access
\end{verbatim}

This looks very similar to array access in other languages, but in the case of Spar this is a special case of a more general access construct, where arbitrary vector expressions can be used to access an array. Since any vector expression can be used, very powerful access expressions are possible. This is demonstrated in the following code:

\begin{verbatim}
int[*, *] A = new int[9, 9]; // A 2-dim array
int^2 v = [1, 1]; // A vector of 2 elements.
A v = 3; // A[1, 1] = 3
A 3*v = 4; // A[3, 3] = 4
\end{verbatim}

As much as possible, array accesses are checked for bounds violations at compile time. If the array access cannot be checked at compile time, an index that is out of bounds causes an \texttt{IndexOutOfBoundsException} to be thrown.

### 2.6.2 Elastic arrays

Spar arrays that implement the \texttt{ElasticArray} interface can be grown and shrunk during their lifetime. For every array an \texttt{int} vector is maintained that contains the current size of the array in each of its dimensions, and an \texttt{int} is maintained that contains the room of the array: the current number of elements in the memory block of the array. Obviously, the room of an array is always large enough to hold the current array.

The size vector of an array is available through the method \texttt{getSize}, and can be set through the method \texttt{setSize}. The latter causes the array to grow or shrink; the room of the array will be enlarged if necessary.

The room of an array is available through the method \texttt{getRoom}, and can be set through the methods \texttt{setRoom} and \texttt{fitRoom}. The method \texttt{setRoom} will force the array to be grown to at least the given room or volume; it will never shrink the room. The method \texttt{fitRoom} reduces the room of the array to the current size of the array. At any time, even immediately after an invocation of \texttt{fitRoom}, the actual room of the array may be larger than requested.

### 2.6.3 Array expressions

An array expression is a shorthand notation for the construction of a (partial) copy of an array. For example, the following code will first construct an array \( a \), and then construct a copy of the first row of \( a \), and assign it to \( v \).

\begin{verbatim}
int[*, *] a = {{0, 1, 2}, {3, 4, 5}, {6, 7, 8}};
int[*] v = a[0, 0:a.getSize() [1]];
\end{verbatim}

Note that \( v \) is a \texttt{copy}, so subsequent assignments to elements of \( v \) are not visible in \( a \). Contrary to array range notations in many other languages, the top of the specified range is the first element \textit{not} to be included.

The usual range shorthands apply: if no start of the range is given, 0 is assumed, and if no end of the range is given, the size in that dimension is assumed. Thus the declaration of \( v \) in the previous code fragment could be written as:

\begin{verbatim}
int[*] v = a[0,:];
\end{verbatim}
2.6.4 Array statements

Array statements are a shorthand notation for a foreach statement that is executed for all elements of a selected range. For example, the code fragment

```java
Block[*,*] a = new Block[5,7];
a[;,:].init();
```

will invoke the method init on all elements of Block array a. Since this is equivalent to a foreach statement, the init method of each of the array elements is not invoked in a prescribed order.

Similarly, array assignments are a shorthand for repeated assignments. For example:

```java
int[*,*] a = new int[5,7];
a[;,:] = 0;
```

will zero the entire array a.

The expression at the right-hand side of the assignment will be evaluated only once. Thus,

```java
int ix = 0;
int[*,*] a = new int[5,7];
a[;,:] = ix++;
```

will again zero the entire array a, and will leave ix with the value 1.

Last but not least, array assignments may contain an array at the right-hand side, instead of a single element. In that case every iteration of the foreach will use the implicit iteration vector as index for every assignment.

For example:

```java
int[*,*] a = new int[5,7];
int[*,*] b = new int a.getSize();
b[;,:] = 1;
a[;,:] = b[;,:];
```

will copy b into a. The last statement could also be written as:

```java
a[;,:] = b[;,:];
```

but a naive compiler would first create a copy of b, and leave it for the garbage collector.

Array statements never change the size of the array they work on. Any access that is out of bounds is detected at compile-time or run-time, and causes an error message or an IndexOutOfBoundsException exception.

2.6.5 The Array and ElasticArray interfaces

To support sparse matrices and other alternative matrix implementations, Spar allows any class that implements the Array interface to use the array access syntax.

The Array interface is defined as follows:

```java
interface Array( type t, int n )
{
    tgetElement( int`n index )
        throws IndexOutOfBoundsException;
    void storeElement( int`n index, t elm )
        throws IndexOutOfBoundsException, 
            ArrayStoreException;
    int`n getSize();
}
```
If a class wants to allow growing and shrinking of its arrays, it should implement the `ElasticArray` interface:

```java
interface ElasticArray ( type t, int n )
    extends Array ( t, n )
{
    void setSize ( int n sz )
        throws NegativeArraySizeException;
    int getRoom();
    void setRoom ( int rm );
    void setRoom ( int n rm );
    void fitRoom();
}
```

For example, the following class defines a ‘view’ on the diagonal of a two-dimensional array:

```java
class DiagonalView ( type t ) implements Array ( t, 1 )
{
    Array ( t, 2 ) ref;
    DiagonalView ( Array ( t, 2 ) a ) { ref = a; }
    tgetElement ( int n ix ) {
        return ref [ ix [ 0 ], ix [ 0 ] ];
    }
    void storeElement ( int n ix, t elm ) {
        ref [ ix [ 0 ], ix [ 0 ] ] = elm;
    }
    int n getSize () {
        int n dims = ref getSize ();
        return [ Math.min ( dims [ 0 ], dims [ 1 ] ) ];
    }
}
```

This class can now be used as follows:

```java
int [*,*] a = new double [5, 5];
DiagonalView ( double ) v = DiagonalView ( a );
a [:,] = 0;
v [:] = 1;
```

This will construct and fill ‘a’ with the identity matrix (1 on the diagonal, 0 elsewhere).

As another example, the following class implements a transpose view on an array of arbitrary size.

```java
class TransposeView ( type t, int n )
    implements Array ( t, n )
{
    Array ( t, n ) ref;
    TransposeView ( Array ( t, n ) a ) { ref = a; }
    tgetElement ( int n ix ) {
        return ref revVector ( n, ix );
    }
    void storeElement ( int n ix, t elm ) {
        ref revVector ( n, ix ) = elm;
    }
    int n getSize (){
        return revVector ( n, ref getSize () );
    }
}
```
static int n revVector( int n, int n v ){
    int ix;
    int n res;

    for( ix=0; ix<n; ix++ ){
        res[(n-ix)-1] = v[ix];
    }
    return res;
}

Note that this class even works for 0-dimensional and 1-dimensional arrays. Also note that since this class allows a view on an arbitrary Array class it is possible to compose views. This is demonstrated below, where two transpose views are composed.

This could be used as follows:

int[*,*] a = new double[5,5];
TransposeView(double) v = TransposeView( a );
TransposeView(double) w = TransposeView( v );
a[*,*] = 0;
v[*,0] = 1;
w[*,0] = 2;

This results in a matrix ‘a’ where all elements are set to 0, except that the first column (apart from a[0,0]) is set to 1 through the transpose view ‘v’ on ‘a’, and the first row is set to 2 through the transpose view ‘w’ on ‘v’. Note that since ‘w’ is a transpose view on a transpose view, it is in effect an identity view.

2.7 Macros

Spar provides macros for two different reasons: (a) to allow the abstraction of simple constructs without paying the cost of a function call, and (b) to allow type abstraction, so that part of the functionality of C++ templates can be provided.

A macro is similar to an ordinary class, method, or constructor, but it is declared to be a macro with the macro keyword. For example:

class Stats {
    long sum;
    int n;

    macro Stats() { sum = 0; n = 0; }
    macro void update( int val ) {
        n++;
        sum += val;
    }
    macro float average() {
        return ((float) val)/((float) n);
    }
}

Macro methods are very similar to ordinary methods, but the compiler is required to expand them at compile time. Moreover, macro methods can have type parameters, which is not allowed in ordinary methods.

For example, classes such as the DiagonalView and TransposeView classes shown in the previous section usually declare most of their methods as macros for increased efficiency.
3 Compiling Spar

The compilation of Spar is very different from traditional Java compilation. Whereas Java code is traditionally compiled to a separate .class file for each Java class, all Spar code, including imported code, is collected in a single program file. All macros and parameterized classes are expanded, all methods are rewritten to stand-alone functions, etc. The resulting program is represented in our intermediate language Vnus [9]. In the Vnus representation, most language constructs described in this paper are rewritten; only multi-dimensional arrays and the each and foreach constructs remain. Subsequent engines will rewrite the each and foreach, map the tasks, and will generate C++ code with explicit parallelization and communication.

4 Conclusion

We have presented Spar, a programming language for semi-automatic parallel programming, in particular for the programming of array-based applications. The language has been developed as part of the Automap project, in which a compiler and run-time system are being developed for convenient and portable programming of parallel distributed-memory computers, in particular for array-based problems.

Apart from a few minor modifications, Spar is a superset of Java. This provides Spar with a modern, solid language as basis, and makes Spar more accessible. Spar extends Java with constructs for parallel programming, extensive support for array manipulation, and a number of other powerful language extensions. Although Java was designed for an entirely different purpose, it was surprisingly easy to embed our language constructs. The resulting programming language, Spar, retains the elegance of Java, and provides the programmer with sufficient expressive power to encode parallel array-based algorithms conveniently.

The language design for Spar has been completed, but an implementation is not yet available. A first prototype is expected shortly. A fully working parallelizing compiler for Vnus, the intermediate language in the Automap project, is already available.
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