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Abstract

In the past years, climate change has caused an increasing number of extreme weather events. In the Netherlands this is, for instance, reflected by the growing amount of extreme rainfall events. This creates big issues for water management authorities like water boards. Water boards are often responsible for local streams, that cannot handle the peak discharges caused by extreme rainfall. This raises the question whether measures have to be taken, for instance by creating additional storage areas to decrease discharge peaks. For questions like these computational model studies can be used to gain insight in the distribution of discharges and water levels.

During these model studies often one-dimensional models are used. Recent developments made two-dimensional modelling, including for instance the simulation of inundation, possible for regular users like water boards. Two-dimensional modelling is proved to be more accurate for rivers, compared to one-dimensional modelling. Water boards, however, often deal with water systems of smaller scale. This raises the question whether it is worth for authorities like water boards to invest their resources in this new modelling approach. Several physical system properties are of influence on the answer to this question. Therefore, the main question of this research is:

Which physical processes are of influence to the choice of a modelling approach, one or two dimensional, for the modelling of stream systems in particular situations?

The methodology of answering this question consists of three major parts:

1) identify possible differences in the model properties of 1D versus 2D modelling;
2) analyze the output of test models to see whether the differences in model properties actually influence the effects of physical processes; and
3) analyze a case area to see whether these processes are important in practice.

The research scope consists of the hydrodynamics of systems with a length scale of $10^3 – 10^5$ m and a temporal scale of hours to a few days. This range corresponds with a range in discharges of a few cubic meters per second up to a few thousands of cubic meters per second. The choice for this range has been made to be able to analyze the effects between the scales of streams and rivers, as until now mostly rivers have been modelled using 2D modelling approaches.

The starting point of this research has been the analysis of differences in model properties. The used flow equations, numerical methods, computational grids and bathymetry implementation are analyzed and the differences are discussed. Concluding, it can be stated that there are differences, which may be of influence to the model output. The main differences are the number of dimensions on which the flow equations are calculated and the way the bathymetry is schematized by the computational grid.

Using these differences, physical parameters have been specified that were varied in a range of test models. These are mainly the parameters that cause 2D effects, like meandering and varying roughness coefficients. The modelling of flood waves could also cause differences due to the fact that the 1D model is not able to model storage with the used default settings. Lastly, the way the bathymetry is used in the simulations is of great importance, due to the way the bathymetry is discretized in 2D models. The goal of varying these physical properties is to analyze whether these variations would influence the quantity of the effects the differences in model properties are causing. Comparing the output of both a 1D and 2D model, it appeared that there are significant differences in the observed water levels. Generally speaking, the following observations were made:

1. The smaller the simulated spatial scale, the larger the 1D-2D differences are
2. The higher the meandering intensity, the larger the 1D-2D differences are.
3. The lower the summer bed roughness, the larger the 1D-2D differences are.
4. The larger the 2D grid cell size, the larger the 1D-2D differences are.
5. The smaller the flood wave duration, the larger the 1D-2D differences are.

The underlying physical processes have been analyzed to see how their influence varies in different situations and for different spatial scales. In the end, six processes were found to be influencing the 1D-2D differences:

1. The effects of grid size on bathymetry discretization.
2. The water level and velocity difference in cross-sectional direction for varying roughness.
3. The water level and velocity difference in cross-sectional direction for varying meandering intensities.
4. The interaction between summer bed and floodplains.
5. The Boussinesq approach and consequences for the summer bed – floodplain flow area ratio.
6. The effects of storage.

When combining the findings of the test models and the analysis of a small scale stream system, it was found that the above processes are of the most influence on the following situations:

1. In situations with a complex bathymetry the process of grid discretization is having the most influence.
2. In situations with a high meandering intensity two physical processes are playing a role: high water level and velocity gradients in lateral direction, and a high summer bed – floodplain interaction.
3. In situations with a very low roughness compared to the surrounding area two physical processes are playing a role: high water level and velocity gradients in lateral direction, and a high summer bed – floodplain interaction.
4. In situations with a lot of elevation changes and open water bodies, a lot of potential storage is present.

In these four situations a 2D approach is preferred, as the physical processes that are present in these situations are all processes that are poorly implemented or represented by a 1D model. Of course, there are also some more practical considerations to be made about the modelling choice. The most important one is the research goal; whether inundation modelling is desired and what the required model output is. Another important consideration is the available time for running the simulations; 2D models have a significantly longer simulation time compared to 1D models.

All things considered, this research provides an overview of the differences in model properties between 1D and 2D modelling approaches, an analysis of the important physical processes that determine the choice of a modelling approach and some recommendations about practical issues one could encounter when performing a modelling study.
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\( K = \text{conveyance} [\text{m}^3/\text{s}] \)

In this research, the parameters water depth, water level and bed level are defined as schematized in the figure below.

---

*Figure 0-1: Schematization of basic parameters (Deltas, 2017a)*
1. Introduction

Extreme rainfall in the summer of the year 2016 has caused flooding of an area in the Netherlands, called Smakterbroek. This area is located in the management area of the water board Aa en Maas. The location of the area is given in Figure 1-1. Especially at the stream Molenbeek near the village of Vierlingsbeek the problems were severe and led to a lot of compensation claims. Engineering firm LievenseCSO was asked by the water board to determine the causes of this problem and whether measures have to be taken.

Research projects like the one mentioned above are often carried out using simulation models. Basically, these models contain information about the water courses, water in and outflows and boundary conditions. When running these models, one can gain information about local discharges, water levels and flow velocities. The modelling approach often applied by LievenseCSO is using the one-dimensional flow modelling suite SOBEK. As the stream Molenbeek ends up in the river Meuse, a water level of this river would be the boundary condition of the simulation.

Recent developments of more advanced modelling suites raised the question at LievenseCSO whether these are more suited to model an area like the one described above. One of these suites is the D-HYDRO Suite, developed by Deltares, a research institute in the Netherlands (Deltares, 2017b). This suite can be used to run a flow module called D-Flow FM, which is able to model flow in two dimensions, instead of only one. Because the D-Flow FM module is until now mainly used to model systems of larger scale, mostly rivers, the question emerges whether it is practically and technically suited for the modelling of small-scale water systems, which have a natural discharge of a few cubic meters per second instead of hundreds or even thousands of cubic meters per second.

Besides the comparison of both modelling approaches, 1D versus 2D, the comparison can also be made between these different scales to see whether the models perform differently on varying scales. Comparing different scales can point out whether a certain modelling approach is indeed more suited to model rivers, or is very much able to model smaller scale systems. If the differences between both approaches are significant, it may also be possible to determine what the causes of these differences are.

Of course, 2D modelling approaches have a clear advantage: the ability of modelling more than just the main channel, for instance flood inundation. The goal of this research is purely to compare both approaches on differences in this main channel flow modelling. This is in the end the most important part and starting point of the model.
2. Research questions and scope

The previous chapter introduced the general subject of the research: the comparison of modelling approaches on varying spatial scales. In this case, this will be a 1D approach versus a 2D approach. Besides 1D and 2D modelling approaches, another option is to use a coupled 1D/2D approach. Fernández-Nieto et al. (2010) show that 1D/2D-modelling can also be relevant to modelling studies, but that there are often problems for curvilinear 1D channels and mismatching 2D grids. 2D models avoid arbitrary 1D-2D links and human errors in defining the model parameters (Néelz & Pender, 2013). Of course, human errors in model parameters are always possible, both in 1D and 2D modelling. However, in 1D/2D-coupled modelling more parameters have to be specified, and therefore this type of modelling is more vulnerable to these kind of errors. Besides, when comparing 1D and 2D, a 1D/2D-coupled model would introduce errors which are very hard to identify in the model output. Therefore, this research will not incorporate 1D/2D-coupled models.

Dimitriadis et al. (2016) state that the most important question, based on their research on the comparison of several modelling approaches, is whether more advanced modelling has more advantages than simple approaches. The more sophisticated the approach, the more demanding in terms of data and computational resources it becomes. Therefore, they say, "the recognition and quantification of the multiple sources of uncertainty will certainly help towards establishing an acceptable compromise between accuracy and parsimony". This research will in the first place look for these sources of uncertainty by analyzing the model properties of the modelling suites and the effects of these properties on the simulation of physical processes in the water systems. The other part will consist of a practical application on a case area, to see whether the sources of uncertainty play a role in practical situations.

The considerations as posed in the introduction lead to the following main question:

*Which physical processes are of influence to the choice of a modelling approach, one or two dimensional, for the modelling of stream systems in particular situations?*

Because of availability, experience and convenience, the D-Flow 1D (SOBEK) module is used to simulate the 1D models, whereas the 2D models are simulated in the D-Flow FM (D-HYDRO) module. There are also a 1D and 3D solver available in FM, but this will not be incorporated in this research. To give a thorough answer to the main question, the following sub questions will be answered:

1. How do the model properties of the simulation models D-Flow 1D and D-Flow FM differ?  
   The first sub question suggests a bottom-up approach. The reasoning behind this is to be able to establish important parameters that differ between the simulation models. These parameters will be the input for variations in physical parameters, used in the next question, where the sensitivity of the model properties on the model performance will be tested. From this, conclusions can be drawn about the situations in which the modelling approaches will perform better. This will be tested in theoretical models, which will answer the second sub question:

2. What are the differences in model output for varying physical properties of the systems and which processes are causing these differences?  
   A case study of a small-scale stream system will be analyzed to see whether the problems encountered in sub question 2 actually play a role in practice. This will answer the third sub question:

3. What physical processes are particularly important in a practical case of a small-scale system?
The scope of this research is to identify differences in model properties, which could influence the effects of physical parameters. Analyzing these model properties can be performed on an advanced level, where processes like numerical diffusion and errors in propagation come into play. This would require an extensive analysis of the applied numerical schemes, which is out of the scope of this research. The analysis of model properties will be on a basic level, dealing with issues like flow equations and computational grid structures. The focus will be on the physical processes, which effects could be influenced by the differences in model properties. The next chapter will explain this in more detail.

Based on the three sub questions an answer can be formulated to the main question. To summarize, this research will;

1) identify possible differences in the model properties of 1D versus 2D modelling;
2) analyze the output of test models to see whether the differences in model properties actually influence the effects of physical processes; and
3) analyze a case area to see whether these processes are important in practice.

An example might help to understand the scope of the research. When comparing model A (1D) to model B (2D), one could find out that there is a difference in the flow equations that are used. Model B solves also equations in lateral direction, model A does not. A physical system property, which effect could be influenced by this, is meandering, for instance. Meandering may cause gradients in water level and velocities in lateral direction, so model B should be more capable of simulating this, compared to model A. Test models will be generated of streams or rivers with varying meandering intensities, to analyze the effects. This is an example of a process that will be dealt with in this research. Furthermore, this research will analyze the processes behind the meandering to find out why some situations or spatial scales are more influenced by this process than others. Lastly, this research will analyze a case area. In this case area, one could again look for meanders, to see whether they have the same shape and intensity, and to see whether the same processes are going on. In this way, some useful remarks can be given about the issues one can encounter during modelling studies and some tips can be provided.

Generally speaking, there are a few ways in which simulation models or modelling approaches can be compared to each other (Cheviron & Moussa, 2016):

- Scale; domain length, flow depth, meandering wave length and amplitude
- Flow typology; bed topography, morphology, extreme events
- Dimensionless numbers; Reynolds number, Froude number
- Model refinement; Navier-Stokes vs. Saint-Venant, grid, assumptions, areas of application

---

1 In most river or stream modelling activities the so-called flow equations are used to be able to calculate water depths, discharges or other parameters one could be interested in. Basically, these equations are on the basis of the simulation models.
2 A computational grid consists of nodes and elements on which the model calculates the parameters and output. A grid is necessary because it is impossible to calculate all parameters at every location in the model, which are infinite. Therefore, a grid has to be constructed where the calculation locations can be specified. More on this will be discussed in the next chapter.
3 Perpendicular direction to the flow direction. Another used term for the same direction is cross sectional direction.
4 Meandering is the process of the emergence of curves in a river, often initiated by erosion and sedimentation of the outer and inner bends.
In this research, the model refinement will be dealt with at first. In this section, the model properties of both modelling approaches will be compared. The consideration is made whether the simulation of several physical properties of water systems will be affected by differences in these modelling approaches. These physical properties will be used to generate the model schematizations. These models will be used for several simulations, performed on different scales, where among others physical properties like bed topography and extreme events will be varied to find out what the influence is. Because this research will focus on the hydrodynamics of the systems, the morphology will not be taken into account. The dimensionless numbers are used to be able to describe the systems and explain differences that will follow from the model output.

In the paper of Cheviron & Moussa (2016), the range of spatial scales that are dealt with is quite significant. On that range, the differences in used flow equations – they compared Navier Stokes (NS), Reynolds-averaged Navier Stokes (RANS), Saint-Venant (SV) and approximations to Saint-Venant (ASV) with each other – are clearly visible. The figure below illustrates this. The range of spatial scales is also shown on the horizontal axis.

![Figure 2-1: Increasing spatiotemporal scales associated with the complexity of flow equations, based on 179 studies (Cheviron & Moussa, 2016)](image)

Obviously, this research will not deal with this large range of scales and flow equations. The precise scales will be based on a range of discharges, as mentioned in the introduction, between a few cubic meters per second towards thousands of cubic meters per second. To illustrate the spatiotemporal scales, one can roughly say that length scale, this research focuses on the range of an hour to a few days (blue circle in the figure). The associated flow velocity (depicted as L/T in the figure) is approximately 1 m/s or 100 cm/s in the analyzed systems, which makes the analyzed length scale between $10^3$ – $10^5$ m (red circle).

Teng et al. (2017) summarize the difference between 1D and 2D modelling approaches as follows: “The 1D versions are computationally efficient, but they suffer from a number of drawbacks including
the inability to simulate lateral diffusion of the flood wave, the discretisation of topography as cross sections rather than as a continuous surface and the subjectivity of cross section location and orientation. The 2D versions that solve full shallow water equations have been reported to be able to simulate timing and duration of inundation with high accuracy. Nevertheless they are computationally intensive. The 2D and 3D models are generally considered as unviable for areas larger than 1000 km2 when the resolution required is less than 10m and/or in a probabilistic approach requiring multiple simulations as the time taken to run simulations may be prohibitively long.”

This research will find out whether the issues mentioned in the citation above are of actual importance, and whether there are issues that are not mentioned. Furthermore, this research will analyze the differences and discuss whether they are of the same importance on varying spatial scales. The first sub question will be answered by means of literature study, presented in chapter 3. Chapter 4 will answer the second sub question, and chapter 5 the last one. In chapter 6 the practical usability of the models will be discussed. Chapter 7 will analyze some of the uncertainties of the research. Based on the combination of answers, chapter 8 will provide an answer to the main question. The last chapter will elaborate on some recommendations for modelling studies of stream systems or follow-up researches.
3. Comparing modelling approaches

In this chapter, the first sub question will be answered: How do the model properties of the simulation models D-Flow 1D and D-Flow FM differ? This chapter is built up as follows: First of all, the methodology will be discussed. Secondly, to be able to understand the models, it is important to understand the flow equations on which the models are based. These equations will be analyzed in the second paragraph. The third and fourth paragraph will discuss the model characteristics of both D-Flow 1D and D-Flow FM. The last paragraph will compare these characteristics and draw conclusions on what differences may be of influence to possible output differences.

3.1 Methodology

This question will be answered by means of a literature study. The used flow equations, construction methods of the computational grids (1D vs. 2D), the underlying assumptions and the suggested application areas can be compared. After performing this literature study, the most important differences in model properties, that could be of influence to the model performance will be selected. These parameters will be the input to sub question 2.

3.2 Flow equations

In most river or stream modelling activities the so-called flow equations are used to be able to calculate water depths, discharges or other parameters one could be interested in. These flow equations are based on the Navier-Stokes equations. The NS equations are derived from the 3D mass and momentum conservation equations based on Newton’s second law. After averaging over a characteristic time period, one can derive the Reynolds-averaged Navier-Stokes (RANS) equations. After doing this, one can continue by spatial averaging over the vertical direction and obtain the two-dimensional Shallow Water Equations (2D SWE or 2DH SWE). The next possible simplification is to average the 2D SWE over the lateral direction and obtain the Saint-Venant equations. These are, in other words, the 1D SWE equations. D-Flow 1D is based on the latter equations. D-Flow FM is based on the depth-averaged RANS equations, i.e. the 2D SWE.

The equations as implemented in D-Flow FM are given below (Deltares, 2017b):

\[ \frac{\partial h}{\partial t} + \frac{\partial hu}{\partial x} + \frac{\partial hv}{\partial y} = Q \] 3.1

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} - fv = - \frac{1}{\rho_0} P_x - \frac{gvu^2 + v^2}{C_{2Dh}} + F_x + F_{sx} + M_x \] 3.2

\[ \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + fu = - \frac{1}{\rho_0} P_y - \frac{gvu^2 + v^2}{C_{2Dh}} + F_y + F_{sy} + M_y \] 3.3

where

\( Q = \) contributions per unit area due to discharge or withdrawal of water, precipitation and evaporation

\( \rho_0 = \) reference density \([kg/m^3]\)

\( P = \) pressure \([N/m^2]\)

\( u, v = \) flow velocity \([m/s]\)
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\[ h = \text{water depth} \ [m] \]
\[ F, M = \text{external momentum contributions} \ [m/s}^2] \]
\[ f = \text{Coriolis parameter} \ [\text{rad/s}] \]
\[ C = \text{Chézy coefficient} \ [m^{1/2}/s] \]
- other symbols are listed in the List of Symbols (on page xii)

These equations are based on the Cartesian coordinate system. Besides Reynolds averaged, the equations are also based on the f-plane, Boussinesq and incompressible fluid assumptions. The f-plane approximation is based on the assumption that the Coriolis parameter is constant with latitude (Pietrzak, 2017). The Boussinesq approximation is based on the assumption that differences in density are small with respect to the density itself. Based on this, it is assumed that density differences do not influence the horizontal momentum. The incompressible fluid assumption assumes that the density is constant when moving with the fluid. The equations include forces, induced by unbalances of horizontal Reynolds stresses, and contributions due to external sinks or sources of momentum (Deltares, 2017b). This could be forces of structures, wind or waves, for instance. Under the shallow water assumption, the vertical momentum equation is reduced to a hydrostatic pressure equation.

The SV equations as implemented in D-Flow 1D are given below (Deltares, 2017a):

\[
\frac{\partial A}{\partial t} + \frac{\partial Q}{\partial x} = q_{\text{lat}}
\]

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x}\left(\frac{Q^2}{A}\right) + gA \frac{\partial \zeta}{\partial x} + \frac{gQ|Q|}{C^2RA} - \omega_f \frac{\tau_{\text{wind}}}{\rho_w} + gA \frac{\xi Q|Q|}{L_x} = 0
\]

where

\[ A = \text{cross sectional flow area} \ [m^2] \]
\[ Q = \text{discharge} \ [m^3/s] \]
\[ R = \text{hydraulic radius} \ [m] \]
\[ C = \text{Chézy coefficient} \ [m^{1/2}/s] \]
\[ \zeta = \text{water level} \ [m + NAP] \]
- other symbols are listed in the List of Symbols

Here, the x-direction is the stream direction. This is different from the 2D SWE equations. As the SV equations are derived from the RANS equations, the same assumptions apply. Usually, the Saint-Venant momentum equation only consists of the first four terms of equation 3.5, which describe inertia, convection, the water level gradient and the bed friction. This reduced form of the momentum equation, in combination with the continuity equation where \( q_{\text{lat}} \) (eq. 3.4) is equal to zero, are also called the long wave equations (Battjes & Labeur, 2017). Because these equations are simplified forms of the Navier-Stokes equations, the last two terms have been added to incorporate some effects that could be of influence. In this case these effects are wind force and extra resistance of for instance structures, such as bridges.
3.3 D-Flow 1D

D-Flow 1D is the most known and used module of the SOBEK Suite. A brief introduction of the most important parts will be given in this paragraph.

Model equations
The water flow is computed by solving the complete Saint-Venant equations (Deltares, 2017a). For 1D channel flow, the 1D continuity equation (eq. 3.4) and the 1D momentum equation (eq. 3.5) are solved. The effects of boundary friction and turbulence can be accounted for through resistance laws analogous to those used for steady flow (Deltares, 2018a).

Numerical method
The D-Flow 1D module uses a numerical scheme called the Delft flooding-scheme (FLS) to solve the SV equations. The most important criterion during the design of this scheme has been the robustness. A robust scheme guarantees a solution for every time step, and can furthermore deal with phenomena as super and subcritical flow, flow transitions (like hydraulic jumps) and drying/flooding (Deltares, 2017a). Although it guarantees a solution for every time step, the actual internal computational timestep can be decreased when required by certain flow conditions (Deltares, 2017a). The numerical accuracy of the solution depends mainly on the grid size. Obviously, smaller grid sizes produce more accurate solutions, but also result in a longer simulation time. The combination of grid size and time step is combined in a criterion called the CFL-condition, which calculates the Courant number (Zijlema, 2015). This number is calculated as follows for 1D-modelling:

\[
\sigma = \frac{|u| \Delta t}{\Delta x}
\]

where
\[
\begin{align*}
\sigma &= \text{Courant number} \\
|u| &= \text{flow velocity [} m/s \text{]} \\
\Delta t &= \text{time step [s]} \\
\Delta x &= \text{grid size [m]}
\end{align*}
\]

In general, for most schemes, this number should be smaller than 1 to guarantee stability. Usually, in hydraulic modelling a conservative maximum value of the Courant number is chosen, for instance 0.7 (Warner (2010), Sündermann & Holz (2012); Deltares (2017b)). The velocity is usually not varying much, therefore the numerical stability mainly depends on the time step and grid size. As the grid size is most of the time determined before the simulation, the time step will be adjusted during the simulation when stability needs to be guaranteed. For 2D-modelling, the same condition can be used. In this case the Courant number is also calculated for the y-direction.

Computational grid
D-Flow 1D uses a so-called staggered grid approach (Deltares, 2017a). In this grid arrangement the variables ζ (water level) and u (velocity) are calculated at alternate grid points (Zijlema, 2015). A schematization of a staggered grid is given in Figure 3-1. In general, the network nodes (boundary and connection nodes, see Figure 3-2) of a 1D-model are ζ -calculation points.

---

5 See Duinmeijer (2002) for more information about the Delft FLS.
6 For more information on staggered schemes for shallow water flows, see Stelling & Duinmeijer (2003).
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In the channels between the nodes the $\zeta$-calculation points are defined. In the D-Flow 1D module, the momentum equation is solved between $\zeta$-calculation points, the continuity equation is solved between the $u$-calculation points. Generally, the grid size is determined by a typical spatial scale of the problem that is studied. Obviously, the distance between two grid points should not be too small in order to restrain the simulation time. On the other hand, the distance should not be too large, in order to be accurate and represent the physical processes properly. A schematization of calculation points as implemented in D-Flow 1D is given in Figure 3-2.

![Figure 3-1: Staggered grid (Zijlema, 2015)](image1)

**Bathymetry**

At arbitrary locations on branches in a model, cross sections can be defined with for instance Y and Z data. D-Flow 1D interpolates the bathymetry of the system between these cross sections. To increase accuracy, it is therefore desirable to have as much data, both measurements per cross section as the number of measured cross sections, available as possible.

![Figure 3-2: Grid schematization SOBEK-model (Deltares, 2017a)](image2)
3.4 D-Flow FM

D-Flow FM is the most known and used module of the D-HYDRO Suite. In this research, only the 2D solver of this module will be used.

Model equations

The D-Flow FM module solves the depth-averaged, so 2D, continuity equation (eq. 3.1) and momentum equations, see equations 3.2 and 3.3. Also turbulence is modeled by D-Flow FM. In general, the grid sizes and time steps are too large to resolve the turbulent scales of motion (Deltares, 2017b). Assumed is that the horizontal turbulence coefficients are a superposition of three parts: molecular viscosity, 2D-turbulence and 3D-turbulence\(^7\). Molecular viscosity is already incorporated in the Navier-Stokes equations. The second part cannot be resolved by the horizontal grid of D-Flow FM (Deltares, 2017b). The third part, the 3D part, is solved by a turbulence closure method that uses space and time-averaged variables. For two-dimensional, depth averaged (2DH), simulations, the horizontal eddy viscosity and eddy diffusivity coefficient should also contain a contribution due to the vertical variation of the horizontal flow. In Delft3D-FLOW, another product of Deltares, a sub-grid scale model, called HLES (Horizontal Large Eddy Simulation) is implemented, but this is not yet the case in the D-Flow FM module. Instead, FM contains a simplified horizontal model, so very large grid size variations can be cope with (Deltares, 2017b). The model, used in the turbulence closure method, is called the k-ε turbulence closure model. This model solves equations about the dissipation rate (ε) and turbulent kinetic energy (k).

Numerical method

D-Flow FM uses a numerical scheme similar to the Delft FLS as used in D-Flow 1D. Also for this numerical scheme, the CFL-condition applies, as explained in the previous sub paragraph about D-Flow 1D. Because of the 2D nature of this module, two separate CFL-conditions have to be applied, both in x and y-direction. The scheme is capable of dealing with all flow types, subcritical or supercritical. Also bore propagation velocities and eddy shedding flows are modelled accurately (Deltares, 2017b).

Computational grid

FM or Flexible Mesh refers to the flexible grid composition in D-Flow FM. Grids can be combinations of multiple types of grid cell shapes, like triangles, quadrilaterals, pentagons and hexagons. An often used type is the curvilinear grid, which exists of quadrilaterals. In Figure 3-3, this grid type is used in the waterways. If a grid contains triangles, it is called unstructured. An example of an unstructured grid is given in Figure 3-3. D-Flow FM uses a staggered grid arrangement comparable to D-Flow 1D. Usually, channel beds are modelled using a standard curvilinear grid containing quadrilaterals, as this is more accurate and less computationally demanding; floodplains and other areas are modelled using other types of grids, mostly triangular ones, as this captures the complex geometries much better, but with the cost of possibly lower numerical accuracy.

\(^7\) See Uittenbogaard et al. (1992) for more on this subject.
Bathymetry

Unlike D-Flow 1D, D-Flow FM needs the complete bathymetry as input. This can be obtained from direct measurements, or can be manually interpolated from measured cross sections using software like ArcGIS. The fact that, in contrast to a 1D model, grid cells are assigned in cross-sectional direction, means that the bathymetry is discretized. This has as consequence that accuracy may be lost, depending on the number of grid cells.
### 3.5 Comparison and conclusions

Both modules have a set of underlying assumptions that are on the basis of the simulations. The most important assumptions to this research of the Flow-1D module of the SOBEK Suite and the Flow-FM module of the D-HYDRO Suite are given in the first part of the table below (Deltares, 2018a). The assumptions have often a direct link with the model equations and approaches, therefore they are coupled in the first part of the table. Also, in the previous paragraphs, both modules have been described on the aspects of numerical methods, computational grids and bathymetry construction. An explanation and elaboration of the aspects is given below the table.

Table 3.1: Comparison of modelling modules

<table>
<thead>
<tr>
<th>Underlying assumptions and model equations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>D-Flow 1D (SOBEK)</strong></td>
</tr>
<tr>
<td>The flow is one-dimensional i.e. the velocity can be represented by an average flow over the cross section and the water level can be assumed to be horizontal across the section.</td>
</tr>
<tr>
<td>The used model equations are the SV equations with some additions compared to the standard 1D SWE.</td>
</tr>
<tr>
<td>The effects of boundary friction and turbulence can be accounted for through resistance laws analogous to those used for steady flow.</td>
</tr>
<tr>
<td><strong>2D/3D dynamic effects in (sharp) bends are not taken into account, i.e., their effect on the global flow behavior is assumed negligible.</strong></td>
</tr>
</tbody>
</table>

### Numerical method

<table>
<thead>
<tr>
<th><strong>D-Flow 1D (SOBEK)</strong></th>
<th><strong>D-Flow FM (D-HYDRO)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The CFL-condition (Courant wave number) applies, which can increase the computation time due to time step restrictions.</td>
<td>The CFL-condition (Courant flow number) applies, which can increase the computation time due to time step restrictions.</td>
</tr>
<tr>
<td>Robust scheme, which is able to generate a solution for every time step, and can furthermore deal with phenomena as super-critical flow, flow transitions (like hydraulic jumps) and drying/flooding.</td>
<td>Robust scheme, which is capable of dealing with all flow types, subcritical or supercritical. Also bore propagation velocities and eddy shedding flows are modelled accurately.</td>
</tr>
</tbody>
</table>

### Computational grid

<table>
<thead>
<tr>
<th><strong>D-Flow 1D (SOBEK)</strong></th>
<th><strong>D-Flow FM (D-HYDRO)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Staggered grid</td>
<td>Staggered grid</td>
</tr>
<tr>
<td>Calculation nodes on the 1D-networks.</td>
<td>Flexible grid arrangement, 2D grid cells.</td>
</tr>
</tbody>
</table>

### Bathymetry construction

<table>
<thead>
<tr>
<th><strong>D-Flow 1D (SOBEK)</strong></th>
<th><strong>D-Flow FM (D-HYDRO)</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>At arbitrary locations on branches in a model cross sections can be defined with Y and Z data.</td>
<td>Requires the complete bathymetry as input.</td>
</tr>
<tr>
<td>All data points of the cross section are used in the simulations.</td>
<td>Depending on the number of grid cells, not all bathymetry data is used in the simulations.</td>
</tr>
</tbody>
</table>

In contrast to D-Flow 1D, D-Flow FM takes the effects of cross-sectional variations in water level and velocity and turbulence into account. 1D-modelling has also as drawback that the lateral diffusion of flood waves is not taken into account accurately (Teng, et al., 2017). In D-Flow 1D this is solved by providing an option to schematize a storage part in the cross sections and by allowing to vary

---

8 See Appendix A for more on this subject
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roughness over the cross sections. Both modules are bound by the CFL criterion, although D-Flow FM in two directions. Comparing the computational grids, D-Flow 1D has the advantage that constructing a grid is very convenient and does not require much time. D-Flow FM has the advantage of modelling everything with a flexible mesh, which offers optimal flexibility for modelling and makes it convenient to set up new grids and modify existing grids or increase the resolution locally. The disadvantage is the relatively large amount of time it takes to construct a 2D grid. Comparing the bathymetry construction gives both modules an advantage and a disadvantage. D-Flow 1D has the advantage that not on all locations the bathymetry has to be known. The disadvantage of this is that the bathymetry is discretized as cross sections, instead of modelling a continuous surface. Furthermore, the subjectivity of cross section location and orientation is playing a role (Teng, et al., 2017). These aspects cause that the construction of a 1D model often takes a lot of time due to extensive calibration activities. Most of the time this is done by varying the roughness in the summer bed. D-Flow FM, on the other hand, offers more detail and thus more accurate modelling of the complete bathymetry, but requires a lot more input data. This does, however, often save a lot of calibration activities because the initial level of accuracy is higher. The advantage of using a 1D model is that all data points of cross sections are taken into account. When using a 2D model, the bathymetry in cross-sectional direction is discretized depending on the number of assigned grid cells, so data could get lost in the discretization process.

There is, however, a downside to more accuracy. As always in modelling studies, more accuracy goes hand in hand with more simulation time. This is due to a larger number of grid cells and the fact that more physical processes are taken into account. Furthermore, D-Flow FM also solves the momentum equation in cross-sectional direction, which introduces a second CFL-condition, because of the nature of the applied numerical scheme. This may limit the time step even further, which causes a larger simulation time.

The tension between accuracy and costs is always present. Several recent researches on the differences of 1D, 2D or 1D/2D-coupled modelling conclude the following: 1D-modelling is much faster, but cannot model velocity or water level differences within cross sections and velocity or direction differences within floodplains (Finaud-Guyot et al. (2011); Bladé et al. (2012); Morales-Hernández et al. (2016); Anees et al. (2016); Dimitriadis et al. (2016)). Most studies show more than an order of magnitude difference in computation time. The practical question that comes with this, is obvious: is the extra accuracy large enough to make it worth longer simulation times? This research will analyze this question and search for a general answer to whether 1D or 2D-modelling is preferred in particular situations.

Conclusions

From the above analysis, it appears that there are a few physical parameters that could cause differences in model performance. These are mainly the properties that cause 2D effects, like meandering and varying roughness coefficients. These processes are seen as the cause of gradients in water level and velocity in cross-sectional direction and summer bed-floodplain interaction. The modelling of flood waves could also cause differences due to the fact that the 1D model is not able to model storage with the used default settings. Lastly, the way the bathymetry is used in the simulations is of great importance, due to the way the bathymetry is discretized in 2D models.
4. Comparing model output

In this chapter the second sub question will be answered: What are the differences in model output for varying physical properties of the systems and which processes are causing these differences? This will done by setting up small academic models, in D-Flow 1D and D-Flow FM. In these models, various parameters, like the bed roughness or the meandering intensity, can be varied to find out what the effects are of these variations. First of all, the methodology of the construction of these models will be discussed. This methodology paragraph is built up as follows: Firstly the method of determining the shape, width, depth and slope will be shown. After that, the parameters that were concluded in the previous chapter to probably be of importance are discussed, together with the proposed variations in the models, that may show the influence of these parameters. Thirdly, the model details will be analyzed, for instance the grid characteristics or the implemented boundary conditions. Then, the final models will be shown. Lastly, the process of output generation will be discussed.

The second paragraph shows the simulation output and the observations that are made from the output. The third paragraph will discuss a number of theories that explain the causes of the differences between the 1D and 2D models. The last paragraph will conclude this chapter and try to find the relations between the second and third paragraph.

First of all, an example will be given of the models that are constructed. This gives a first indication of the direction of this chapter.

**Visualization models**

![Figure 4-1: SOBEK D-Flow 1D – upper figure is total model, bottom figure is zoom on single meander in red square – eye icons = observation point locations, blue line = summer bed, grey lines = cross sections, white dots = grid points](image1)

![Figure 4-2: D-HYDRO D-Flow FM – upper figure is total model, bottom figure is zoom on single meander in red square – eye icons = observation point location, pink line = observation cross section locations, yellow part = summer bed, green part = floodplains, purple line = summer bed/floodplain division, orange lines (quadrilaterals and triangles) = computational grid](image2)
4.1 Methodology

To map the differences, several small models are set up in both 1D and 2D in which certain parameters can be varied. A first look has been given on the previous page. In this paragraph, the construction method of these models will be discussed. The basic approach is as follows: When modelling in 2D, the bathymetry is schematized on the basis of basic cross sections and river courses that have been set up in SOBEK (1D). This data is exported to ArcGIS in order to be able to exactly copy the location of the watercourses to other models. These cross sections (dimensions and slope) are based on the discharge (see below). It has been decided to use four different orders of magnitude of discharge to be simulated; 5, 50, 500 and 5000 m³/s. These discharges represent roughly the magnitude of average Dutch streams and rivers. These are summer discharges, so the floodplains are not flooded. In order to be able to distinguish summer bed – floodplain interaction, also winter discharges are simulated. These discharges are three times larger in this case; 15, 150, 1500 and 15000 m³/s. With these discharges, the summer bed and floodplains are both flooded.

4.1.1 Profile dimensions and characteristics

The relation of dimensions to discharges is often determined by using so-called ‘power laws’¹⁰, of which many publications can be found (Abdelhaleem et al., 2016; Buffington & Montgomery, 2013; Dury, 1976; Rosgen, 1994; Singh, 2003; Williams, 1986). These formulas relate a discharge to a water level and an average width, in this case a summer bed width. However, none of the mentioned relations is directly applicable to the large range of discharges used in this research. For instance, the paper of Abdelhaleem et al. (2016) only shows power laws for the ranges of 90-200 m³/s, 2-200 m³/s and 0.22-4.9 m³/s. Dury (1976) appeared to be the most useful when comparing the laws to the case area dimensions. By adjusting the coefficients of the laws slightly to the cross sections of the stream Molenbeek and the river Meuse, which are within the boundaries of 5 and 5000 m³/s, a power formula has been developed in the form of \( y = ax^b \) that can be applied to this range. From both areas, five random cross sections have been chosen on which the laws are based. In Figure 4-3 these laws have been given.

![Discharge-water depth relations](image1)

![Discharge-flow width relations](image2)

*Figure 4-3: Power laws for water depth and flow width – orange laws are of Dury (1976), blue laws are newly developed*

---

⁹ In the flood safety profession, often the terms ‘summer’ and ‘winter’ are used. In general, summer discharges are low, so the main part of the river that is flooded is called ‘summer bed’. During winter season, often higher discharges occur and the flood plains are flooded. Instead of flood plains, the term ‘winter bed’ is also used.

¹⁰ A power law has the form of \( y = ax^b \). It represents a relationship between \( x \) and \( y \), where a relative change of \( x \) results in a proportional relative change of \( y \). In this case, these relations are just empirical or statistical regression relations and used to give a rough estimate of river dimensions.
One can derive from the table and the graphs that Dutch rivers are on average a little deeper and less wide compared to the international average. A simplified general cross section from the river Meuse was taken as the basic profile. The sizes of these are adjusted in proportion so that the average width and depth are equal to the dimensions that emerge from the power law. This keeps the shape of the summer bed constant for all scales. This prevents the shape from causing undesired effects. For the floodplain, an average shape and dimensions were also taken from the river Meuse. The cross sections for all scales are given in Figure 4-4.

![Profile schematizations, with increasing scale from top to bottom - Main = summer bed, Section001 = flood plains. To give an example: in the upper figure a discharge of 5 m$^3$/s fills the summer bed, a discharge of 15 m$^3$/s fills the summer bed and both flood plains.](image-url)
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The D-Flow 1D module offers the possibility to specify a certain part of the cross section as storage part, to account for storage effects. In this research, the choice is made not to use this option, for two reasons:

1. The goal of this research is to identify the processes that are going on and give a general idea about the quantity of them. Using this storage possibility would introduce effects that are not directly traceable in the model output, which would therefore be unreliable.

2. Specifying these storage part is a very arbitrary process and would require an extensive analysis to identify the most accurate dimensions. This would be a calibration activity, which is not part of this research.

Besides the water depth and flow width, also the slope is depending on the discharge. Naturally, a smaller scale stream has a larger slope compared to larger scales. Because mainly steady flow will be simulated, the Manning formula can be used to calculate the required slope. The formula, created by Manning (1889), is presently written as

\[ u = \frac{1}{n_m} R^{2/3} i_b^{1/2} \]  

4.1

where

\[ u = \text{stream flow velocity [m/s]} \]
\[ R = \text{hydraulic radius [m]} \]
\[ n_m = \text{manning coefficient [s/m}^{1/3} \]
\[ i_b = \text{bed slope [m/m]} \]

In combination with the relation

\[ Q = u * A \]  

4.2

the discharge can be calculated. The slope \( i_b \) can be adjusted to create a certain discharge capacity. With the summer discharge and a manning roughness of 0.04 (maximum in this study, see below) the summer bed is almost completely filled, the same applies to the floodplains with the winter discharge. This applies to all cross sections and associated discharges.

The table below shows the properties of the four scales that are modelled. In combination with Figure 4-4 this gives a complete overview of the model schematizations.

Table 4-1: Schematization properties

<table>
<thead>
<tr>
<th>Scale [m³/s]</th>
<th>Summer bed depth [m]</th>
<th>Summer bed average width [m]</th>
<th>Slope</th>
<th>Summer discharge [m³/s]</th>
<th>Winter discharge [m³/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.22</td>
<td>5.38</td>
<td>1.5e-03</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>50</td>
<td>2.69</td>
<td>19.07</td>
<td>7.0e-04</td>
<td>50</td>
<td>150</td>
</tr>
<tr>
<td>500</td>
<td>5.94</td>
<td>67.59</td>
<td>3.5e-04</td>
<td>500</td>
<td>1500</td>
</tr>
<tr>
<td>5000</td>
<td>13.11</td>
<td>239.61</td>
<td>2.0e-04</td>
<td>5000</td>
<td>15000</td>
</tr>
</tbody>
</table>
4.1.2 Variables
The variables during the simulations have been introduced briefly at the end of the previous chapter, based on the model differences. These variables will be discussed more in detail in this paragraph.

Summer bed – floodplain interaction
By modelling winter discharges for each river profile, the interaction between the summer bed and floodplains can be analyzed by means of analyzing flow patterns, velocities and water levels.

Roughness
To compare roughness values that are only based on the bed topography, it is best to analyze the Manning coefficients of the systems. This parameter is well-known, often used and can directly be linked to the kind of vegetation and bed topography. The roughness of the summer bed will be varied for each profile. The following roughness (manning) coefficients will be simulated (Battjes & Labeur, 2017):

- 0.02 - very smooth, corresponding to smooth earth without weeds (uncommon in nature, therefore mostly used as calibration roughness)
- 0.03 - common roughness summer bed, corresponding to clean and straight natural river channels
- 0.04 – corresponding to winding natural river channels with pools and shoals

The roughness of the floodplains will be constant, with a manning coefficient of 0.045.

Channel meandering
Also the channel meandering is of great importance to possible 2D effects. The more severe the meandering, the larger the flow resistance or roughness becomes (Philips & Tadayon, 2006). The following profiles are constructed for all four scales and corresponding cross sections:

1. Straight profile
2. Little meandering profile
3. Extensive meandering profile

Figure 4-5: Meandering profiles, yellow parts are summer bed, green parts are flood plains

Figure 4-6: River meander characteristics (Williams, 1986)
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The wavelength of a meander (see Figure 4-6) can also be derived with a power law (Dury, 1976). In this case, the power law of Dury (1976) has been used: \( L_m = 32.857 \times Q^{0.55} \). The amplitude of the meanders is based on several practical examples and the available space within the floodplains. The meanders have exactly the same shape for all scales.

*Flood waves*

A total of three types of flood waves are simulated, with peaks of approximately one day, three days and 12 days. The flood waves will be modelled for all scales, for the situation without meandering and a roughness parameter of 0.03. The flood wave that will be simulated is taken from standard river Meuse simulations and is scaled to the discharge capacities of the four situations. For the smallest scale (\( Q = 5 \text{ m}^3/\text{s} \)) the flood waves are given below, for 12 days (which is the original wavelength) and one day.

![Figure 4-7: Discharge-time graph of flood waves, for scale Q = 5 m³/s](image)

*Grid size (bathymetry discretization)*

As discussed in the previous paragraph, D-Flow 1D uses a 1D grid, D-Flow FM a 2D grid. To minimize grid effects on the model performance, both grids contain the same amount of grid cells or points in the stream direction, i.e. on the summer bed reach. Furthermore, the number of grid cells or points does not differ between the scales. Both the bathymetry and the grid are scaled with the discharge magnitude. This is all done to minimize undesired effects of parameters that are not analyzed in this research.

According to Deltares (2017c), when modelling in 1D, a good first indication of the distance between calculation points is the width of the cross sections. One has to take into account that the distance should not be too large to ensure sufficient accuracy. Besides that, the distance should not be too small to ensure stability and minimize simulation time. However, for the goal of this research, it is important the level of detail is sufficient. The simulation time is not an issue, because the used models are not very large. The final number of grid cells or points in x-direction is approximately 1000 for all simulations. In practice this means that the distance between grid cells is approximately 10 times smaller than the width of a cross section.

For the 2D grids, there are also grid cells in y-direction. In order to be able to represent the meanders sufficiently, the number of grid cells in flow direction should not be too large. For the summer bed, a curvilinear grid has been chosen with 10 cells in y-direction. The floodplain is covered with triangular grid cells. This choice has been made because of the implementation of meandering of the summer bed within the model boundaries, i.e. winter dikes. When implementing a curvilinear grid on the floodplains as well, the number of grid cells in cross-sectional direction cannot vary, which would
create extremely narrow cells on one side of the summer bed and extremely wide cells on the other side of a meander, cf. Figure 4-8. This would decrease the accuracy. When using triangular cells, the number of cells is not predetermined. Furthermore, the grids have to meet certain requirements, in order to be able to run the simulations. These criteria are further discussed in appendix C.

Space discretization and time integration are often of great influence to the model output. Whether these effects are present can be checked by adjusting the grid size and time step combination for both the 1D and 2D model and see whether the differences stay, increase or decrease. The most important issue in this research is the discretization in cross-sectional direction when modelling in 2D. Because of the fact that each grid cell can only have one bed level, the average elevation value is taken of the grid cell area. With this, deviations are created with respect to the actual bottom level. When modelling in 1D, the elevation data of a cross section are not discretized. This means that, when increasing the number of 2D grid cells, especially in cross-sectional direction, the results are more accurate. The default grid is the one presented in the figure below.

![Figure 4-8: Default grid used in simulations - 10 curvilinear cells in cross-sectional direction](image)

Other issues that could play a role are the number of 1D grid points and the used time step, both in 1D and 2D models. A quick scan, by varying these parameters for a number of situations, has been performed to see whether these effects are worth analyzing. This was not the case. Therefore, only variations in the 2D grids have been analyzed.

Because the aspect ratio\(^{11}\) of the grid cells should not be too large, the grid cells in both directions have been doubled, which keeps the aspect ratio constant. The default setting was approximately 1000 grid cells in flow direction and 10 over cross-sectional direction. Simulations were done with a 2000x20 grid, but also with a 500x5 grid, to analyze the differences and the importance of the discretization of the bottom level. It has been chosen to do this for all scales, with the following conditions:

- Roughness coefficient \(n = 0.03\) – this is a representative value both in this research as in practical applications
- Both summer bed flow as floodplain flow – both are modelled with different grid types (curvilinear versus triangular), so the effects are expected to differ

---

\(^{11}\) The aspect ratio is a grid criteria which officially only applies to regular grids, but is still used for irregular grids as a guideline for curvilinear grid cell dimensions. It represents the ratio between the length and width of a grid cell.
• Extensive meandering – as it is expected that this type will be the most sensitive to discretization

As visible in Figure 4-8, the curvilinear grid has been stretched out a little in cross-sectional direction to meet the smoothness criterium\(^{12}\). The default grid for all simulations has therefore 8 cells in cross-sectional direction in the summer bed. It is partly an arbitrary process to adjust the grid to meet this criterium. In this section, to be able to make an accurate comparison, three new grids have been constructed, with exactly 5, 10 and 20 grid cells in cross-sectional direction in the summer bed, because it is important that the amount of grid cells is exactly doubled or halved. These grids have not been adjusted to meet the smoothness criterium, because then the grids would not have the same shape anymore and the summer bed – floodplain division would not be on the exact same location anymore. The consequence of increasing the number of grid cells in lateral direction is that the grid cells of the floodplains are also smaller.

Using these new grids, an accurate analysis can be performed on the effects of changes in grid size. The grids that will be examined in this section are dimensioned as shown in the figures below.

\(^{12}\) More on grid criteria can be found in Appendix C.
4.1.3 Simulation properties

In this paragraph an overview of all simulations will be given. Furthermore, the boundary conditions and observation methods will be discussed.

Overview of simulations

A total of 12 different profiles are schematized. With the use of Baseline this information can be converted into input files for D-Flow FM. Baseline is an ArcGIS application with which spatial model schematizations for SIMONA WAQUA, Delft3D, SWAN and SOBEK can be made. Baseline stores spatial data in such a way that it can be converted into the relevant model schematizations, cross sections and roughness sections. It is a suitable tool for projects where a structured storage of river data and a coupling of flow models with a GIS environment is desirable (Helpdesk Water, 2018).

With each of these profiles, simulations are carried out, where several combinations of scale, meandering and roughness are varied. Furthermore, besides the stationary simulations also flood waves will be simulated. Lastly, the number of grid cells will be varied in the simulations. The total list of simulations is shown in the table below.

Table 4-2: Simulations overview (see Table 4-1 for more information) – HW = high water (cf. Figure 4-7)
Boundary and initial conditions

The goal of this research is to find out what physical processes influence the model performance and in what quantity. Therefore, it is important to choose boundary conditions that do not influence the water level upstream. In other words, the boundary conditions have to be chosen in such a way that no backwater curves occur at the boundaries.

In this case, the upstream boundary is determined by the simulation type (see table above). The upstream boundary condition will therefore always be a discharge in m³/s. The downstream boundary condition is influenced by the discharge and roughness. The degree of meandering does not influence the downstream boundary condition, because the flow is subcritical. Therefore, the meandering does not influence the flow downstream, only the upstream flow is influenced. The downstream boundary condition is in meters above the reference level.

To obtain a value for this boundary condition, a preliminary simulation has been run for all combinations of discharges and roughness coefficients. The (temporary) boundary conditions for these preliminary simulations has been calculated with the manning formula (eq. 4.1). This deviates from the actual model water level, so it induces still a small backwater curve. However, the water depth close to the upstream boundary is no longer influenced by this backwater curve, and is therefore suitable to be used as the water depth of the downstream boundary condition. The 1D model has different output compared to the 2D model, therefore the boundary conditions that are implemented in the models are not the same.

No initial conditions have been specified. Instead of this, the models are run sufficiently long to make sure the simulated situation is stationary. Then, the results are analyzed. The same applies to the flood wave simulations; the flood wave is built up slowly to minimize spin-up effects.

Observation points

The last step in the modelling process is to add observation points, of which the output will be compared. It is very important that these observation points are located on the exact same location for both models. This has been done by creating points containing XY-data in ArcMap and implementing them to both the SOBEK Suite and the D-HYDRO Suite.

In the SOBEK Suite, one can only choose to use observation points as output locations. In the D-HYDRO Suite, there is also an option to add observation cross sections. Observation points in SOBEK have as output, among others, the water level, water depth and velocity, all average values of the whole cross section at that location. D-HYDRO is modelling in 2D, which means that observation points have as output, among others, the water level, water depth and velocity (x- and y- vectors) at their exact locations. Observation cross sections are measuring values over the whole cross section, and have as output, among others, the average velocity, discharge and flow area. The observation cross sections are not able to generate water level output. Therefore, both observation points and cross sections are implemented in the D-HYDRO models. The observation points are located exactly in the middle of the summer bed, in order to be able to compare the values of water level or depth with the 1D model output. The velocity will be taken from the observation cross sections, because these are average values over the whole cross section, which is the same as SOBEK. The choice has been made to implement observation points over the reach of one single meander. On the next page, the locations will be shown in detail.

Regarding the flood wave simulations, other observation locations are used. In these models, a total number of 10 observation points are located, spread out over the entire model reach, with equal mutual distance. The output analysis will be on the time-discharge relation, which gives insight in the effects of storage, the expected causes of differences in output between 1D and 2D.
In the simulations, summer bed or floodplain flow will be distinguished. This is important for the orientation of the observation cross sections. Therefore, on all locations two different types of cross sections are created. The cross section for summer bed discharge is located perpendicular to the flow direction in the summer bed. The cross section for floodplain discharge is located perpendicular to the flow direction of floodplain, or vertically. Examples are given in Figure 4-10 and Figure 4-11. Regarding the flood wave simulations, the observation locations are given in Figure 4-12. Note that the flow direction is from left to right in all simulations.

**Visualization models**

![Figure 4-10: SOBEK D-Flow 1D (Q5000, extensive meandering) – upper figure is total model, bottom figure is zoom on single meander in red square – the eye icons represent the observation point locations](image)

![Figure 4-11: D-HYDRO D-Flow FM (Q5000, extensive meandering) – upper figure is total model, bottom figure is zoom on single meander in red square – the eye icons represent the observation point locations - the pink lines represent the observation cross section locations](image)

![Figure 4-12: Location and numbering of observation locations of flood wave models - top figure is 1D, bottom figure is 2D](image)
4.1.4 Output
In this paragraph, the output generation method is described. This includes an overview of output parameters, calculation methods of parameters that are not directly computed by the models and some remarks on the way the observations are presented in the next paragraph.

Table 4-3: Output parameters

<table>
<thead>
<tr>
<th>Output</th>
<th>1D</th>
<th>2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water level</td>
<td>Observation point</td>
<td>Observation point</td>
</tr>
<tr>
<td>Water depth</td>
<td>Observation point</td>
<td>Observation point</td>
</tr>
<tr>
<td>Velocity</td>
<td>Observation point</td>
<td>Observation cross section</td>
</tr>
<tr>
<td>Reynolds number</td>
<td>Model output and regression tool</td>
<td>Model output and regression tool</td>
</tr>
<tr>
<td>Froude number</td>
<td>Model output and regression tool</td>
<td>Model output and regression tool</td>
</tr>
<tr>
<td>Simulation time</td>
<td>Model output</td>
<td>Model output</td>
</tr>
</tbody>
</table>

To be able to analyze the type of flow in the different simulations, the Reynolds and Froude number are calculated. A brief derivation of these numbers can be found in appendix B. The Reynolds number compares flow inertia, or turbulent forces, with the viscous forces (Cheviron & Moussa, 2016; Anees et al, 2016). Usually, the Reynolds number is used to determine whether a flow is laminar or turbulent. A flow is laminar when Re < 500 and fully turbulent when Re > 2000. In between, there is a transition zone where both types occur simultaneously. Rivers and streams are typically very turbulent, with values of the Reynolds number in the order of $10^5 – 10^6$ (Birnir, 2008).

In this research the Reynolds number will be calculated and analyzed whether there is relation between the system characteristics and the 1D-2D differences.

The Froude number denotes the influence of gravity on the fluid motion (Cheviron & Moussa, 2016). In other words, it quantifies inertia versus gravity. Of the Froude number, the denominator is also denoted as $c$, the wave celerity. Therefore, the Froude number can be seen as a ratio between two velocities, the flow velocity and the wave celerity. The quantity tells something about whether disturbances in the flow can overcome the flow velocity and travel upstream (Birnir, 2008). Besides that, the Froude number can also be used to classify the shape of back water curves (Battjes & Labeur, 2017). The following Froude numbers are often distinguished (Anees, et al., 2016):

- $Fr < 1$, $c > u$, subcritical
- $Fr = 1$, $c = u$, critical
- $Fr > 1$, $c < u$, supercritical

In general, for rivers and streams the Froude number is very small, in the order of $10^{-1} – 10^{-2}$. In this chapter the Froude number will be calculated and analyzed whether there is a significant difference.

Both modelling suites are not able to generate these numbers as output on observation points or cross sections. Therefore, these numbers are calculated using the model output. The Reynolds number is calculated using the velocity and the hydraulic radius, the Froude numbers using the velocity and the hydraulic depth. The velocity is directly given by the model output, the hydraulic radius and depth have to be calculated in another way.

The SOBEK Suite offers an option to generate detailed information about the implemented cross sections. An example is given in the figure below.
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This pre-processing tool gives values for several parameters like the conveyance, flow area, flow width and hydraulic radius for certain values of the water depth within the cross section. Interesting parameters are the hydraulic radius and hydraulic depth. The hydraulic depth is not a direct output, but can be calculated by dividing the flow area by the top flow width. By importing this data in a polynomial regression tool, a relation can be determined that relates a depth to a certain value of the hydraulic depth and hydraulic radius. Because the hydraulic radius decreases significantly when the floodplain is flooded, two separate relations have been made, one for summer bed flow and the other for floodplain flow. An example is shown in Figure 4-14. For other scales, and the hydraulic depth, which has a similar pattern as the hydraulic radius, the same method applies.
Based on the output, answers can be given to sub questions 1 and 2 and the differences can be quantified. The model output can be presented and compared in a lot of different ways. A lot of variables can be changed and compared with each other. Because not every comparison has direct value for the research, below some remarks are given on the way the model output will be compared.

First of all, regarding the water level, it is useful to compare the relative difference between 1D and 2D modelling. This relative comparison is useful here, because the water depth increases with increasing scale. It is therefore a logical consequence that the absolute difference will increase. The relative difference tells more about the importance of processes on different scales. It is however also interesting to analyze the absolute differences, to see how they vary over the scales.

Secondly, for the overall model performance, it has no use to compare every observation point separately with each other. Therefore, if a situation is compared for 1D and 2D, the average value of all observation points is taken and the standard deviation is added. In this way, large overall differences can be extracted from the simulations. Furthermore, using the standard deviation, large differences between the separate observation points can also be identified. When the overall differences are large, a detailed analysis will be carried out to see what processes are going on.

Thirdly, due to the number of variables it is not possible to compare all variables in one analysis. Furthermore, not all output can be shown. The basic goal of this research is to compare scale effects with each other, so this will be the starting point of all analyses. Therefore, several analyses are made, for instance one where the results of differences in the meandering intensity are compared for all scales.

Lastly, often the distinction between summer bed flow and floodplain flow is made. Summer bed flow means that the summer discharge is simulated, so there is only flow in the summer bed. Floodplain flow means that the winter discharge is simulated, so there is flow in both the summer bed as the floodplains.

As a remark it has to be said that no prior assumptions were made about whether 1D or 2D may be more accurate. However, when assuming 2D models are more accurate compared to 1D models, the following has to be kept in mind. If variations in meandering intensity or in roughness influence the 1D-2D difference, this only means that the 2D effects vary for different situations. It should not be the goal to implement changes in the model schematizations to bring the model output of the 2D model as close as possible to the 1D model. This analysis is made to show what changes in schematization have the largest influence on the 1D-2D difference, to see what parameters are important in the modelling choice between 1D and 2D.
4.2 Simulation results and observations

The graphs that will be discussed in this paragraph show the relative difference in water level. A relative difference of e.g. 10% means that the 2D model simulates a higher water level compared to the 1D model. Also a graph on the standard deviation between the observation points and the absolute differences are shown.

To obtain a general idea about the magnitudes of water depths and flow velocities on varying scales, an overview of typical values has been given. These are averages of all simulations, so both 1D and 2D. The water depth of the floodplain flow is the total water depth, observed in the summer bed (cf. Figure 4-4). This also applies for the flow velocity.

**Typical water depths**

![Average water depths of all simulations](image)

*Figure 4-15: Average water depths of all simulations*

The graph above shows the typical water depths of the systems that have been used for this research. This is shown to give a general idea about the orders of magnitude of the results on the next pages. Generally speaking, two conclusions can be drawn from the graph:

1. When the scale increases with one order of magnitude, the water depth increases with approximately a factor of 2.2.
2. The difference in water depth (measured in the summer bed) between summer bed and floodplain flow is approximately a factor of 1.5.
**Typical flow velocities**

![Average flow velocities of all simulations](image)

*Figure 4-16: Average flow velocities of all simulations*

1. When the scale increases with one order of magnitude, the flow velocity increases with approximately a factor of 1.25.
2. The difference in flow velocity between summer bed and floodplain flow is approximately a factor of 0.75.
Relative difference 1D vs. 2D, averaged over roughness

Figure 4-17: Differences in water level for varying meandering intensities
The upper graph shows the relative difference of the water level when the 1D simulation is compared to the 2D simulation. The differences in water level are made relative by dividing them by the water depth. The values are averaged over the roughness coefficients, so the influence of scale and meandering on the relative differences can be seen in the graph. The second graph shows the standard deviation between the relative differences of the observation points. Because the situation without meandering has a constant water depth over the entire model reach, there is no standard deviation in that case. The bottom graph shows the absolute differences.

First of all, it is obvious that the 2D simulation simulates higher water levels in all situations, as the differences are always positive. Secondly, differences decrease when the degree of meandering decreases. Also the absolute differences indicate that the highest differences are caused by extensive meandering. Thirdly, the smaller the scale, the larger the differences.

Lastly, if the standard deviations are observed, peaks are observed at small scales. This means that the differences among the observation points are high, which gives an indication that in these situations more cross-sectional processes are of influence compared to large scales. There are no significant differences observed between the several meandering intensities.
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*Relative difference 1D vs. 2D, averaged over meandering intensity*

![Graph showing relative difference in water level for varying roughness coefficients](image)

**Figure 4-18: Differences in water level for varying roughness coefficients**
The upper graph shows the relative difference of the water level when the 1D simulation is compared to the 2D simulation. The values are averaged over the meandering intensity, so the influence of scale and roughness on the relative differences can be seen in the graph. The second graph shows the standard deviation between the relative differences of all observation points. The bottom graph shows the absolute differences.

First of all, it is obvious that the 2D simulation simulates higher water levels in all situations. Secondly, it is observed that the relative differences increase with decreasing scale. Thirdly, for summer bed flow, the differences are largest for n = 0.03, see also absolute differences. For floodplain flow the differences are decreasing when the roughness is increasing. Especially a roughness of n = 0.02 gives relatively extremely large differences in water level.

Lastly, if the standard deviations are observed, peaks are observed at small scales in combination with low roughness coefficients. This means that the differences among the observation points are high, which gives an indication that in these situations more cross-sectional processes are of influence compared to large scales.
Grid size (bathymetry discretization)
Here, the results will be presented of the simulations that were performed with refined or coarsened grids. The upper graph shows the relative difference of the water level when the 1D simulation is compared to the 2D simulation. The differences in water level are made relative by dividing them by the water depth. The bottom graph shows the absolute differences. As discussed in the methodology paragraph, simulations with a summer bed roughness of \( n = 0.03 \) are performed for this section.

What appears from the graphs is that apparently a larger grid size introduces a larger difference between 1D and 2D. When increasing the grid cells to 20 in cross-sectional direction, a lower water level is simulated, which decreases the difference between 1D and 2D. For floodplain flow, there are not much differences between 10 and 20 grid cells.
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Flood waves
As discussed in the methodology paragraph, three different types of flood waves have been simulated. The differences between these three wave lengths, 1, 3 and 12 days, and the differences between the different scales will be discussed below. Two analyses will be made, one to see what the overall differences of the whole flood wave are, and secondly, how the peak of the wave is simulated in time and magnitude.

The locations of the several observation points are given in Figure 4-20. For the analysis, not all observation points can be shown as this would be too much data for all scales and flood wave lengths. Instead, the root mean square error (RMSE) has been calculated for the last observation point, number 10, where the difference are the best visible. The RMSE is calculated as follows:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N} (Q_{i}^{2D} - Q_{i}^{1D})^2}{N}}
\]

where
\[N = \text{total number of observations}\]

This value gives a good indication of the overall differences between 1D and 2D, as the differences of the whole time series are taken into account. The RMSE for all scales and flood wave lengths are given in Figure 4-21.

![Figure 4-20: Numbering of observation points (left side is upstream) – top figure is 1D, bottom figure 2D](image)

![Figure 4-21: Root mean square error of discharge differences of flood wave over entire flood wave period, at observation point #10 (logarithmic y-axis)](image)

From the figure appears that the RMSE is decreasing for increasing wave length. To be able to indicate what the scale effect is, the relative difference will be taken into account. The next figure
Comparing model output will show the relative 1D-2D difference of the peak discharge divided by the peak discharge of the flood wave (e.g. 15000 m³/s for the Q = 5000 scale).

The graphs show some generals patterns:

1. The further away from the boundary, the larger the differences are
2. The longer the flood wave length, the smaller the differences are
3. The larger the scale, the larger the differences are

*Figure 4-22: Relative (absolute differences divided by peak discharge of flood wave) difference flood wave (cf. Figure 4-20 for the observation locations)*
These patterns will be illustrated with some time-discharge graphs.

The graphs above show all three patterns. When comparing graph 1 to 2, pattern 3 is visible. The larger the scale, the larger the difference. Comparing graph 2 to 3 shows the effect of the flood wave.
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length, which is pattern 2. Pattern 1 is visible in all graphs, observation point 10 shows always more differences compared to point 1.

Generally speaking, a short flood wave on large scale shows much more storage compared to a long flood wave on small scale. More storage means more difference between 1D and 2D, which is clearly visible in graph 2, where the yellow and grey line are deviating significantly from each other. This process will elaborated further in the next paragraph.

Analyzing the flood peaks gives the same observations. The smaller the scale and the larger the flood wave length, the smaller the differences are. The situation with the largest (relative) difference in peak time and discharge is given in graph 2. The time difference between the flood peak of 1D and 2D is approximately one hour and the discharge difference is about 400 m$^3$/s.

Another phenomenon that appears from the graphs is that the largest differences are created at the moment the floodplains are flooded. With the roughness coefficient that is used in this simulations this is around a discharge of 6-8 m$^3$/s (for scale Q = 5). The reason for this will be discussed in the next paragraph.

Lastly, an observation can be made on the duration of the peak to travel from the upstream boundary towards the downstream boundary. The longer this takes, the more storage plays a role. When comparing the scales with each other, a clear difference in flood wave celerity is found. The flood wave duration itself did not create large differences, whether the duration is one or 12 days; the wave celerity is in the same order of magnitude. This makes sense, because the wave celerity mainly depends on the water depth, which is equal for all wave durations. In the table below the average travel time, the distance and the resulting wave celerity has been given.

**Table 4-4: Wave celerities on varying scales**

<table>
<thead>
<tr>
<th>Scale [m$^3$/s]</th>
<th>5</th>
<th>50</th>
<th>500</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average travel time [h]</td>
<td>1.67</td>
<td>4.33</td>
<td>12</td>
<td>33</td>
</tr>
<tr>
<td>Travel distance [m]</td>
<td>3626.7</td>
<td>12868.1</td>
<td>45657.8</td>
<td>162000</td>
</tr>
<tr>
<td>Wave celerity [m/s]</td>
<td>0.60</td>
<td>0.82</td>
<td>1.06</td>
<td>1.36</td>
</tr>
</tbody>
</table>

As appears from the table; the increase in wave celerity is quite significant. Besides, the travel time is also increasing significantly for increasing scale. This has as a consequence that the larger the scale, the more possibility for storage effects to have influence.
Summary and conclusions

In the results that were shown on the previous pages, some remarkable observations were made. The most significant are listed below:

1. The smaller the simulated spatial scale, the larger the 1D-2D differences are
2. The higher the meandering intensity, the larger the 1D-2D differences are
3. The lower the roughness, the larger the 1D-2D differences are
4. The larger the 2D grid cell size, the larger the 1D-2D differences are
5. The smaller the flood wave duration, the larger the 1D-2D differences are

The most striking of them will be analyzed in further detail in the next paragraph, by discussing some theories that may explain the differences. Besides these theories, some basic processes could be playing a role here, such as:

1. The larger the scale, the smaller the flow velocity over water depth ratio becomes. Higher flow velocities normally cause more turbulence and other 2D effects, but as the water depth increases more, these effects are damped. Frictional effects, as these are non-linear, are also affected by the same scale effects.
2. The same applies to the flow width, the effects are spread out over a larger area. Applies both to increasing scale as to the comparison of summer bed flow to floodplain flow.
3. For flood waves, the following applies: the larger the scale, the larger the 1D-2D differences. This is initially caused by the wave celerity difference. The travel time on larger scale is, due to lower flow velocities, a lot longer compared to smaller scale. More travel time indicates that the storage effect can have influence for a longer time period.

To be able to explain in more detail the observed differences, some possible causes are discussed and analyzed below. These are the following:

1. The effects of grid size and bathymetry discretization
2. The water level and velocity gradients in cross-sectional direction for varying roughness
3. The water level and velocity gradients in cross-sectional direction for varying meandering intensities
4. The interaction between summer bed and floodplains
5. The Boussinesq approach\textsuperscript{13} and consequences for the summer bed – floodplain flow area ratio
6. Further effects of storage

One could argue that also secondary flow\textsuperscript{14} is playing a role here, but D-Flow FM only calculates spiral flow and streamline curvature post-process. This means that there is no direct coupling to the momentum balance. This results in the fact that this physical process is not included in the way the water levels or velocities are simulated. Therefore, this process cannot be used to explain differences in model output.

Another process that might seem important is the used time step for flood wave simulations. As discussed in the previous paragraph, a quick scan pointed out that the time step is not important for stationary simulations, which makes sense. However, for flood wave simulations, the conditions are

\textsuperscript{13} This name was given in the D-Flow 1D User Manual to the addition of the Boussinesq coefficient. This coefficient is added to perceive a better fit to real case scenarios, or 2D simulations, of flood plain flow simulations. It accounts for the non-uniform velocity distribution in a cross-section (Deltares, 2017c). It is not to be confused with the Boussinesq hypothesis, approximation or wave modelling.

\textsuperscript{14} See Appendix A for more on this subject
Constantly changing, so the expectation is that this would have some effect. A second quick scan pointed out that this is not the case. The reason for this is the fact that the grid size is sufficiently small, so the CFL criterion already decreases the time step to a certain value at which a sufficient level of accuracy is reached.

Note that the observed differences for grid size are probably independent of the numerical scheme that is used. It is therefore not purely a numerical process that causes the 1D-2D differences. Issues like the truncation error\textsuperscript{15} are not the main issue here. Besides, the effect of grid size is very dependent on the case that is used, complicated bathymetries will be poorly represented compared to simple ones, when using the same grid size. However, the general pattern will be the same, which will be showed in the next section.

\textsuperscript{15} The truncation error is the ‘error in approximating the differential equations or differential operators by discrete representations such as numerical schemes’ (Zijlema, 2015). In other words, it measures the error between the numerical scheme and the original equation.
4.3 Explaining theories
This paragraph will discuss some theories that may explain the difference that were observed between the model output of the 1D model and the 2D model.

4.3.1 Grid size (bathymetry discretization)
The main direct effect of adjusting the grid size is the way the bathymetry is discretized. As explained before, the number of grid cells in cross-sectional direction is the most important here. The more grid cells, the more accurate the original bathymetry will be schematized in the model. To illustrate this, for a number of grid sizes the actual bathymetry as used in the simulations will be shown in the graphs below (Figure 4-24 and Figure 4-25). The graphs show the summer bed, together with a small part of the floodplains. This is where the differences in elevation are the largest, so the differences between the grid refinements are visible the most clearly.

Note that this theory only applies if the bathymetry is measured on a number of locations, for instance by means of a gauge rod. If on ten locations the depth is measured, one can derive ten data points as input for a cross section bathymetry. The other option is when the total bathymetry is measured, for instance by means of laser equipment. In this case, both the 1D as the 2D approach cause loss of accuracy, because in 1D one has to define certain data points (which cannot be infinite, so one has discretize manually), and in 2D due to the process as explained in this paragraph. Another issue is the resolution of the available bathymetry data. If one has for instance a DEM of 5x5m available, it makes no sense to use grid cells of 0.5x0.5m, because this does not increase the accuracy of the used bathymetry. Lastly, it also depends on the complexity of the bathymetry. A 2D elevation model is always better in capturing the complex geometries. Otherwise, when using a 1D model, an infinite amount of cross sections would have to be measured and implemented.

As systems of small scale, on which this research focuses, are often not measured with high accuracy, the issue is of importance. The assumption therefore is that 1D cross sections are the actual measured profiles, so 1D is in that respect the most accurate approach.

![Cross sections for varying grid sizes (Q = 5 scale)](image)

*Figure 4-24: Cross sections for varying grid sizes (Q=5 scale) - the green dots indicate the data points on which the bathymetry is based*
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From the figures appears that a higher number of grid cells increases the accuracy of the cross section bathymetry. Especially when there are only five cells in cross-sectional direction, the bathymetry is represented poorly by the grid. One can observe that the smaller the grid size (which means more grid cells in cross-sectional direction), the more accurate the bathymetry becomes.

As shown in the graph, the cross section influences in the potential flow area. If these areas are calculated, they can be compared to the model output results and see whether they show the same pattern.

Table 4-5: Flow areas, for scale Q = 5 and varying schematizations (cf. Figure 4-19)

<table>
<thead>
<tr>
<th>Schematization</th>
<th>Flow area summer bed [m²]</th>
<th>Relative diff. to 1D output</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D: 5</td>
<td>6.509</td>
<td>11.6%</td>
</tr>
<tr>
<td>2D: 10</td>
<td>6.880</td>
<td>7.2%</td>
</tr>
<tr>
<td>2D: 20</td>
<td>6.877</td>
<td>6.1%</td>
</tr>
<tr>
<td>1D</td>
<td>6.550</td>
<td>-</td>
</tr>
</tbody>
</table>

Two conclusions can be drawn from the table when comparing the flow area to the relative difference in water level output.

1. With 5 cells in lateral direction, the flow area matches the 1D flow area the most. This does not mean that the relative difference is small. On the contrary, it is the largest. The cross section shape is however very different, which may explain the large relative differences. There are obviously more processes playing a role, which will be dealt with in the next paragraphs.

2. 10 or 20 cells in lateral direction have a similar flow area, but the shape still differs. This might explain the small gap in relative difference that still exists between these two schematizations.

The same analysis has been done for the largest scale (Q = 5000). Here, it has been tried to create more convergence of the cross sections by creating 40 grid cells in lateral direction. But even in that case, there are still differences, although very small.
Another observation that is explained from grid size variation is that a roughness coefficient of 0.03 creates the largest (relative) difference. By refining the grid and rerunning the simulations of $Q = 5$, summer bed flow, no meandering and all roughness coefficients, it appeared that the differences between 1D and 2D changed into the following values:

**Table 4-6: Grid size variation for no meandering situations**

<table>
<thead>
<tr>
<th></th>
<th>n = 0.02</th>
<th>n = 0.03</th>
<th>n = 0.04</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finer grid size</td>
<td>3.96%</td>
<td>2.72%</td>
<td>2.30%</td>
</tr>
<tr>
<td>Default grid size</td>
<td>7.34%</td>
<td>9.24%</td>
<td>6.68%</td>
</tr>
</tbody>
</table>

This shows that, as initially expected, the effects of roughness increase for decreasing roughness. The reason for the sudden change is as following. Generally speaking, the water level rises due to increasing roughness. This causes more grid cells to flood at the edges of the summer bed. The schematizations as shown in Figure 4-24 and Figure 4-25 already showed that the largest difference in bathymetry is located at the edges of the summer bed. Apparently, the cell that is (partially) flooded when increasing the roughness from $n = 0.02$ to $n = 0.03$ has a low accuracy, which causes large differences. When refining the grid with more grid cells, this difference decreased, which led to the results as shown in the table above. This phenomenon has been checked for other scales and meandering intensities, and it checked out.

The observations also point out that the bathymetry discretization effects are the largest in summer bed flow, when analyzing the relative differences. This can be explained by the fact that the bottom level varies much more in the summer bed cross section compared to the floodplain cross section. The floodplain has almost no transverse slope, so the averaging by discretization will not introduce large differences. Therefore, the discretization introduces more differences in the summer bed simulations. Generally speaking, it can be concluded that for floodplain flow, grid size does not have much effect, at least not when increasing the number of grid cells from 10 to 20 (cf. Figure 4-19).
4.3.2 Velocity and water level gradients over the cross-sectional direction for varying roughness coefficients

Velocity and water level gradients can cause differences in transport magnitudes. Constant water level gradients would not matter if the velocity would have a perfectly symmetric distribution, because on average the transport magnitudes would be equal to the 1D average. It is however the case that often they are not, so the magnitude of the water level gradient is of importance too. This section will give some examples of velocity and water level distribution over the cross sections, for varying roughness coefficients. The meandering intensity has influence on this process too, this will be dealt with in the next section.

The figure below shows three examples of varying roughness coefficients and the corresponding flow velocities. The white squares indicate the area that will be zoomed in to in the remainder of this section.

*Figure 4-26: Flow velocity in cross-sectional direction in different situations*
In the graph below, the flow velocity of the cross section in the white square is presented. The left hand side of the graph represents the most northern part of the channel as shown in Figure 4-26.

![Flow velocity in cross section for varying roughness](image)

*Figure 4-27: Flow velocity in cross section for varying roughness, derived from plots above (n = 0.02 causes lower water levels, therefore the outer two grid cells are not flooded, so no flow velocity is present there)*

The velocity difference in cross-sectional direction is clearly visible in the plots above. The influence of roughness is the largest reason for these differences. With a roughness coefficient of $n = 0.02$, the bed of the summer bed is very smooth. This means that the flow has very little resistance of the bed close to the summer bed edges, therefore the flow can be close to the edges of the summer bed (at 1 and 7 meters in Figure 4-27). 1D-simulations simulate an average velocity which is based on the assumption that there is a uniform velocity distribution over the cross-sectional direction. As appears from the graph, in none of the three cases the velocity distribution is uniform. This may seem logical, but the distributions are not symmetric either. When the velocity distributions are combined with the water level distributions in cross-sectional direction, conclusions can be drawn about the discharge magnitude on the several locations in the cross section.

![Water level gradients in cross section for varying roughness coefficients](image)

*Figure 4-28: Water level gradients in cross section for varying roughness coefficients*

The plots have the same domain magnitude of 0.016m on the y-axis, which allows to observe the difference in gradient. From the graphs appear that, due to centrifugal forces, the water level is highest at the outer bend. When combining this figure with Figure 4-27 it is clear that the transport magnitude of water will vary through the cross section. In the case of a perfectly symmetric
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distribution and a constant water level gradient, the 1D approach would not cause much deviation, but with the velocity distributions as observed in this case, the differences are definitely present.

The last important issue that appears from these plots is the fact that the magnitude of the flow velocities is decreasing with increasing roughness. This is a logical process, which can also be derived from the Manning or Chézy formula (eq. 4.1). Higher flow velocities mean more turbulence and more water level differences in cross-sectional direction, see graphs of Figure 4-28. From the slope of the graph it can be derived that the higher the roughness, the lower the water level difference is in cross-sectional direction. This has everything to do with the velocity difference. The higher the velocity, the higher the forces that cause these water level gradients, the higher the water level differences. If the slopes are calculated, the following numbers are obtained:

Table 4-7: Water level gradients for varying roughness coefficients, scale Q = 5

<table>
<thead>
<tr>
<th>Water level difference [m]</th>
<th>Water level gradient</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 0.02</td>
<td>0.011</td>
</tr>
<tr>
<td>n = 0.03</td>
<td>0.006</td>
</tr>
<tr>
<td>n = 0.04</td>
<td>0.0045</td>
</tr>
</tbody>
</table>

A higher cross-sectional water level slope means more deviations in transport magnitude. This explains why a lower roughness causes more differences.

We can do the same thing for scale Q = 5000. Then the following numbers are obtained:

Table 4-8: Water level gradients for varying roughness coefficients, scale Q = 5000

<table>
<thead>
<tr>
<th>Water level difference [m]</th>
<th>Water level gradient</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 0.02</td>
<td>0.058</td>
</tr>
<tr>
<td>n = 0.03</td>
<td>0.037</td>
</tr>
<tr>
<td>n = 0.04</td>
<td>0.026</td>
</tr>
</tbody>
</table>

It is clear that the slopes of the water level in cross-sectional direction of higher scales is significantly lower compared to smaller scales. This has to do with the fact that the velocities are not increasing with the same order of magnitude as the scale itself, which decreases the effects of the centrifugal force that forces the water level gradient. Less steep slopes indicate relatively less difference in transport magnitude in the cross section for similar velocity distributions. This explains why the differences between 1D and 2D are decreasing for increasing scale.
4.3.3 Velocity and water level gradients over the cross-sectional direction for varying meandering intensities

The same analysis as discussed on the previous pages can be made for varying meandering intensities. Varying velocities and water levels in cross-sectional direction are not only influenced by the roughness of the bed, but also by the intensity of the meandering. The plots below show the effects on the scale of Q = 5 and 5000.

Figure 4-29: Flow velocity in cross-sectional direction for scale 5000 with varying meandering intensities

Figure 4-30: Flow velocity in cross-sectional direction for scale 5000 with varying meandering intensities
From the graph can be derived that the situations without meandering have a perfect symmetric distribution of the velocity cross-sectional direction. In the meandering situations this is changing. Again, the water level slopes have been determined and are given in the table below:

Table 4-9: Water level gradients for varying meandering intensities

<table>
<thead>
<tr>
<th>Meandering</th>
<th>Water level gradient Q = 5</th>
<th>Water level gradient Q = 5000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extensive</td>
<td>1.42E-03</td>
<td>1.24E-04</td>
</tr>
<tr>
<td>Little</td>
<td>5.69E-04</td>
<td>6.55E-05</td>
</tr>
<tr>
<td>None</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

A higher meandering intensity shows on both scales a higher water level slope in cross-sectional direction. Together with the asymmetric velocity distribution this implicates more difference compared to the 1D situation. Furthermore, the larger the scale, the closer the velocity distribution looks like a symmetric distribution in cross-sectional direction. Furthermore, the water level gradients are much smaller for larger scale. So again, this explains why larger scales are less influenced by meandering intensities.

The water level gradient can directly be linked to the centrifugal force. Both an increase of meandering intensity as a decrease in roughness cause the centrifugal forcing to be larger, as this depends on the velocity and the channel bend angle. The roughness has influence on the velocity – a higher roughness creates a lower velocity. The meandering intensity has influence on the bend angle – a higher intensity creates a higher angle. The consequence of this is difference in centrifugal forcing, which causes difference in the water level gradient.
4.3.4 Summer bed – floodplain interaction

The figure below shows the location of which the flow direction vectors will be analyzed.

![Figure 4-31: Location of the vector plot](image)

The vector plot shows the differences of flow velocity and patterns of the three roughness types. What is clearly visible is that the lowest roughness is flowing more in the direction of the summer bed compared to the other ones. This is caused by the fact that the floodplain has a constant roughness of $n = 0.045$. The summer bed has therefore a lower roughness, in all cases. The water will always flow in the direction of the least roughness, so will be flowing more or less in the direction of the summer bed. This effect is stronger when the roughness is deviating significantly from the floodplain roughness, as is the case for a summer bed roughness of $n = 0.02$. This is visible in the plot, the green arrows are the most in the summer bed direction. In the situation with high summer bed roughness of $n = 0.04$, the roughness of summer bed and floodplain is almost comparable, which causes the flow direction to be more in x-direction and less in summer bed direction. The total flow distance is shorter, the slope is therefore higher, which makes the flow velocity also higher. This causes lower water levels, so the difference with 1D decreases. When the flow velocities and
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discharges over the floodplains (1 and 2 in Figure 4-31) are compared, the following ratios are observed:

*Table 4-10: Discharges and flow velocities of floodplains 1 and 2 (Figure 4-31) - Q = discharge, U = velocity = FP1 = floodplain 1, SB = summer bed*

<table>
<thead>
<tr>
<th>Roughness coefficient</th>
<th>Q FP1</th>
<th>Q FP2</th>
<th>U FP1</th>
<th>U FP2</th>
<th>U SB</th>
<th>% of total Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 0.02</td>
<td>1696.80</td>
<td>650.02</td>
<td>0.66</td>
<td>0.36</td>
<td>2.90</td>
<td>15.6</td>
</tr>
<tr>
<td>n = 0.03</td>
<td>3460.80</td>
<td>1726.00</td>
<td>0.83</td>
<td>0.58</td>
<td>1.99</td>
<td>34.6</td>
</tr>
<tr>
<td>n = 0.04</td>
<td>4368.70</td>
<td>2398.90</td>
<td>0.87</td>
<td>0.67</td>
<td>1.58</td>
<td>45.1</td>
</tr>
</tbody>
</table>

The numbers in the table indicate that both the discharges as the flow velocities increase with increasing summer bed roughness. A higher summer bed roughness causes lower flow velocities, which makes sense. However, it also causes higher flow velocities in the floodplain, which does not make sense at first sight because the slope and bed roughness do not change. Together with the flow direction plots of Figure 4-32 it can however be concluded that the summer bed roughness influences the floodplain flow, so that there is a summer bed – floodplain interaction.

When modelling in 1D, the model assumes that the flow is always in summer bed direction. The flow vectors corresponding to a roughness coefficient of n = 0.02 are therefore closest to the 1D simulation. The higher the summer bed roughness, the less the flow pattern is in summer bed direction. As explained before, this causes lower water levels. Therefore, the 1D-2D difference is decreasing for higher roughness coefficients.
4.3.5 The Boussinesq approach and consequences for summer bed – floodplain flow area ratio

The Boussinesq approach is added in the D-Flow 1D module to perceive a better fit to real case scenarios, or 2D simulations, of floodplain flow simulations. It accounts for the non-uniform velocity distribution in a cross section (Deltares, 2017c).

The way the Boussinesq coefficient is calculated introduces deviations of its value for varying scales, which may explain the increase of 1D-2D difference for decreasing spatial scale. The coefficient is used in the discharge computation, in the form of a multiplier to the convective term in the momentum equation. It accounts for the non-uniform velocity distribution in a cross section (Deltares, 2017a). The general equation for this coefficient is as follows:

$$\alpha_B = \frac{1}{A_f R C^2} \int_{0}^{W_f} C^2(y) y R(y) \, dy$$ \hfill 4.4

In the D-Flow 1D module it is possible to implement cross sections consisting of one, two or three parts with different roughness coefficients. The Boussinesq coefficient is formulated for these cases where the cross sections consist of more than one part. If the cross section is consisting of one part, the coefficient is equal to 1. For this research a summer bed and two floodplains were schematized. As the floodplains have the same characteristics, both the two or three part division can be used. For the single purpose of showing the calculation method, the two part division suffices. In this case, equation 4.4 can be rewritten as follows:

$$\alpha_B = \frac{C_0^2 A_f R_0 + C_1^2 A_f R_1}{C^2 R A_f}$$ \hfill 4.5

where the subscript 0 means summer bed parameters, 1 means floodplain parameters. In other words, the Boussinesq coefficient accounts for the weight of different roughness values, if present.

The Boussinesq coefficient is, as visible from this equation, dependent on the Chézy coefficients and hydraulic radiiuses of the summer bed and floodplain. The values in the denominator require that a single Chézy coefficient and hydraulic radius of the total cross section have to be computed.

The most accurate way to go would be to use equation 4.4 for every part, defined by the individual data points, of the cross section as defined by the user. When modelling in 2D, this is what actually happens, for every grid cell the hydraulic radius and Chézy coefficient is computed. In 1D this is not the case.

By means of an example will be shown how the deviation is introduced by this approach. The example will deal with the following situation:

- Scale: $Q = 5 \text{ m}^3/\text{s}$
- Summer bed roughness: $n = 0.02$
- Floodplain flow, so $Q = 15 \text{ m}^3/\text{s}$

This example is chosen because the effect is best visible in this situation. The model simulated a water depth of 1.3115m for this situation. Using the cross section data, the flow area and wetted perimeter can be calculated of the summer bed and floodplain. Using these parameters, the hydraulic radius can be calculated, which can then be used to calculated the Chézy parameter by using the relation
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\[ C = \frac{R^n}{n} \]

The same is done for the whole cross section. Basically, the computation is using equation 4.5, where the subscript 0 represents the summer bed and the subscript 1 the floodplains. The denominator represents the total cross section. In the table below, the separate values of eq. 4.5 are given in the last column with the ‘α\_β part’ title. This results in the following numbers:

<table>
<thead>
<tr>
<th>Segment</th>
<th>Wetted perimeter [m]</th>
<th>Flow area [m²]</th>
<th>Hydraulic radius [m]</th>
<th>Chézy coefficient [m^{1/2}/s]</th>
<th>α_β part</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer bed</td>
<td>7.85</td>
<td>7.21</td>
<td>0.92</td>
<td>49.30</td>
<td>16121.14</td>
</tr>
<tr>
<td>Floodplain</td>
<td>40.02</td>
<td>1.87</td>
<td>0.05</td>
<td>13.33</td>
<td>15.47</td>
</tr>
<tr>
<td>Total</td>
<td>47.87</td>
<td>9.08</td>
<td>0.19</td>
<td>96.02</td>
<td>15882.00</td>
</tr>
<tr>
<td>α_β</td>
<td></td>
<td></td>
<td></td>
<td>1.02</td>
<td></td>
</tr>
</tbody>
</table>

\[ α_β = \frac{C_i^2A_iR_0 + C_i^2A_iR_1}{C^2R_Af} \]

It is obvious that the alpha value in this case is very low. When the alpha value approaches the value of 1, the less the momentum balance is adjusted. In this case, it practically means that the floodplain roughness is hardly taken into account. Now the calculation will be done using all segments of the cross section, using again equation 4.5, but now in the following shape:

\[ α_β = \sum \frac{C_i^2A_iR_i}{C^2R_Af} \]

By using this formula, the coefficient is calculated using all available segments of the cross sections, instead of only the summer bed and floodplains. This results in the values as shown in the table below. It is immediately visible that this has a large impact on the final alpha value.

<table>
<thead>
<tr>
<th>Segment i</th>
<th>Wetted perimeter [m]</th>
<th>Flow area [m²]</th>
<th>Hydraulic radius [m]</th>
<th>Chézy coefficient [m^{1/2}/s]</th>
<th>α_β part</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.01</td>
<td>0.93</td>
<td>0.05</td>
<td>13.33</td>
<td>7.73</td>
</tr>
<tr>
<td>2</td>
<td>1.12</td>
<td>0.39</td>
<td>0.35</td>
<td>41.88</td>
<td>233.62</td>
</tr>
<tr>
<td>3</td>
<td>0.61</td>
<td>0.55</td>
<td>0.91</td>
<td>49.25</td>
<td>1227.84</td>
</tr>
<tr>
<td>4</td>
<td>2.10</td>
<td>2.54</td>
<td>1.21</td>
<td>51.59</td>
<td>8150.14</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.26</td>
<td>1.31</td>
<td>52.31</td>
<td>937.92</td>
</tr>
<tr>
<td>6</td>
<td>2.10</td>
<td>2.54</td>
<td>1.21</td>
<td>51.59</td>
<td>8150.14</td>
</tr>
<tr>
<td>7</td>
<td>0.61</td>
<td>0.55</td>
<td>0.91</td>
<td>49.25</td>
<td>1227.84</td>
</tr>
<tr>
<td>8</td>
<td>1.12</td>
<td>0.39</td>
<td>0.35</td>
<td>41.88</td>
<td>233.62</td>
</tr>
<tr>
<td>9</td>
<td>20.01</td>
<td>0.93</td>
<td>0.05</td>
<td>13.33</td>
<td>7.73</td>
</tr>
<tr>
<td>Total</td>
<td>47.87</td>
<td>9.08</td>
<td>0.19</td>
<td>96.02</td>
<td>15882.00</td>
</tr>
<tr>
<td>α_β</td>
<td></td>
<td></td>
<td></td>
<td>1.27</td>
<td></td>
</tr>
</tbody>
</table>

If the scale is increased to 5000, the same calculations can be made. The alpha values for this situation are 1.117 and 1.255. It is clear that the alpha values when using the second calculation
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method are more or less the same for the scales \( Q = 5 \) and 5000. The alpha value using the original Boussinesq approximation is significantly higher than the scale of \( Q = 5 \). This is something that can directly be linked to the observations. It still is significantly lower, which explains the fact that there are still differences between 1D and 2D output.

This approach has also a direct link with the flow area ratio between the summer bed and floodplains. If these are compared between 1D and 2D, the effects of the alpha value are visible. The difference in alpha values have been projected in the graph as well.

![Figure 4-33: Ratio of summer bed flow area over total flow area](image)

The difference in alpha value has a clear relation with the difference in area ratio. With increasing scale, as expected, the alpha value using the default D-Flow 1D method is close to the most accurate one. This explains why for increasing scale, the 1D-2D difference is very low (cf. Figure 4-18). In the table below the alpha values for all cases have been given, together with the difference in area ratio.

**Table 4-13: Alpha values and difference in area ratio**

<table>
<thead>
<tr>
<th>Scale</th>
<th>( n )</th>
<th>( \alpha )-default</th>
<th>( \alpha )-accurate</th>
<th>Ratio diff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.02</td>
<td>1.02</td>
<td>1.27</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1.25</td>
<td>1.50</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>1.14</td>
<td>1.33</td>
<td>0.07</td>
</tr>
<tr>
<td>50</td>
<td>0.02</td>
<td>1.22</td>
<td>1.42</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1.32</td>
<td>1.49</td>
<td>0.10</td>
</tr>
<tr>
<td>500</td>
<td>0.04</td>
<td>1.18</td>
<td>1.31</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>1.32</td>
<td>1.50</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1.35</td>
<td>1.48</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>1.20</td>
<td>1.29</td>
<td>0.05</td>
</tr>
<tr>
<td>5000</td>
<td>0.02</td>
<td>1.33</td>
<td>1.49</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1.36</td>
<td>1.48</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>1.21</td>
<td>1.29</td>
<td>0.05</td>
</tr>
</tbody>
</table>

From the table, another observation can be made. It appears that the ‘accurate’ alpha value is, at least for the smaller scales, the largest for a roughness of \( n = 0.03 \). As the scale increases, the alpha
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value for $n = 0.02$ becomes the largest. This could mean, that on small scale, there is a balance between the flow area and the roughness. For instance, if the smallest scale with a summer bed roughness of $n = 0.02$ is considered, the floodplain flow area is very small, but the roughness coefficients are deviating a lot from each other. At a summer bed roughness of $n = 0.04$, the floodplain flow area is significant, but the roughness coefficients are not deviating a lot. Apparently, for that scale, the balance is in such a way that for a roughness of $n = 0.03$ the floodplain flow is of the most influence, considering the high alpha value. The same reasoning applies to all other scales.

The Froude number gives a good indication of whether the 1D water depths and flow velocities are approaching reality. For the situations with large difference, for example scale $Q = 5$, roughness $n = 0.02$, the Froude number is larger than 1. This has nothing to do with the fact that the flow is actually supercritical in that situation, but the combination of overestimated flow velocities and small water depths on floodplains causes the Froude number to be larger than 1.

<table>
<thead>
<tr>
<th>Scale</th>
<th>$n = 0.02$</th>
<th>$n = 0.03$</th>
<th>$n = 0.04$</th>
<th>$n = 0.02$</th>
<th>$n = 0.03$</th>
<th>$n = 0.04$</th>
<th>$n = 0.02$</th>
<th>$n = 0.03$</th>
<th>$n = 0.04$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fr-1D</td>
<td>Fr-2D</td>
<td>α-diff</td>
<td>Fr-1D</td>
<td>Fr-2D</td>
<td>α-diff</td>
<td>Fr-1D</td>
<td>Fr-2D</td>
<td>α-diff</td>
<td>Fr-1D</td>
</tr>
<tr>
<td>5</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>50</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>500</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>5000</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
<td>0.02</td>
<td>0.03</td>
<td>0.04</td>
</tr>
</tbody>
</table>

*Figure 4-34: Froude numbers for floodplain flow, averaged over meandering intensity*

It is obvious that, the less the difference between the Froude numbers, the more the Boussinesq approximation is correct.
4.3.6 Storage effects
The differences in time and discharge of the flood waves can be explained using flow velocity vector plots of several moments during the wave. In this example, the largest scale has been chosen and the flood wave of one day will be discussed. The plots show the flow patterns of a small part in the right floodplain, as shown in the figure below. This part is close to the upstream boundary condition, where no backwater effects of the downstream boundary are present.

![Figure 4-35: Location of vector plots](image)

The plots are corresponding with the moments in time as represented by the orange dots in the graph below. They are chosen because the effects are clearly visible on these moments.

![Figure 4-36: Q-t graph of analyzed situation](image)
The plots show the direction and magnitude of the flow during three moments in time. The first plot shows the moment where the discharge is decreasing, but is still just enough to flood the floodplains. The flow is in the same direction as the summer bed, which means that no large 2D effects are of influence on the flow. Three hours later, the flow patterns of the second plot are observed, and six hours later, only flow in y-direction is left over. In these plots, the storage effect that occurs with flood waves is clearly visible. The 1D model assumes that a cross section part has a water depth equal to zero, immediately when the water level is below the bottom level of the floodplain. The 1D model just calculates the water depth using the discharge and flow velocity, no storage is taken into account. When modelling in 2D, the effect as visible in the plots above causes that the water depth of a cell decreases more slowly. In 2D, when a water particle is flowing on the floodplain, and when the discharge decreases, its velocity is decreased to a minimum. Then, it is drained in lateral direction towards the summer bed, because the cross-sectional slope of the floodplain is larger than the slope of the main flow direction. The latter process of cross-sectional flow is called storage, because the
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Water particles are not moving in downstream direction but only in lateral direction and are stored for a while at a certain location, before flooding back to the summer bed again. The process is depicted in Figure 4-38. This is a process that is not simulated by a 1D model. This process causes the flood wave to flatten out, mainly because the tail grows longer.

![Figure 4-38: Water level slopes during rising and falling flood (Fox, 2015)](image)

When comparing the flood wave of 1 day to the one of 12 days, it is observed that this storage effect has more influence on the one of 1 day. This is caused by the fact that the water level of the 12 day flood wave decreases much more gradually, which decreases the magnitude of the flow in y-direction. This is shown in the plot below. Because the water depth of a grid cell has more time to decrease, the storage effects are of less influence when the flood wave length is lower.

![Figure 4-39: Flow velocity vectors, Q = 5000](image)
The difference in storage effect is best visible when comparing the change in flood wave shape.

The flood wave shape corresponding to the 12 day wave is much more comparable to the original shape than the one of the 1 day wave. This is caused by the storage effect, as discussed. This effect causes that the water is staying in the floodplains where the wave has already passed. The shape of the high water controls the amount of storage that is taking place. The shape is in this case determined by the wave duration. The wave of 1 day has a much steeper slope compared to longer flood waves. Because the water level drops much quicker in the 1 day wave, the storage effect is much larger. In the 12 day wave, this stored water has more time to flow towards the summer bed, but as the water level is still high in this case, the stored water ‘meets’ the flowing water, which reduces the tail of the flood wave.

The effect that causes difference between scales is for the largest part due to the changing flow velocity to scale ratio. The scale increases with a much larger factor than the flow velocity. This means that the total length of the water course is much longer for larger scales. This has as a consequence that flood waves travel relatively longer, because the wave celerity does not increase as much as the length. Therefore, the possibility and influence of storage or diffusion effects are larger.

*Figure 4-40: Q-t graphs of flood waves*
4.4 Conclusions

Six different types of processes have been discussed in the previous paragraph. This last paragraph will try to use these processes as explanations for the observed water level differences. Firstly, a brief summary of the observations that are explained by the discussed processes will be given.

Stationary simulations:

a) 2D simulates higher water levels compared to 1D in all situations
b) Decreasing scale means increasing relative differences
c) Less roughness gives more difference
d) Less meandering gives less difference
e) Roughness coefficient $n = 0.03$ creates largest differences for summer bed flow
f) Roughness coefficient $n = 0.02$ creates large difference for floodplain flow

Flood wave simulations:

g) The further away from the boundary, the larger the difference are
h) The longer the flood wave length, the smaller the difference are
i) The larger the scale, the larger the difference are
j) Largest differences are created at the moment the floodplains are flooded

The processes that are discussed are the following:

1. The effects of grid size on bathymetry discretization
2. The water level and velocity difference in cross-sectional direction for varying roughness and meandering intensities
3. The interaction between summer bed and floodplains
4. The Boussinesq approach and consequences for the summer bed – floodplain flow area ratio
5. The effects of storage

In the table below the observations and process will be coupled. Below the table this will be elaborated.

*Table 4-14: Concluding table of coupling between observations and processes*

<table>
<thead>
<tr>
<th>Grid size</th>
<th>Gradients</th>
<th>Interaction</th>
<th>Boussinesq</th>
<th>Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Water level 2D higher than 1D</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>Decreasing scale: more differences</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>Less roughness: more difference</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>More meandering: more difference</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>Peak differences at $n = 0.03$, summer bed</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>Peak differences at $n = 0.02$, floodplain</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>Flood wave differences</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>
a) **2D modelling simulates higher water levels compared to 1D in all situations**

For summer bed flow, the most important contribution to the 1D-2D difference is made by the bathymetry discretization. For floodplain flow, the scale effect of the Boussinesq approximation can be held accountable for the largest differences.

b) **Decreasing scale means increasing relative differences**

The water level and velocity gradients have a large part in this. The gradients caused by varying meandering or roughness intensities decrease when the scale increases. Furthermore, for 1D, the difference with 2D, introduced by the Boussinesq approximation, decreases for increasing scale. Also the effects of grid size and bathymetry discretization increase for decreasing scale.

c) **Less roughness gives more difference**

Less roughness means a steeper water level gradient in the cross-sectional direction, which means more difference in transport magnitude in that direction, initiated by the non-uniform and asymmetric distribution of flow velocities. This causes increasing water depths, so more difference with 1D. This is the cause for summer bed flow. The main cause for floodplain flow is the summer bed-floodplain interaction. There is more interaction for higher roughness, which means lower water levels in 2D, so less difference with 1D.

d) **Less meandering gives less difference**

Less meandering means also a less steep water level gradient in the cross-sectional direction, which means less difference in transport magnitude in that direction. This causes decreasing water depths, so less difference between 1D and 2D.

e) **Roughness coefficient \( n = 0.03 \) creates largest differences for summer bed flow**

The grid size refinement is used to explain this phenomenon.

f) **Roughness coefficient \( n = 0.02 \) creates relatively extremely large difference for floodplain flow**

The Boussinesq approach is the most important here.

g), h), i), j) **Flood wave observations**

All observations with flood wave can be explained with the effects of storage.
**Conclusion on quantity of effects**

Generally speaking, some statements can be made that summarize and conclude this chapter. The sub question that has been dealt with in this chapter is as follows: What are the differences in model output for varying physical properties of the systems and which processes are causing these differences? The answer to this question has been given, and it can be stated that the differences are influenced by a number of physical effects. To be able to quantify the effects, a final overview of the magnitude of the effects will be given. This includes the effects of the change of magnitude of:

- Scale
- Meandering intensity
- Roughness
- Grid size

The overview will contain relative differences, because of the fact that with increasing scale, the absolute differences logically increase too. Comparing those would make no sense at all.

![Relative difference, scale comparison](image)

**Figure 4-41: Relative difference, scale comparison**

The figure above shows the average relative differences when comparing the analyzed scales with each other. The general conclusion that can be drawn from this, is that for small scale the differences are quite significant, up to almost 10%. On a water level of almost a meter (see Figure 4-15), this is a 10 centimeter difference, which could be very important during extreme rainfall events for the inundation of certain areas.

The figure below shows the effects of the other three processes, shown in one overview, for summer bed flow. The figure shows the change in difference for varying model schematizations. For instance, if at the extensive meandering intensity the average 1D-2D is 10%, but at the little intensity 8%, the change in difference for varying meandering intensity is 20%.
The figure shows the three parameters that were varied in the model schematizations; the meandering intensity, the roughness and the grid size. The peak at the roughness section, when increasing the roughness from $n = 0.02$ to $n = 0.03$, is the deviation in the graph. Where almost all changes result in a decrease of the 1D-2D difference, the increase in roughness from $n = 0.02$ to $n = 0.03$ results in an increase. This is due to the phenomena explained in the beginning of this paragraph. Furthermore, the decrease of the number of grid cells also results in a large increase in 1D-2D difference.

When zooming even further out, the average values can be analyzed of the effects of the three parameters. These values are as follows:

### Table 4-15: Average values of changes in relative difference, summer bed flow

<table>
<thead>
<tr>
<th>Scale</th>
<th>Meandering intensity</th>
<th>Roughness</th>
<th>Grid size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extensive&gt;Little</td>
<td>Little&gt;None</td>
<td>$n = 0.02$&gt;$n = 0.03$</td>
</tr>
<tr>
<td>All</td>
<td>-11%</td>
<td>-10%</td>
<td>(16%)</td>
</tr>
<tr>
<td>5/50</td>
<td>--</td>
<td>--</td>
<td>46%</td>
</tr>
<tr>
<td>500/5000</td>
<td>--</td>
<td>--</td>
<td>-14%</td>
</tr>
</tbody>
</table>

A distinction between the two smaller and larger scale has been made in the situation with the change in roughness from $n = 0.02$ to $n = 0.03$, where the smaller scales deviate from larger scales. From the table it can be concluded that the roughness and grid size have the largest effect on the 1D-2D difference.
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In the same way the floodplain flow can be analyzed. As variations in the grid size did not result in significant decreases in difference, this has been left out this conclusion. The figure below shows the values that resulted of changes in model schematizations:

Figure 4-43: Change in relative difference for several changes in model schematizations, floodplain flow

Again, roughness has more effect on the model differences compared to the meandering intensity. When determining the average values, the following numbers are obtained:

Table 4-16: Average values of changes in relative difference, floodplain flow

<table>
<thead>
<tr>
<th>Scale</th>
<th>Meandering intensity</th>
<th>Roughness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extensive&gt;Little</td>
<td>Little&gt;None</td>
</tr>
<tr>
<td>All</td>
<td>-14%</td>
<td>-33%</td>
</tr>
</tbody>
</table>

First of all, the effect of the roughness variations is significantly larger here compared to the summer bed flow. This can be explained by the interaction between summer bed and floodplains. Due to the presence of this interaction, variations in roughness have more effect.
**Relation dimensionless numbers and 1D-2D difference**

Lastly, an overview of the typical Reynolds and Froude numbers will be given for all scales, both for summer bed and floodplain flow. When taking a look at these numbers, a general relation between the 1D-2D difference and the system characteristics, in the form of these numbers, can be perceived. In this way, one can make a quick first estimation of the system characteristics and decide what the best modelling choice might be.

**Figure 4-44: Average Reynolds and Froude number for all scales, averaged over all simulations**

Chapter 4 elaborated briefly on the Reynolds number. It was stated that typical Reynolds numbers for streams and rivers are between $10^5$ and $10^6$. This is confirmed by the simulations that were carried out in this research. Chapter 4 also indicated that typical Froude numbers are between $10^{-1}$ and $10^2$. This is a little underestimated, as the Froude numbers in this research are on average between 0.2 and 0.4. The figure above shows a few general patterns, which are listed below:

1. The larger the Reynolds number, the smaller the 1D-2D difference becomes.
2. The smaller the Froude number, the smaller the 1D-2D difference becomes. In the research, this has been related to the effects of the Boussinesq approach in the Flow 1D model.

These very general observations might help making a quick estimate of a modelling choice.
5. Practical application

In this chapter the catchment of the stream Molenbeek will be analyzed. Based on the discharge and dimensions, the case is somewhere in the spatial scale range of this research, discussed in the previous chapter. This chapter will find an answer to sub question 3 and find out whether theory is in these cases applicable on practical situations. This chapter is built up as follows: First of all, some background information of the case area will be given. Recently, a stream restoration project was performed on the Molenbeek part. This resulted for instance in changes of the water course, such as more meandering, which could influence the modelling choice. Therefore, the background description will also contain some information on this restoration project. Secondly, the methodology of answering the third sub question will be discussed. This contains among others things the modelling method, the data sources and the grid characteristics and boundary conditions. The third paragraph will show the simulation results and lastly some conclusions will be made and an answer will be given to the third sub question: What physical processes are particularly important in a practical case of a small-scale system?

5.1 Case area background

The location and the elevation data of the total catchment of the stream are given in the figures below.

![Location of the area](image)
The stream is a medium-sized lowland stream located in the municipality of Boxmeer in the northeastern part of the Dutch province of Noord-Brabant. The stream originates from various sources on the western side of the river Meuse in the province of Limburg. The Aa en Maas water board manages the lower reaches of this system from the border between the provinces of Limburg and North Brabant to the mouth in the Meuse. The other part of the catchment area, left of the red line, is located in the province of Limburg and is therefore managed by the Limburg water board. The main stream in the Limburg area is called Loobeek (Kurstjens ecologisch adviesbureau & Bureau Stroming, 2013). This research, and therefore this chapter will mainly focus on the part that is located in the province of Noord-Brabant, the stream Molenbeek, because more information, such as bathymetry, is available on this part.

The stream is for a large part located in a former meander of the river Meuse, which is clearly visible in elevation maps (see Figure 5-2). The so-called ‘terrace edges’ (in Dutch: terrasranden) function as the natural boundaries of the area. In the past decades, the stream has been modified by the local people. Examples of these modifications are canalization, deepening and widening of the stream and construction of weirs (Kurstjens ecologisch adviesbureau & Bureau Stroming, 2013). These modifications are nowadays considered to be unfavorable to the water quality and management.

A few years back, in 2013, a report was published by the water board. The report is about a project plan on stream restoration of the Molenbeek. The report provides a lot of information about the
area and the adjustments that were designed at the time, and have been performed in the past few years. The water board had to adjust several parts of the stream in order to be able to meet the targets set by European Water Framework Directive (WFD, in Dutch: Kaderrichtlijn Water (KRW)) (Kurstjens ecologisch adviesbureau & Bureau Stroming, 2013). The main targets of this directive are improvement of fish migration, water quality and natural morphology. Furthermore, water storage targets need to be met. Climate change causes peaks both in discharge as in drought periods. Water storage is therefore advantageous for the entire area.

To achieve these goals some measures have been designed. One can think of weir removal, shoaling and narrowing of the stream course and digging and stimulating a meandering stream course. The intended result is a meandering stream of on average 0.5 meter depth and a width of about 5 meters. Due to the meandering character, the banks are supposed to erode at some places and accrete at other places. Furthermore, the intention is that the stream valley floods more often, contributing to the storage function (Kurstjens ecologisch adviesbureau & Bureau Stroming, 2013).

Using the terminology of this research, one can describe the stream system using the average summer and winter discharge, bed roughness, dimensions, slope and meandering intensity. In the table below these parameters are shown.

<table>
<thead>
<tr>
<th>System parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average summer discharge</td>
<td>0.76 m³/s</td>
</tr>
<tr>
<td>Average winter discharge</td>
<td>2.16 m³/s</td>
</tr>
<tr>
<td>Discharge with T = 1</td>
<td>4.9 m³/s</td>
</tr>
<tr>
<td>Maximum discharge in history (1998)</td>
<td>16.26 m³/s</td>
</tr>
<tr>
<td>Bed roughness</td>
<td>$k_n = 0.05$ (White-Colebrook/Nikuradse)</td>
</tr>
<tr>
<td>Dimensions (width x depth)</td>
<td>8 x 1.5 m</td>
</tr>
<tr>
<td>Slope</td>
<td>1e-03</td>
</tr>
<tr>
<td>Meandering intensity</td>
<td>On average little, some locations more than extensive</td>
</tr>
</tbody>
</table>

The bed roughness, defined as a White-Colebrook/Nikuradse parameter, is comparable to a manning roughness coefficient of $n = 0.025$-$0.03$ (depending on the local hydraulic radius).

Based on the parameters, the stream can be classified as a $Q = 5$ scale stream as defined in chapter 4, with varying grades of meandering. The bed roughness is also in the same range, as are the dimensions. The slope is a little steeper, which may be the case to compensate for the higher roughness due to the very discontinuous bathymetry, if compared to the very smooth bathymetry of the test models of chapter 4.

5.2 Methodology

The previous chapter indicated some processes that could be of influence on the model output. The question is whether these processes are in a practical case of importance. To examine this, some models have been constructed of the catchment of the stream Molenbeek.

The models of the case area has been constructed using the following data sources:

- 1D cross sections of the existing SOBEK models – the catchment is located in the management areas of two separate water boards, which use separate models for the part that is in their management area
- AHN (in Dutch: Algemeen Hoogtebestand Nederland), which is a Digital Elevation Model (DEM) of the Netherlands
• TOP10NL, which is a topographic database which contains land use, locations of trees, roads, hedges and other objects that are of importance

The AHN database does not contain the bathymetry of streams and rivers. Therefore, the 1D cross sections of the existing SOBEK-model of the area had to be used to adjust the elevation of the DEM in the channels. These cross sections are measured profiles, and are therefore suited to use for model construction. Of course, there is a limited amount of measured cross sections available, so the missing areas in between these cross sections have to be interpolated. The operations have all been done in ArcGIS. Using the application Baseline (see for explanation paragraph 4.1) all data has been stored in a database of the catchment area. RGFGRID has been used to construct the grids of the areas of interest. Baseline converts, using these grids, all the information that is in the database and within the grid area towards D-Flow FM input files.

Unfortunately, the D-HYDRO Suite does not yet support the modelling of culverts. This is a development which will be introduced in the near future, but at the moment of this research this was not possible yet. This does have influence on the model results, because especially the smaller streams upstream of the Molenbeek have a lot of these culverts resisting the flow. During high water waves, some of these culverts act like weirs, resulting in high water levels upstream the structure.

To minimize the effect of this, only the model output of the Molenbeek part, which has no culverts, is used for process analysis. The Loobeek part, with culverts, will only be used to estimate the travel time of a flood wave. This is, however, influenced by the absence of culverts. Here, another (temporary) disadvantage of 2D modelling comes forward, more on this will be discussed later on.

**Grid specifications**

There are a few options for the area that will be modelled. To be able to observe the processes described above, the grid has been constructed for a small region of the Molenbeek, small enough to restrict the simulation time to maximum three days. This grid exists of the stream itself, a small part of the banks and surrounding area and some low-lying areas which are vulnerable for flooding. The initial idea was to construct a grid for the total low-lying areas between the stream and the river Meuse. This however resulted in a simulation time of more than three weeks, which would cause problems for the research progress.

Another option is to only construct a grid for the streams. This has been done for both the Molenbeek as the Loobeek parts. This provides insight in the flood wave propagation in an area like this. A third option is the model only the areas of interest. Figure 5-3 shows the total catchment of the Molenbeek. The area inside the black square has been enlarged, because this is the most interesting part of the area. It contains the low-lying areas that may flood during high water in the Meuse or extreme rainfall events. In the end the red area has been simulated, the grid of the area inside the purple square is shown in Figure 5-4. This figure shows that the stream itself has a curvilinear grid, where the surrounding areas have a triangular grid. As discussed, the initial idea was to simulate the blue area, but this resulted in extremely high simulation times. In addition to the red area, also a model has been constructed of only the streams, which are represented by the black lines in Figure 5-3.

As discussed in the previous chapter, the number of grid cells in cross-sectional direction is the most important for the final accuracy of the model output. Therefore, a curvilinear grid with a minimum of six and a maximum of eight grid cells are used in lateral direction. As proven in the previous chapter, increasing this number adds a significant amount of accuracy to the model, however the simulation time increases with it. Therefore, this amount has been chosen, as a sort of compromise. The size in
flow direction has been dimensioned in such a way to keep the aspect ratio\textsuperscript{16} within normal range. The surrounding areas have been modelled using a triangular grid, which also applies to the grid criteria. An example is shown in Figure 5-4.

\textsuperscript{16} The aspect ratio is a grid criteria which officially only applies to regular grids, but is still used for irregular grids as a guideline for curvilinear grid cell dimensions. It represents the ratio between the length and width of a grid cell.
Boundary and initial conditions
The boundary condition is in this case the water level of the river Meuse. Initially, this will be copied from the SOBEK model, which is a water level of 11.1m. This creates a water depth of 0.7m at the stream mouth. For future simulations, this water level can be varied with for instance a high water wave of the river Meuse. This causes additional problems in the stream valley, which may be inundated from the river.
In the situation of the model of only the streams, no upstream boundary condition is specified. Instead, on some points lateral sources are located which have a discharge value attached.

In the situation of the model of only the Molenbeek and surrounding areas, a boundary condition is specified with a discharge. The maximum simulated boundary discharge is 6.5 m$^3$/s. This is also in practice the upper limit, because a weir is located in the stream that maximizes the discharge during extreme events.

Because, logically, 2D modelling does not allow to implement a water depth as initial condition, two options remain: running a stationary simulation and creating a restart file, which contains the water levels on all locations, which then are used as initial condition for the new simulation. The other option is to start with a stationary flow and after a while implement a flood wave. The latter has been chosen, because several initial conditions or stationary inflows are simulated. To restrict the total simulation time, the second option is the best one in this particular case. When running several slightly different simulations on the same model, creating a restart file would be a better option.

**Observation points**

At regular locations along the flow direction, observation points and cross sections have been specified. The locations are shown in the figure below.

![Observation locations](image)

**Observation of processes**

In chapter 4, several processes were analyzed. The next step is to analyze the described case area and examine whether the same processes are playing a role here. Summarizing, the following processes will be searched for in the models:
1. Discretization of cross section depths, often more data points than grid cells in cross-sectional direction – this introduces differences in bed level

2. Water level gradients in meanders, which are even more extensive at some locations compared to the meanders of the theoretical models discussed in the previous chapter

3. Summer bed – floodplain (or main channel – bank) interaction

4. Small water depths on the banks, which will have similar characteristics as floodplain flow, which can be problematic when using 1D models due to the Boussinesq approximation

5. The amount of storage taking place when modelling flood waves

The expectation is that the processes will occur on several locations in the area, but especially on parts with an extensive meandering intensity. An example of a part like this is shown in the figure below. This may be an interesting location to generate model output of, for instance, water levels and velocities, to see whether they are varying across the cross-sectional direction.

Figure 5-6: Area of interest for observation 1

The expectation is that processes 1 to 4 are best visible when simulating a constant discharge. The Molenbeek part of the catchment has the most meanders, so the model of the stream and surrounding areas will be used for this analysis.
Process number 5 will be simulated using two different models. An important difference between the case area and the test models, that is of influence on the observation of this process, is the changing channel shape. The channels become wider and deeper when propagating downstream. This makes a similar comparison as performed for the test models impossible, as the shape of the flood wave will be influenced by more processes than storage. Therefore, the following two models are used:

- The model of the streams Loobeek and Molenbeek: at a location far from the mouth, a boundary condition of a small flood wave with a peak discharge of 0.4 m$^3$/s will be implemented, and observed how long it takes for this wave to reach the mouth.
- The model of the streams of the Molenbeek, banks and selected low-lying areas: at a location where the stream is sufficiently wide, a flood wave with a peak discharge of 6.5 m$^3$/s will be released. Here, a flood wave shape analysis is possible, because the channel dimensions are not changing much anymore.

A flood wave of 0.4 m$^3$/s will, especially when it has reached the wider channels, propagate with a very low celerity, as the wave celerity is directly dependent on the water depth. The expectation is that the flood wave of 6.5 m$^3$/s will travel much faster.

In the table below, an overview of all performed simulations and corresponding observations of processes is shown.

*Table 5-2: Simulation overview case area*

<table>
<thead>
<tr>
<th>Simulation (#)</th>
<th>Model</th>
<th>Boundary condition</th>
<th>Observed processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stream Molenbeek + Banks + Selected low-lying areas</td>
<td>Stationary 6.5 m$^3$/s</td>
<td>1. Discretization&lt;br&gt;2. Gradients&lt;br&gt;3. Interaction&lt;br&gt;4. Water depth on banks</td>
</tr>
<tr>
<td>2</td>
<td>Streams Loobeek and Molenbeek</td>
<td>Stationary 0.2 m$^3$/s + peak of 0.4 m$^3$/s</td>
<td>5. Storage</td>
</tr>
<tr>
<td>3</td>
<td>Stream Molenbeek + Banks + Selected low-lying areas</td>
<td>Stationary 3 m$^3$/s + peak of 6.5 m$^3$/s</td>
<td>5. Storage</td>
</tr>
</tbody>
</table>
5.3 Results

Discretization of cross sections

As discussed before, the 1D cross section on which the bathymetry is based, consists of more data.

Figure 5-7: Three examples of simulated bathymetries in 1D and 2D
points than the 2D grid has grid cells. This introduces differences in the bed level. This section will compare a number of 1D cross sections to the bathymetry as implemented in the 2D model.

The graphs in the figure above point out that there are significant differences, although the general shape is still quite similar. This indicates that the fact that less grid cells can be used in 2D as data points in the 1D cross sections causes differences in the final bathymetry as used in the simulations. The effect of this is clear: the difference in potential flow area varies, which has significant effects on the simulated water levels.
**Water level and velocity gradients in meanders**

In the figures below the model output of the area shown in Figure 5-6 are given.

![Flow velocity – At discharge of 6.5 m³/s](image)

*Figure 5-8: Flow velocity at discharge of 6.5 m³/s*

![Water level – At discharge of 6.5 m³/s](image)

*Figure 5-9: Water level at discharge of 6.5 m³/s*
A few observations can be made from the output presented in the figures above. First of all, the velocity differences are clearly visible. The outer bends always have a higher velocity compared to the inner bends. This is different from the output shown in the previous chapter. The difference is created by the fact that in the previous chapter symmetric cross sections are used. The natural process is erosion of the outer bend and sedimentation in the inner bend. This is also visible in the water depth figure, which shows large differences in depth in cross-sectional direction.

Whereas the water level gradient (not presented in the graph) on the same scale of the theoretical models (see table below) was approximately maximum 0.0015, in this case it is approximately 0.006. This is a large difference, mainly caused by the high intensity of the meandering.

<table>
<thead>
<tr>
<th>Meandering</th>
<th>Water level gradient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extensive</td>
<td>1.42E-03</td>
</tr>
<tr>
<td>Little</td>
<td>5.69E-04</td>
</tr>
<tr>
<td>None</td>
<td>0.00</td>
</tr>
<tr>
<td>Case area</td>
<td>6.00E-03</td>
</tr>
</tbody>
</table>

The expectation here is that the effects are significant, although this also depends on the velocity distribution in the lateral direction.

What is even more striking is the difference in water depth. Due to the extensive erosion of the outer bend, the water depth decreases significantly when moving from the outer towards the inner bend. The combination of water depth and velocity gradient causes significant differences compared to using an average water level and velocity. The highest velocity and highest water depth are at the same location, so when simulating an average velocity and an average water depth, the discharge will be underestimated significantly. It may be the case that this effect is decreased due to the opposite effect in the inner bend, although the asymmetric gradients will always cause differences compared to a 1D approach.
**Practical application**

**Main channel – bank interaction**

It is important to analyze whether the bank flow is in the same direction as the main channel flow, because this is an important process which can influence the modelling choice. Figure 5-11 and Figure 5-12 show the flow vectors, which are colored using the flow magnitude.

![Flow vectors](image1)

**Figure 5-11:** Flow vectors (colored by magnitude) in meander, at discharge of 6.5 m³/s, example 1

![Flow vectors](image2)

**Figure 5-12:** Flow vectors (colored by magnitude) in meander, at discharge of 6.5 m³/s, example 2
Both figures show the same pattern: the largest flow velocities on the banks occur in the inner bend. The flow takes a shorter route over the banks, which means the flow direction is also at another angle. As shown in chapter 4, a 1D model is not capable of simulating this effect, because it assumes that all flow is in the direction of the main channel. As shown in the figures, this is definitely not the case. When processes like these are often observed, it is necessary to keep this into account when choosing a modelling approach.
Small water depths on the banks

The figures above show that, during the maximum peak of 6.5 m$^3$/s, the banks are flooded at some locations. Mainly the locations with meandering parts and just upstream of meanders. This is because meanders cause higher water levels, which cause backwater effects. Due to these higher water levels, the banks are flooded. Maximum water depth on the banks is a few decimeters, which corresponds with the situation of the theoretical models shown in the previous chapter.
Flood waves

Figure 5-15 shows the locations on which the discharge has been shown in the graph that will be the next figure. The red dot with number 1, on the left hand side of the figure, presents the location where a small flood wave is released. In the graph, the numbers represent the observation points, counted from the first one onwards.

Figure 5-15: Locations of all observation points used for this section

Figure 5-16: Discharge time of all observation points during small flood wave
The figure above shows the discharge-time graph of the observation points for the Loobeek/Molenbeek streams model (red observation points in Figure 5-15). The wave progress is clearly visible. The total duration of the water to travel from the most upstream point to the mouth is approximately 3 days. The decrease in peak discharge indicates a certain amount of storage. At observation points 6 and 7 the wave is almost completely damped out. It looks like this process is in practice an important one to take into account. The relatively large amount of time it takes for the wave to travel from upstream to the mouth indicates that there is a lot of storage taking place.

Furthermore, the ponding effect is clearly visible in this case. In the test models, a continuous surface was schematized, so this effect was not observed. In the case area, the surface is very discontinuous, and a lot of small open water bodies are present. These features cause the water to stay behind, i.e. pond. Therefore, the law of mass conservation is not visible in the discharge-time graph as shown in this paragraph.

The wave celerity is also very interesting to observe. The distances and travel times between the reaches are given in the table below. Mind the change in wave celerity over the total reach.

*Table 5-4: Distances and travel times between observation points*

<table>
<thead>
<tr>
<th>Reach</th>
<th>Distance [m]</th>
<th>Travel time [s]</th>
<th>Wave celerity [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>2692</td>
<td>6000</td>
<td>0.45</td>
</tr>
<tr>
<td>2-3</td>
<td>3562</td>
<td>10200</td>
<td>0.35</td>
</tr>
<tr>
<td>3-4</td>
<td>4107</td>
<td>65400</td>
<td>0.06</td>
</tr>
<tr>
<td>4-5</td>
<td>2661</td>
<td>42000</td>
<td>0.06</td>
</tr>
<tr>
<td>5-6</td>
<td>2334</td>
<td>43800</td>
<td>0.05</td>
</tr>
<tr>
<td>6-7</td>
<td>3093</td>
<td>29400</td>
<td>0.11</td>
</tr>
</tbody>
</table>

The wave celerity decreases from the upstream boundary towards the downstream boundary. This has mainly to do with the channel dimensions that increase, which decreases the water depth of the flood wave. This means a lower wave celerity.
A second flood wave is released at the blue dot with the character A next to it. The result is shown below.

![Discharge-time of blue observation points](image)

**Figure 5-17: Discharge time of all observation points during large flood wave**

The figure above shows the discharge-time graph of the observation points for the Molenbeek and surrounding areas model (blue observation points in Figure 5-15). The change in shape is clearly visible. This indicates a large amount of storage, as the peak discharge is halved over a distance of less than 4 km.

Again, the wave celerity is also very interesting to observe. The distance and travel time over the reach are given in the table below.

**Table 5-5: Distance and travel time of flood wave**

<table>
<thead>
<tr>
<th>Reach</th>
<th>Distance [m]</th>
<th>Travel time [s]</th>
<th>Wave celerity [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-C</td>
<td>3854</td>
<td>8100</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Note that in the Molenbeek part, the wave celerity of this large flood wave is almost 10 times larger compared to the small wave. The wave celerity of the large flood wave is however very comparable to the flood wave of 0.4 m$^3$/s in the first reach. This means the amount of storage is more or less similar over the entire catchment, because the channel dimensions are equal when they are based on the local discharge magnitude.
5.4 Conclusions
This chapter has given an answer to the third sub question: What physical processes are particularly important in a practical case of a small-scale system? Several parts have been analyzed and the processes that were found to be important have been shown. Now, the observations will be summarized and an indication of the individual importance will be given. By means of a few samples the Reynolds and Froude numbers were calculated for this system. Of course, it varies along the system because of changing dimensions and discharges, but on average the Reynolds number is $4 \times 10^5$, the Froude number 0.1. In the figure below, these numbers are indicated in the overview of the range of results from chapter 4.

As appears from the figure, based on the Reynolds number of the case area, the expected 1D-2D difference is significant, whereas the Froude number indicates that the differences will be small. As the Froude number for 1D simulations is heavily influenced by the Boussinesq approach, the expectation is that in practice the Boussinesq approach will work properly. This needs to be validated, however. Based on the Reynolds number, one should be critical towards the model output of the 1D model.

The processes that have been dealt with in the previous paragraph will be summarized below and the general conclusions will be drawn.

1. Discretization of cross sections
The observations were quite clear, differences are present between 1D and 2D bathymetry schematization. 1D modelling is the most accurate on the location of the cross section itself, but the locations are often very arbitrarily chosen. 2D modelling is less accurate on the measured cross sections due to the discretization of the grid, but is more accurate in between these cross sections, because the whole bathymetry can be adjusted according to reality or by using common sense. No direct conclusions can be drawn which of these is more accurate. To be able to test this, the model output should be compared with a 1D model and actual measurements, but this is out of the research scope.
2. Water level and velocity gradients in meanders

This topic turned out to be even more important in practice than in the theoretical models. The water level gradient in cross-sectional direction is a few times larger compared to the models from chapter 4. The question remains what the exact influence of this process is on the water level, but the significance of this process is too large to be neglected.

3. Main channel – bank interaction

The observations on this section showed a lot of interaction. This causes 1D modelling to be less accurate, because the water is flowing in multiple directions. The expectation is that this will have a large influence on the model output, especially because 1D cross sections are often not modelled including the banks. The model takes the first and last data point of the cross section as boundaries, where the water is flowing in the angle of the main channel.

4. Small water depths on the banks

The Boussinesq approach may be playing a role here. This is something to keep into account when modelling in 1D. One should always check whether the Froude number is not too large, because this might be indicating that the model output is not accurate. In this particular case, the Froude number was on average within normal range, so the expectation is that in this case area, the Boussinesq approach is working properly.

5. Flood waves

If the results of this section are compared to the test models, in particular the Q = 5 scale, it appears that in practice flood waves are even more damped out compared to the test models. This is caused by the fact that the possibilities for storage are larger in practice, due to more elevation differences and open water bodies. These features also cause the process of ponding to occur in the area, which causes storage for longer periods. Furthermore, it has been observed that the wave celerity is comparable over the entire catchment, indicating that the amount of storage is more or less similar.

Especially the bathymetry schematization, water level and velocity gradients, main channel – bank interaction and storage effects are expected to be of large importance in practical situations. The small water depths on the banks will probably, based on the Froude number, not have the same effect as it had on the Boussinesq approach, compared to the test models of chapter 4.
6. Practical usability

Analyzing the practical usefulness of 1D versus 2D modelling, two things are in particular interesting to discuss. First of all, the simulation time. Especially when several situations and varying boundary conditions have to be simulated, the simulation time may influence the modelling time. Secondly, whether all options that are possible in 1D can also be used in 2D, or vice versa, is very important in practical situations. In chapter 9, based on the answer to the main question combined with the issues discussed in this chapter, some recommendations will be given on the modelling choice in practice.

Simulation time

The simulation time depends on a few parameters. Among these are the grid size, time step, model size and computer characteristics. The latter has quite a lot of influence, as there is a large variety in computers available. The characteristics of the computer that were used in this research are given in the table below.

Table 6-1: Computer characteristics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Name</th>
<th>No. of cores</th>
<th>Processor</th>
<th>RAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HP Workstation Z230</td>
<td>8</td>
<td>Intel i7, 3.60 GHz</td>
<td>12 GB</td>
</tr>
</tbody>
</table>

Occasionally, a 56-core desktop has been available. This one has been used for the simulation of the case area. In the table below the simulation times of the four modeled scales, both in 1D as 2D, are given. The schematization properties that are used here are: extensive meandering, $n = 0.03$, summer bed flow.

Table 6-2: Simulation times 1D versus 2D

<table>
<thead>
<tr>
<th>Scale</th>
<th>1D</th>
<th>2D</th>
<th>Simulated days</th>
<th>Time step</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>00:00:29</td>
<td>00:27:59</td>
<td>2</td>
<td>1h</td>
<td>1.73%</td>
</tr>
<tr>
<td>50</td>
<td>00:00:14</td>
<td>00:14:15</td>
<td>3</td>
<td>1h</td>
<td>1.64%</td>
</tr>
<tr>
<td>500</td>
<td>00:00:07</td>
<td>00:06:46</td>
<td>4</td>
<td>1h</td>
<td>1.72%</td>
</tr>
<tr>
<td>5000</td>
<td>00:00:04</td>
<td>00:03:37</td>
<td>5</td>
<td>1h</td>
<td>1.84%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Average</td>
<td></td>
<td>1.73%</td>
</tr>
</tbody>
</table>

The values in the table indicate two things:

1. Increasing the scale with one magnitude results in a doubling of the simulation time, both in 1D as 2D. The number of simulated days is not even the same, then the difference would be more.
2. The simulation time in 1D in seconds is approximately the time it takes in 2D, in minutes. To be exact, the 2D simulation time is a factor 58 larger than 1D modelling.

This difference is quite significant. Where chapter 3 indicated that most recent studies showed more than an order of magnitude difference in simulation time, it is showed in this research that it is even

\[ \text{The number of days is not the same, because the smaller the scale, the less time it takes for the system to become stationary.} \]
more. This effect is also visible when analyzing the simulation time of the case area of the stream Molenbeek.

Figure 5-3 indicates the several areas that have been simulated. From all areas the (expected) simulation time has been shown. D-Hydro provides an estimate of the simulation time when starting the simulation. The latter two parts in the table below have not been simulated, because of the large times, but there, the indicated estimated simulation times have been given.

Table 6-3: Simulation time of case area parts

<table>
<thead>
<tr>
<th>Part</th>
<th>Cores</th>
<th>Time</th>
<th>Simulated days</th>
<th>Time step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streams Molenbeek + Banks + Selected low-lying area</td>
<td>56</td>
<td>≈ 3.5 days</td>
<td>4 days</td>
<td>5 min</td>
</tr>
<tr>
<td>Streams Molenbeek + Loobeek</td>
<td>8</td>
<td>&lt; 2 days</td>
<td>4 days</td>
<td>10 min</td>
</tr>
<tr>
<td>Streams Molenbeek + All low-lying area (not simulated)</td>
<td>56</td>
<td>≈ 6 days</td>
<td>4 days</td>
<td>5 min</td>
</tr>
<tr>
<td>Streams Loobeek + Streams Molenbeek + All low-lying area (not simulated)</td>
<td>56</td>
<td>&gt; 3 weeks</td>
<td>4 days</td>
<td>15 min</td>
</tr>
</tbody>
</table>

For the larger areas in particular, the simulation time is even longer than the simulated period. The main reason for this is the small grid size. This small size is necessary to maintain a certain level of accuracy, especially in cross-sectional direction of the streams. The effect of this is that the time step, according to the CFL criterion (see eq. 3.6), becomes very low. If, for instance, the velocity is approximately 1 m/s, the grid size is 0.5m (cf. Figure 5-4), which is necessary on locations where the width is only a few meters, then the CFL criterion requires a time step of 0.5 seconds. On some locations the stream width is only 1 meter, so one can imagine that the total simulation time can grow significantly.

The reason that larger scale systems do not have these large simulation times, is due to the fact that the grid cells are larger. The flow velocities are of the same order of magnitude, see Figure 4-16, so with increasing grid size, the time step also increases.

Available modelling options

As mentioned before, the D-Flow FM module does not allow culverts to be schematized. This is a serious shortage of the module. Especially in rural areas a lot of culverts are present. Only the catchment of the stream Molenbeek already contains over a hundred culverts. Culverts cause during high discharges extra resistance and often have not enough capacity to discharge all the water. Culverts are therefore crucial in high water modelling. However, in the near future it should become available to model some parts of the system in 1D, with the option to implement culverts in these 1D parts. How this works and when it comes available is not known at this moment.

As 1D and 2D approaches both have their advantages, one may suggest to use a combination of both, a so-called 1D/2D coupled model. This option is available in the SOBEK Suite, but is not working properly. A lot of issues came up during a short trial. It would offer short simulation times and the possibility to implement culverts in the 1D part, and inundation in the 2D part. Deltares is also working on this implementation, so this should come available in the near future as well.

No other issues were encountered in this research when comparing the practical use of both modules. In the near future, dike breach modelling should also become available in the D-Flow FM module. This would enlarge the attractiveness of D-Flow FM usage.
7. Discussion

This chapter will analyze some of the uncertainties and restrictions of the research.

First of all, the distinction between numerical and physical processes is sometimes hard to be made. One has to keep in mind that this research has mainly been performed to find out what the effects are of varying physical parameters. For instance, a higher meandering intensity causes a larger 1D-2D difference. The assumption is that the additional difference, when comparing two intensities which each other, are purely caused by the higher meandering intensity. Of course, a lot more could be said about the causes of the total 1D-2D differences when numerical aspects were also taken into account. This might be interesting for a follow-up research.

Besides this, sometimes it is hard to indicate whether the discussed processes during this research are purely physical or numerical. For instance, chapter 4 elaborated on the Boussinesq approximation of the 1D modelling approach and its effects for varying spatial scales. One may classify this as a numerical issue, because it is a coefficient which is part of the 1D solver. Somebody else may classify this as a physical issue, because it very much depends on the shape of the river profile. The choice has been made to analyze its effects, because of the remarkable observations that were made for some situations.

Thirdly, a phenomenon that has not been dealt with in detail is turbulence. D-Flow 1D uses another method of including turbulent forces compared to the D-Flow FM module. These are complicated processes which are not even described in the documentation of both modules. Generally speaking, increasing velocities often cause increasing turbulence (cf. the Reynolds number). This may be another cause of changes in 1D-2D differences when varying the roughness, which also directly influences the flow velocity.

Another issue that is up for some discussion is the fact that the observation results are very much depending on the shape of the case area and profile schematizations. Because of the steep bottom slope near the edges of the summer bed of the test models, the bathymetry discretization by the 2D approach causes significant differences. If the test models consisted of a more gradual transition between summer bed and floodplain, the bathymetry would not have had such a large difference. Furthermore, the meanders have been schematized as symmetric profiles. In practice, meanders are created by erosion and sedimentation of the outer and inner bend, so will never have a symmetric shape. This difference in bed shape causes the water level and velocity gradients in lateral direction to have very different effects. In an eroded bend, as shown in chapter 5, the highest velocities and the highest water levels are both at the outer bend. In the test models, shown in chapter 4, the highest velocities were mainly on the inner bend, whereas, due to centrifugal forcing, the highest water levels are at the outer bend.

There are some other natural processes that have not been taken into account, but are of importance to the reliability of model output. An example of this is rainfall. Rainfall influences the potential storage of an area. After it has been raining, small open water bodies and other storage areas will be flooded and allow no more storage. When a flood wave passes, the effect of ponding will be of less importance. Therefore, the conservation of the initial mass of a flood wave will be significantly higher. As most of the flood waves are initiated by rainfall, this is a serious effect to keep into account.

Furthermore, chapter 6 discussed the significant simulation times a 2D model often has. It has been stated that these long computation times are caused by the combination of the CFL condition and small grid cells. However, one has to keep into account that the CFL condition is a consequence of
using this particular numerical scheme. This suggests that one of possibilities to decrease the simulation time of a 2D model, is to simulate flow with a model that uses other numerical schemes, where the time step is not restricted by a CFL condition.

Other ways to decrease simulation times are the implementation of sub-grids (see e.g. McMillan & Brasington, 2007). These sub-grids can represent the topographical data on a sufficiently detailed level. It is still able to capture the important features, while keeping the grid cells larger. This reduces the simulation times significantly.
8. Conclusions

This chapter will provide some general conclusions of this research and will formulate an answer to the main question:

Which physical processes are of influence to the choice of a modelling approach, one or two dimensional, for the modelling of stream systems in particular situations?

To come to an answer, three sub questions have been answered. The starting point has been the analysis of differences in model properties. The used flow equations, numerical methods, computational grids and bathymetry implementation are analyzed and the differences were discussed. Concluding, it can be stated that there are differences, which may be of influence to the model output. The main differences are the number of dimensions on which the flow equations are calculated and the way the bathymetry is schematized. From the performed analysis appears that there are a few physical parameters that could cause differences in model performance. These are mainly the properties that cause 2D effects, like meandering and varying roughness coefficients. These processes are seen as the cause of gradients in water level and velocity in cross-sectional direction and summer bed-floodplain interaction. The modelling of flood waves could also cause differences due to the fact that the 1D model is not able to model storage with the used default settings. Lastly, the way the bathymetry is used in the simulations is of great importance, due to the way the bathymetry is discretized in 2D models.

The differences in 1D and 2D model output for varying physical properties have been analyzed, and the processes that are causing these differences have been analyzed as well. By constructing a range of test models, various physical properties were varied and the effects were mapped. The most remarkable observations were further analyzed in detail to find out what processes are causing the differences between the parameters. In the introduction, chapter 1, it was already mentioned that 2D approaches are until this moment mainly used for larger scale systems. This research pointed out that the differences are indeed very small (<2%) for the largest scale that has been analyzed. The smaller the scale, the larger the differences between 1D and 2D. In total, six physical processes were found to be the cause of difference in model output, which are:

1. The effects of grid size on bathymetry discretization
2. The water level and velocity difference in cross-sectional direction for varying roughness
3. The water level and velocity difference in cross-sectional direction for varying meandering intensities
4. The interaction between summer bed and floodplains
5. The Boussinesq approach and consequences for the summer bed – floodplain flow area ratio
6. The effects of storage

It appeared that especially the first process is accountable for a large part of the observed differences between the 1D and 2D water levels, mainly for summer bed flow. The second, third and fourth process explain the differences between the various magnitudes of physical processes, for instance between a roughness coefficient of \( n = 0.03 \) and \( n = 0.04 \). The fifth process is the main cause of the water level differences in floodplain flow simulations. The last process is causing the differences in flood wave propagation.

Besides analyzing the differences between 1D and 2D model output, also the change in difference, when varying the model schematizations, can be discussed. For instance, if the number of grid cells of the summer bed is halved, the difference between 1D and 2D becomes on average two times higher compared to the original situation. When doubling the number of grid cells, the difference...
decreases with 25% on average. The same can be done for the meandering intensity and the roughness. For summer bed flow only, one has to expect an increasing difference of 10% for every step of increasing meandering intensity. For floodplain flow this is even more. Regarding the roughness, the smoother the bed, the higher the differences will be. Especially for floodplain flow, every step of -0.01 in the manning coefficient results in an increase of more than 50% in the 1D-2D difference.

Lastly, dimensionless numbers can be used to give a first impression about the reliability of 1D model output compared to 2D. Basically, the following conclusions can be drawn:

1. The larger the Reynolds number, the smaller the 1D-2D difference becomes.
2. The smaller the Froude number, the smaller the 1D-2D difference becomes.

To be sure the analyzed processes are in fact of importance in practice, a case area has been analyzed as well. Especially the bathymetry schematization, water level and velocity gradients, main channel – bank interaction and storage effects are expected to be of large importance in practical situations. The next chapter will make some further recommendations for modelling studies, based on some practical issues.

Now, an answer can be formulated to the main question:

*Which physical processes are of influence to the choice of a modelling approach, one or two dimensional, for the modelling of stream systems in particular situations?*

First of all, these particular situations have to be defined. A total of four major situations can be formulated, based on the results of this research:

1. Situations where the bathymetry is complex, and a lot of cross section measurements are available
2. Situations with a high meandering intensity
3. Situations with a very low roughness compared to the surrounding area
4. Situations with a lot of elevation changes and open water bodies

In all these situations, physical processes are influencing the choice of a modelling approach. Of course, also four situations could be formulated where the characteristics are exactly the opposite. The situations as formulated above are all situations in which a two dimensional approach is preferred. The physical processes that are of influence on these situations will be discussed below.

1. In situations with a complex bathymetry the process of grid discretization is having the most influence. When the bathymetry is very complex, one should always give preference to a 2D model, as these are much better in capturing the complex geometries. However, it is not always the case that a lot of measurements are available. In the case there are, a 2D model is preferred.

2. In situations with a high meandering intensity two physical processes are playing a role: high water level and velocity gradients in lateral direction, and a high summer bed – floodplain interaction. In both these cases, a lot of 2D processes are present, which makes a 2D modelling approach preferable.

3. In situations with a very low roughness compared to the surrounding area two physical processes are playing a role. First of all, high water level and velocity gradients, due to the high velocities, which are induced by the low roughness. Secondly, a high summer bed – floodplain interaction; due to the large roughness difference this processes is playing a larger
role. In both these cases, a lot of 2D processes are present, which makes a 2D modelling approach preferable.

4. In situations with a lot of elevation changes and open water bodies, a lot of storage is possible. When a lot of storage is present, a 2D modelling approach is capable of simulating this, where a 1D approach is not, at least not as accurate as the 2D approach.

Of course, in situations with a complex bathymetry, but not a lot of data is available: a 1D model may be more useful. In a 1D model the channel course can be implemented very accurately, which might offer more accuracy. With relatively simple bathymetries, a 1D model suffices. Situations with a low meandering intensity are also suited to be modelled in 1D. The same applies to situations where the roughness has an average value and no floodplains or flooding banks are present. For situations without a lot of elevation changes and open water bodies a 2D model does not add much value compared to a 1D model, when modelling flood waves. Still, in these situations, on the small scales as defined in this research, the 1D-2D difference is on average larger than on larger scale (>10%). This has to be considered when choosing a modelling approach.

Of course, there are also some more practical considerations to be made about the modelling choice. In the next chapter these will be discussed.
9. Recommendations

This chapter will discuss some recommendations for modelling studies of stream systems or follow-up researches.

In this research just hydrodynamical physical processes were analyzed. It would add a significant amount of value when incorporating morphodynamical physical processes. Parameters like suspended load or particle size could be varied to see what influence they have on the 1D and 2D model performance. Furthermore, especially the flow velocity distribution in cross-sectional direction is of importance for channel erosion and sedimentation. This is a process that a 1D model is not able to accurately simulate.

Other parameters that might be interesting for further research are the water density and turbulence. The water density depends on temperature, salinity and suspended particle matter (SPM). Especially in coastal regions this may be of great influence to the differences between 1D and 2D modelling performance. The consequences and importance of the turbulence part has been discussed already in the seventh chapter.

The third issue that may be up for follow-up research is the fact that the D-Flow 1D module offers the possibility to specify a part of the cross section as storage part. Using this option, the results will probably show much less difference between 1D and 2D, at least for flood wave simulations. The reason for not using it in this research is clear, but it may be interesting to see how the model output changes when this option is used.

Lastly, the suggestion is made to further explore the possibilities of a 1D/2D-coupled model. This research has pointed out that both approaches have their advantages and disadvantages. A 1D/2D coupling could decrease the disadvantages and make use of the advantages of both approaches, although a 1D/2D approach also has its own disadvantages (see chapter 2). A proper implementation of a 1D/2D coupling in the SOBEK or D-HYDRO Suite would enable further research into this, which might offer the optimal modelling approach for stream systems.

When performing a modelling study on a stream system, there are a number of issues one has to analyze before choosing a modelling approach. The situations that are influenced by physical processes are dealt with in chapter 8. Furthermore, some practical considerations can be made that may influence the choice of a modelling approach. They are listed below, a brief analysis will follow.

1. The goal of the research: only channel modelling or inundation modelling and required model output
2. The importance of schematization and amount of culverts in the system
3. The available time for running the simulations

First of all, the goal of the research may already influence the modelling choice. If one wants to model inundation, a 2D approach is inevitable. Using a 1D-2D coupled approach is also worth considering, especially when a lot of culverts are present in the study area. When the only goal is to analyze the water levels in the streams or the effects of roughness parameters, a 1D model suffices. Furthermore, the model output that is required may be of influence to the choice. If, for instance, the goal of the research is to map velocity differences in magnitude and direction, in lateral direction, to be able to make an estimate of the expected amount of erosion that will take place, a 2D model has the preference. To make the right choice, one should always analyze up front what the desired output is.
Secondly, if there are a lot of culverts present in the system and they are of influence to the flow, one might consider using a 1D approach, until the possibility to implement culverts in D-Flow FM comes available.

Thirdly, the simulation time may play a large role in the choice for a modelling approach. As shown in chapter 6, the differences between the simulation time of a 1D model compared to a 2D model is approximately a factor 60. Especially when the goal is to make a quick estimate and run a few scenarios, constructing and simulating a 2D model might be unfeasible. When the study area is of comparable size to the Molenbeek catchment, a simulation time of more than five times the number of simulated days is to be expected. Of course, the simulation time depends on the available computational resources. If sufficient computational power is available, the disadvantage of the large simulation times may decrease.
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Appendices

A. Secondary flow
Secondary flow is also called spiral or helical motion. It is a process that mainly occurs in river bends. Due to the curvature of the river, a cross-sectional pressure gradient occurs. This creates flow from the outer bend towards the inner bend. This causes a cross-stream circulation cell to occur (Jongbloed, 1996; Blanckaert & De Vriend, 2004). A year later, the latter authors published an article on an experiment they performed about turbulence characteristics in sharp open-channel bends (Blanckaert & De Vriend, 2005). In this research they showed that there occur more turbulent processes which are not incorporated in current turbulence closure models. Spiral motion has a key role for bank erosion and is therefore of importance to hydraulic modelling (Mosselman, 2014). This is depicted in the figure below.

Figure A-1: River bend processes (Graf & Blanckaert, 2002)
B. Dimensionless numbers

From the flow equations, described in paragraph 3.1.2, dimensionless numbers can be derived that say something about the analyzed system. In comparing spatial scales this could point out some of the differences between these scales. The dimensionless numbers that will be analyzed here are the Reynolds number and the Froude number. These numbers can be derived by non-dimensionalizing the Navier-Stokes momentum equation. Assuming an incompressible flow, no Coriolis effect in rivers and no external sources or sinks, the following general equation of the Navier-Stokes equations is obtained:

$$\frac{\partial u}{\partial t} + (u \nabla)u = -\frac{1}{\rho} \nabla p + \nu \nabla^2 u + g$$ \hspace{1cm} B.1$$

The parameters are non-dimensionalized in the following way:

$$\nabla^* = \nabla L, u^* = \frac{u}{U}, t^* = \frac{t}{(L/U)}, p^* = \frac{p}{\rho U^2}, g^* = \frac{g}{g^*}$$

where

$L = \text{typical length scale} \ [m]$

If these parameters are substituted into equation B.1 the following result is obtained:

$$\frac{U^2}{L} \frac{\partial u^*}{\partial t^*} + \frac{U^2}{L} (u^* \nabla^*)u^* = -\frac{1}{\rho} \frac{U^2}{L} \nabla^* p^* + \frac{\nu U}{L^2} \nabla^{*2} u^* + \frac{Lg^*}{U^2}$$ \hspace{1cm} B.2$$

In this equation the factor $U^2/L$ is present three of five terms. If all terms are divided by this term, we obtain the following equation:

$$\frac{\partial u^*}{\partial t^*} + (u^* \nabla^*)u^* = -\nabla^* p^* + \frac{\nu}{UL} \nabla^{*2} u^* + \frac{Lg^*}{U^2}$$ \hspace{1cm} B.3$$

From this equation two dimensionless parameters can be derived, in the following way:

$$\frac{\partial u^*}{\partial t^*} + (u^* \nabla^*)u^* = -\nabla^* p^* + \frac{1}{Re} \nabla^{*2} u^* + \frac{1}{Fr^2} g^*$$ \hspace{1cm} B.4$$

This means these numbers are defined as following:

$$Re = \frac{UL}{\nu}$$ \hspace{1cm} B.5$$

$$Fr = \frac{U}{\sqrt{gL}}$$ \hspace{1cm} B.6$$

In both cases $L$ is a typical length scale for the analyzed system. In the case of the Reynolds number, this is typically seen as the hydraulic radius of the system, denoted as $R$. In river or stream systems, this radius is calculated by dividing the flow area $A$ by the wetted perimeter $P$. For most river cases, $R$ is more or less equal to the river depth. But for this case, the comparison between two spatial scales, small differences can be important. Therefore, this assumption is not used in the equations.
In the case of the Froude number, this typical length scale is represented by the hydraulic depth of the channel, denoted as $D$. This is calculated by dividing the flow area $A$ by the top width of the flow $B$. Furthermore, for simplicity and uniformity $U$ will be replaced by $u$. Finally, the following equations are obtained:

\begin{align*}
\text{Re} &= \frac{uR}{v} \quad \text{B.7} \\
\text{Fr} &= \frac{u}{\sqrt{gD}} = \frac{u}{c} \quad \text{B.8}
\end{align*}

\textit{where}

\begin{equation*}
c = \text{wave celerity} \ [m/s]
\end{equation*}
C. Grid criteria

A computational grid should meet some criteria, of which the most important will be discussed here: the orthogonality and the smoothness.

Orthogonality

The orthogonality of a grid is defined as the cosine of the angle between a flow link and a net link. In the figure below, the black lines represent net links, the blue lines represent flow links. The cosine of an angle of 90° is 0, which corresponds with perfect orthogonality. Figure C-1b shows an example of perfect orthogonality.

Smoothness

The smoothness of a grid is defined as the ratio between two adjacent cells. In an ideal situation this value is 1, which means that both areas are equal. Figure C-1a gives an example of perfect smoothness.

![Figure C-1: Examples of smoothness and orthogonality (Deltares, 2017b)](image)

(a) Perfect smoothness, but poor orthogonality. (b) Perfect orthogonality, but poor smoothness

It is obvious that the perfect situation is not schematized here. An example of a perfect situation is given below.

![Figure C-2: Example of perfect smoothness and orthogonality (Deltares, 2017b)](image)

In practice, the perfect situation is very hard to obtain in all locations. During this research a maximum value of 0.05 for orthogonality has been applied, both in the theoretical models as the case area model. The orthogonality is by far the most important of the two criteria, because the model cannot perform simulations when this parameter is too large. The smoothness is particular important in the flow areas, but is not problematic for simulations (Deltares, 2018b). Therefore, in the areas of interest, this parameter has been kept as low as possible.