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Abstract—An analytical model is developed for the performance of a microcellular radio network in the presence of co-channel interference and additive white Gaussian noise. The modulation schemes considered are BPSK, BFSK, and QPSK. The multiple-access channel is statistically modeled by one Rician-distributed desired signal and several uncorrelated Rayleigh plus log-normally shadowed interfering signals, propagating according to dual path loss law with a turning point. The performance is determined in terms of bit error rate (BER), outage probability, block error probability, crosstalk probability, and spectrum efficiency, considering both fast and slow multipath fading. The effect of error correction codes, consisting of blocks with equal number of bits, on the performance parameters is also studied.

The computational results show that the propagation loss exponents, Rician factor, turning point, and cell size all play a major role in the design of an efficient microcellular system. A proper compromise has to be achieved between spectrum efficiency and bit error rate. The error correction capability of BCH code has a significant effect on the performance for fast multipath fading. However, with slow multipath fading and/or severe shadowing, the effect of error correction is much smaller. Unshadowed fast multipath fading is less harmful than (shadowed or unshadowed) slow multipath fading when appropriate coding is used.

I. INTRODUCTION

PERSONAL communication networks (PCN) by radio face two major problems, namely, spectrum scarcity and capacity limitations. To a large extent, both problems can be solved by incorporating a digital microcellular radio system together with the existing macrocellular systems. Microcells, with radius from 0.2 to 2 km, operate at much lower power (less than 20 mW) compared to 0.6–10 W in macrocells with radius typically 2–20 km.

Macrocellular systems have been studied extensively in numerous papers, e.g., [1]–[4], but microcells still need special attention due to their different propagation characteristics. Recently, propagation measurement results for microcells have been reported, e.g., [5]–[9]. Based on these propagation measurement results, performance analysis of microcellular radio systems was carried out in [10]–[12]. The outage probability has been evaluated in [10] without considering the path loss law. A proper path loss law was incorporated in [11], where the co-channel interference probability was computed. The bit error rate (BER) was investigated in [12] for a DPSK modulation scheme. In [10]–[12], the desired signal and co-channel interference were assumed to be Rician (since a direct line-of-sight path exists) and Rayleigh distributed, respectively. However, the propagation measurements show that the co-channel interference also undergoes log-normal shadowing, due to the larger propagation distances from cells at the frequency reuse distance.

In this paper, first the bit error rate is evaluated for Binary Phase Shift Keyed (BPSK), Binary Frequency Shift Keyed (BFSK), and Quadrature Phase Shift Keyed (QPSK) radio signals in the presence of Rayleigh-faded co-channel interference with shadowing as well as additive white Gaussian noise (AWGN). The analysis of the performance of personal communication networks is then extended by considering blocks of bits and introducing different error correction/detection BCH codes [13]. The performance parameters have been evaluated as a function of reuse distance and cluster size of the microcellular network in different propagation scenarios.

This paper is organized as follows. In Sections II and III, respectively, the propagation model and the receiver model are developed. In Section IV, the bit error rate is evaluated. In Section V, error correction/detection codes are introduced; while in Sections VI, VII, and VIII the outage probability, the block error probability, and the probability of erratic receiver capture by a co-channel interferer in another cell (for short, crosstalk probability) are evaluated, respectively. Finally, conclusions are given in Section IX.

II. PROPAGATION MODEL

In cellular mobile radio, three different and mutually independent propagation phenomena influence the power of the received signal, viz. UHF ground wave path loss, multipath fading, and shadowing. The propagation model adopted in this
paper is based on the propagation measurements reported in the literature for the microcellular radio environment [5]–[9].

First, the overall path loss causes the received power to vary gradually, due to signal attenuation determined by the geometry and electromagnetic properties at UHF of the path profile in is entirety. These effects determine the "area-mean" power, denoted as $\overline{p}_j$. The received area-mean power $\overline{p}_j$ can be described by from the (normalized) propagation law [7], [9]

$$\overline{p}_j = \frac{r_j^{-a}}{1 + \frac{r_j}{g}}$$

(1)

with $\overline{p}_j$ representing the transmitted area-mean power, $C$ a constant, and $r_j$ the propagation distance between transmitter and receiver. The exponent $a$ is the basic propagation loss exponent for short distances, while the exponent $b$ accounts for the additional propagation loss exponent for distances beyond the turning point $g$ of the attenuation curve, between 100 and 200 m.

In this paper, the propagation model for the path loss described in [7], [9], [11], [12] is used.

Second, in a mobile communication channel, the locally received signal is usually a superposition of a large number of reflected waves. Here, we consider only narrowband channels, i.e., all reflected waves are assumed to add coherently. The received signal is on the form of

$$v_j(t) = \left( C_j + \zeta_j \right) \cos \omega_c t + \xi_j \sin \omega_c t$$

(2)

where $C_j$ represents the line-of-sight component of the jth signal, i.e., a direct path (without reflections) between transmitter and receiver is assumed to exist. The in-phase and quadrature components of the jth signal, $\zeta_j$ and $\xi_j$, respectively, consist of many reflections and are independent Gaussian distributed random variables with identical probability density functions (pdf’s), on the form of $N(0, \sigma^2_{\zeta_j})$, i.e., with zero mean and variance equal to the local-mean reflected power $\sigma^2_{\zeta_j}$. The instantaneous signal power $p_O$ of the desired signal has the Rician pdf [14]

$$f_{p_O}(p_O|p_O) = \frac{1}{2\pi \sigma^2_{\zeta_j} \sqrt{2}} \exp\left(-\frac{2p_O + C^2_{\zeta_j}}{2\sigma^2_{\zeta_j}}\right) I_0\left(\frac{\sqrt{2p_O C^2_{\zeta_j}}}{\sigma^2_{\zeta_j}}\right)$$

(3)

where local-mean power $p_O = 1/2C^2_{\zeta_j} + \sigma^2_{\zeta_j}$. In (3), $I_0(\cdot)$ represents the Bessel function of the first kind and zeroth order. On the other hand, the interfering signals arrive from larger distances. Their line-of-sight components are therefore assumed to be negligible, so the instantaneous power of the jth interfering signal $p_j = 1/2\rho^2_j + 1/2\zeta^2_j$, is exponentially distributed around the local-mean power $\overline{p}_j$, and the amplitude $\rho_j$ has a Rayleigh pdf.

$$f_{\rho_j}(\rho_j|\overline{p}_j) = \frac{1}{\overline{p}_j} \exp\left(-\frac{\rho_j^2}{\overline{p}_j}\right).$$

(4)

Third, the desired signal is unlikely to experience significant shadowing, while interfering signals will in general propagate over obstructed paths because of the larger propagation distances. Accordingly, $\overline{p}_j$ is assumed to be log-normally distributed around the area-mean power $\overline{p}_j$, which is determined by a significant path loss. In the corresponding pdf,

$$f_{\overline{p}_j}(\overline{p}_j|\overline{p}_j) = \frac{1}{\sqrt{2\pi} \sigma_{\overline{p}_j}} \exp\left(-\frac{1}{2\sigma_{\overline{p}_j}^2} \ln^2\left(\frac{\overline{p}_j}{\overline{p}_j}\right)\right).$$

(5)

$\sigma_j$ represents the logarithmic standard deviation of the shadowing expressed in the absolute values. The standard deviation $s_\sigma$ expressed in decibels is found from $s_\sigma = 4.34\sigma_j$ [11]. The method proposed in [15] is used to estimate the pdf of the joint interference power of several log-normal signals: to a good approximation, the local-mean total interference power caused by the power sum of a number of log-normally distributed signals has also a log-normal distribution. In [2], the logarithmic mean $m_\sigma$ in decibels (with $\overline{p}_j = 10^{m_\sigma/10}$) and standard deviation $s_\sigma$ of the interference power have been determined for a various number of contributing signals.

III. RECEIVER MODEL

We consider three types of modulation schemes: BPSK, BFSK, and QPSK. A typical joint receiver input $v(t)$ has the form

$$v(t) = \rho_0 \kappa_0(t) \cos(\omega_c t + \theta_0) + \sum_{j=1}^{n} \rho_j \kappa_j(t) \cos(\omega_c t + \theta_j) + n(t),$$

(6)

where $\kappa_j(t) (\kappa_j(t) = \pm 1)$ represents the antipodal binary phase modulation of the jth carrier and $n(t)$ is an AWGN process. The received energy per bit is $E_b = p_O T_b = 1/(2p_0 2\nu_c)$.

In a BPSK detector, $v(t)$ is multiplied by a locally generated cosine $(2\cos \omega_c t)$ and integrated over the entire bit duration $T_b$. The bit clock synchronization offset of the jth interfering signal is denoted as $\omega_\nu$ (0 ≤ $\omega_\nu$ ≤ 1). The decision variable $\nu$ for synchronous bit extraction from the desired BPSK signal (with index 0) in the presence of $n$ interfering carriers with random (but constant) phase relative to the local oscillator is

$$\nu = \frac{2}{T_b} \int_{0}^{T_b} v(t) \cos(\omega_\nu t) dt$$

$$= \rho_0 \kappa_0(t) \cos(\omega_\nu \tau_0)$$

$$+ \sum_{j=1}^{n} \kappa_j(t) \left( \kappa_j \tau_0 \right) \cos(\omega_\nu t)$$

$$+ \kappa_j(t) \left( \kappa_j \tau_0 \right) \left( 1 - \omega_\nu \right) + n_1,$$

(7)

with $n_1$ representing the (in-phase) sample of the AWGN. The variance of this noise sample is $N_0/T_b$ ($N_0$ is the noise spectral density). In a Rayleigh-fading channel, all in-phase carrier components $\zeta_j$ (\zeta_j = \rho_j \cos \omega_\nu \theta_j) of the n interferers are mutually independent Gaussian variables, with variance $\overline{p}_j$. The worst interference occurs if the two overlapping interference bits have identical polarity ($\kappa_j(\kappa_0) = \kappa_j((k + 1)\kappa_0)$). Because the carrier phase of the interfering signal is random within $[0, 2\pi]$, we may confine ourselves to interference with $\kappa_j((k + 1)\kappa_0) = \kappa_j((k + 1)\kappa_0) + 1$. Considering the possibility
of a phase reversal of the interference yields approximately 1.8 dB lower error rates than pessimistically assuming the worst-case bit sequence for all interfering signals [16]. Here we adopt the worst-case approximation to simplify the analysis and provide conservative results.

The joint interference-plus-noise sample has the distribution $N(0, \bar{p}_n + N_0/T_b)$ with local-mean co-channel interference power $\bar{p}_n = \sum \bar{p}_j$ with $j = 1, \cdots, n$. The conditional BER for a receiver locked to the desired signal is thus

$$P_e(e|p_0, \bar{p}_n) = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{p_0 T_b}{\bar{p}_n + B N_0}} \right)$$

(8)

with $A = 1$ and $B = 1$, and $\text{erfc}(\cdot)$ represents the complementary error function [17].

In deriving (8), it is assumed that the carrier tracking loop bandwidth is much smaller than the input signal bandwidth, so that tracking errors due to Doppler-shifted interferers can be neglected. Instructive results can be obtained by considering the receiver perfectly locked to the desired signal, but the validation of the analytical results should be the subject of future investigation, e.g., by simulation of a multiuser mobile environment along the lines in [20].

In a synchronous BFSK detector, each interfering signal introduces a Rayleigh phasor (and a corresponding Gaussian in-phase component) in only one of the two branches of the detector, whereas AWGN introduces a Rayleigh phasor in both branches simultaneously. The integrated in-phase signals in the two branches are subtracted and evaluated at the sampling instant. The joint interference sample has the variance $\bar{p}_n$ while the noise has the variance $2N_0/T_b$. This means that the BER for coherent detection of BFSK is again found from (8), but with $N_0$ replaced by $2N_0$, i.e., with $A = 1$ and $B = 2$. In a QPSK transmitter, the source bit stream is split into two slower streams, each with bit rate $1/2r_n$, and transmitted as two BPSK signals in phase quadrature. Thus, the BER is again on the form of (8), but now with $A = 2$ and $B = 1$.

IV. BASIC PERFORMANCE ANALYSIS

First, two basic performance characteristics of a microcellular system are analyzed: 1) bit error rate and 2) spectrum efficiency. The bit error rate is derived for BPSK, BFSK, and QPSK modulation without coding.

A. Basic Relations

The normalized reuse distance $R_a$ is defined as the ratio of the distance $D$ between the centers of the nearest neighboring co-channel cells and the cell radius $R$, i.e., $R_a \triangleq D/R$. The reuse distance and the number of cells per cluster $C$ are related by $R_a = (3C)^{1/2}$. Using (5), a variable $y$ can be defined as

$$y \triangleq \frac{1}{2\sigma_s^2} \ln^2 \left( \frac{\bar{p}_n}{\bar{p}_i} \right), \quad \text{thus,} \quad \bar{p}_n = \bar{p}_i \exp \left( \sqrt{2y} \sigma_s \right).$$

(9)

Using (1) and (9), the reciprocal of the local-mean total received signal to interference-plus-noise ratio $\gamma$ at the receiver is given by

$$\frac{1}{\gamma} = \frac{A \bar{p}_i + B N_0/T_b}{(K + 1)\sigma_s^2} = 10^{\frac{20}{1 + \frac{\sigma_s^2}{K}}} \left( \frac{1 + \frac{\bar{p}_i}{\bar{p}_n}}{1 + \frac{\sigma_s^2}{K}} \right)^{b} \cdot \exp \left( \sqrt{2y} \sigma_s \right) + \frac{B N_0/T_b}{\sigma_s^2(K + 1)}$$

(10)

where $\sigma_s^2(K + 1)/(N_0/T_b)$ represents the local-mean signal-to-noise ratio, $m_n$ and $\sigma_{s,n}$ represent the logarithmic mean and logarithmic standard deviation, respectively, of the area-mean power of $n$ interfering signals, and the Rician factor $K \triangleq C^2/2\sigma_s^2$. To arrive at the (reciprocal of the) area-mean signal-to-interference ratio $\gamma$, (10) has to be averaged over all possible values of $y$. If $\sigma_s \neq 0$, equation (10) simplifies to the model without shadowing in [11], and [12].

B. Bit Error Rate

Using the method described in [2], the area-mean bit error rate can be defined as

$$P_b \triangleq \sum_{i=0}^{n} P_e(e|n)F_n(n)$$

(11)

where $F_n(n)$ is the probability of $n$ active co-channel interferers, and the corresponding conditional error rate is given by

$$P_e(e|n) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P_{e}(\gamma) f_{\gamma}(\gamma) f_{\gamma}(\gamma) d\gamma d\gamma (12)$$

where $\gamma \triangleq p_0/A(\bar{p}_i \exp \left( \sqrt{2y} \sigma_s \right) + B N_0/T_b)$ represents the instantaneous signal-to-interference-plus-noise ratio. The conditional bit error rate $P_{e}(\gamma)$ for a desired signal is given by (8), where the constants $(A, B)$ equal $(1, 1)$ for BPSK, $(1, 2)$ for BFSK and $(2, 1)$ for QPSK.

Only interfering signals arriving from the nearest neighboring six co-channel cells are considered. The blocking probability $B_E$, determined by the Erlang-B formula [1], [2], and the number of channels $n_0$ are assumed the same in all cells. The probability of $n$ active co-channel cells is

$$F_n(n) = \binom{n}{0} a^n_0 (1 - a_0)^{d-n}$$

(13)

where $a_0 = A_0/n_0$. The carried traffic can be obtained by $A_t = A_0 (1 - B_E)$, with $A_E$ the offered traffic per cell, in erlang.

For a receiver locked to the desired signal, (3), (5), (9), (10), and (12) give

$$P_e(e|n) = \frac{1}{\sqrt{\pi}} \int_{0}^{\infty} \frac{1}{2} \text{erfc} \left( \sqrt{\frac{\gamma}{2}} \right) \left( \frac{K + 1}{\gamma} \right)^{b} \cdot \exp \left( \frac{-y^2 - \gamma(K + 1) - K}{\gamma} \right) \cdot I_0 \left( \frac{4\gamma K(K + 1)}{\gamma} \right) d\gamma d\gamma.$$
interfering signals have no shadow attenuation, a well-known closed-form expression is recovered [14]

\[ P_n(e|n) = \frac{1}{2} - \frac{1}{2} \sqrt{\frac{\bar{\gamma}}{\bar{\gamma} + 1}} \]  

(15)

where \( \bar{\gamma} \) is given by (10) for \( K = 0 \) and \( \sigma_s = 0 \).

In Fig. 1, the local-mean BER with BPSK modulation is plotted as a function of the normalized reuse distance \( R_n \), with standard deviation of the shadowing \( \sigma_s \) as a parameter. For increasing values of \( \sigma_s \), the performance deteriorates. The value of \( \sigma_s = 0 \) dB corresponds to the case of no shadowing.

Fig. 2 shows the area-mean BER with BPSK modulation as a function of \( R_n \), with the standard deviation of the shadowing \( \sigma_s \) as a parameter. For increasing values of \( \sigma_s \), the performance deteriorates. The value of \( \sigma_s = 0 \) dB corresponds to the case of no shadowing.

C. Spectrum Efficiency

In [11], spectrum efficiency \( E_s \) was defined as the carried traffic per cell \( A_c \) divided by the product of bandwidth per channel \( W \), the number of channels per cell \( n_c \) and the cluster size \( C \) cells, given a unit cell area of \( S_u \), i.e.,

\[ E_s \triangleq \frac{A_c}{n_c W C S_u} \text{ [erlang/MHz/km}^2]. \]  

(16)

With \( R_n = (3C)^{1/2} \) and (16), it is possible to express the reciprocal of the local-mean total received signal to interference-plus-noise ratio (10) in terms of the cluster size and spectrum efficiency. In this way, it is possible to investigate also the
with channel interference, so intersymbol interference is assumed negligible) and slow compared to the bit duration $T_b$ and low values of $T_b$. It is seen that a tradeoff can be made between spectrum efficiency assuming frequency nonselective fading (i.e., $G = 0.67$ for several attenuation rate coefficients $(a) a = 2, b = 2; (b) a = 1.3, b = 3.5; (c) a = 1.5, b = 2.5;$ and $(d) a = 1.5, b = 3.5$).

In the previous section, the bit error rate has been derived, representing the delay spread of desired and co-channel interference, so the influence of cluster size and spectrum efficiency on the BER (and later on the other performance parameters).

Fig. 6 shows the area-mean BER with BPSK modulation as a function of the spectrum efficiency $E_s$ for several values of $s_s$. As in Fig. 2, the very significant shadowing effect of $s_s$ on the performance can be seen. For a given BER, higher values of $s_s$ offer a lower spectrum efficiency. It can also be seen that a tradeoff can be made between spectrum efficiency and low BER.

**V. IMPACT OF ERROR CORRECTION/Detection CODING**

In the previous section, the bit error rate has been derived, assuming frequency nonselective fading (i.e., $T_b \gg T_m$ [14]), with $T_m$ representing the delay spread of desired and co-channel interference, so intersymbol interference is assumed negligible) and slow compared to the bit duration $T_b$ (the amplitudes of desired and interfering signals remain constant during one bit). In this section, we are extending the performance analysis of microcellular radio systems to blocks consisting of $L$ bits. We therefore distinguish two extreme types of multipath fading [3], viz. the following:

1) Fast multipath fading (without shadowing): for this case, the bit errors in successive bits are assumed independent and have equal bit error rate for a given local-mean power of the desired signal.

2) Slow multipath fading: for this case, the mobile terminal is assumed to move very slowly so that the signal-to-noise ratio and the signal-to-interference ratio for all $L$ bits within a block or codeword are the same.

The influence of error correction/detection coding is also included. Digital systems employing error correction/detection coding are generally based on the transmission of blocks of $L$ sequential bits, where each codeword of $L$ bits is a voice or data segment. The performance of such systems depends upon the probability of occurrence of errors in a received block. A large variety of error correction/detection codes is known; in this paper, Bose-Chaudhuri-Hocquenghem (BCH) codes with parameters $(L, k, t)$ [13] are considered. $L$ represents the length of the block, $k$ is the number of actual data ("user") bits in a block, and $t$ is the error correction capability, i.e., up to $t$ bits of the block can be corrected. Another code parameter is $l$, the error detection capability. A code with error detection capability $l$ can detect up to $l$ error bits in a block. With a Hamming distance $d_{min} \geq 2t + l + 1$, it is possible to trade between error-correction and error-detection capabilities. With a block length $L$, $2^L$ possible combinations of bits can be made, but only $M = 2^k$ of these combinations are used as codewords.

A cellular net is assumed with each cell having one transmitter and one mobile terminal, so all possible codewords are assigned to the communication links between transmitter and receiver in all cells. In this way, the same set of codewords is used for each cell. In [3], it was assumed that the receiver is
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either successful (i.e., the received block lies within distance \( t \) of the transmitted codeword) or unsuccessful. An “outage” can then be defined as the event that the received block does not lie within distance \( t \) of the transmitted codeword. In [4], the events when the receiver is unsuccessful (i.e., an outage) are divided into two parts, viz. “failures” (the received block does not lie within distance \( t \) of any codeword), and errors (the received block does not lie within distance \( t \) of a codeword, however, that codeword has not been transmitted by the transmitter in the “home” cell). Errors consist partly of random errors and partly of “crosstalks”. A crosstalk is the event that a codeword is decoded at the receiver in the home cell, while this codeword has been transmitted by a transmitter in one of the co-channel cells. This event is likely to occur when one of the interfering signals happens to dominate the desired signal and all other interfering signals. In this way, a data or voice segment is decoded that is not destined for the receiver considered. This event is highly undesirable, particularly since it may continue for several successive blocks.

In the following sections, expressions for the outage probability, the block error probability, and the crosstalk probability are derived. From this point on, continuous transmission of radio signals between transmitter and receiver in all cells is assumed. This means that \( F_n(n) = 1 \), so (12) is then equal to (11).

VI. OUTAGE PROBABILITY

Section IV presented the bit error probability and spectrum efficiency without considering error correction/detection coding. In the previous section, the outage probability with coding was defined as the probability that the received block does not lie within distance \( t \) of the codeword that was transmitted by the transmitter in the home cell. When bit errors occur independently, the conditional probability of \( m \) errors in a block of \( L \) bits can be given as [18]

\[
P_{\text{block}}(m \text{ errors}|\gamma) = \binom{L}{m} \left( P_e(\gamma) \right)^m (1 - P_e(\gamma))^{L-m}
\]  

(17)

where \( P_e(\gamma) \) represents the bit error rate (8) for a given instantaneous signal-to-interference-plus-noise ratio. With (17), the expression for the outage probability can be given as

\[
P_{\text{block}}(\text{outage}|\gamma) = 1 - \sum_{m=0}^{t} \binom{L}{m} \left( P_e(\gamma) \right)^m (1 - P_e(\gamma))^{L-m}
\]  

(18)

Assuming fast multipath fading, the local-mean outage probability can be found by substituting the local-mean BER (given by (14) with \( \sigma_n = 0 \)) instead of the instantaneous BER (8) into (18). Because shadowing is assumed to be slow compared to the duration of a codeword, the area-mean outage probability can be found by averaging the local-mean outage probability over the shadowing. Assuming slow multipath fading, the local-mean outage probability can be found by averaging (18) over the pdf of the multipath fading given by (3). The area-mean outage probability can be found by averaging the local-mean outage probability over the shadowing.

Numerical results for the outage probability are given by Figs. 7 and 8. Linear BCH block codes with a block length \( L = 63 \) bits are used. Fig. 7 shows the area-mean outage probability with BPSK modulation as a function of \( R_u \), for both fast and slow multipath fading, with error correction capability \( t = 0, 1, 2, 3 \) for (\( t = 0, 1, 2, 3 \)) fast and (\( t = 0, 1, 2, 3 \)) slow multipath fading.

The difference can be explained by the fade duration. The duration of the fast fades is small compared to the duration of a block (codeword) \( L/2 \). Therefore, it is likely that only a few bits of the transmitted codeword are received incorrectly. With error correction capability \( t \), up to \( t \) bits erroneous bits can be corrected, and so most received blocks will decoded correctly.

On the other hand, the duration of the slow fades is of the same order as (or greater than) the duration of a block. Therefore, the effect of higher values of \( t \) is very small. In Fig. 8, the area-mean outage probability with BPSK modulation is plotted as a function of \( R_u \), for fast and slow multipath fading, with \( s_e \) as a parameter. Again, the standard deviation of the shadowing plays an important role in determining the performance. For \( s_e = 12 \) dB, fast multipath fading, and small values of \( R_u \), the performance is even worse than the performance assuming slow multipath fading. This phenomenon can also be explained by the fade duration, which is even longer with shadowing than for slow multipath fading, so error correction is less useful than in the event of slow multipath fading without shadowing.

VII. BLOCK ERROR PROBABILITY

The block error probability is now derived based on the geometric considerations presented in [4]. The number of blocks \( v_t \) and \( v_{t+l} \) that lie within a distance \( t \) and within a distance \( t + l \) or less from a codeword, respectively, are called...
the Hamming spheres with radius $t$ and $t + l$, with

$$v_y = \sum_{m=0}^{t} \binom{L}{m} \quad \text{and} \quad v_{t+l} = \sum_{m=0}^{t+l} \binom{L}{m}. \quad (19)$$

If more than $t + l$ bit errors occur in the received block, the block can be treated as if it were completely random [19]. In that case, the block may lie anywhere in the Hamming space, i.e., any of the $2^L - v_{t+l}$ remaining blocks is assumed equally probable. Thus, the number of possible received blocks left is $2^L - v_{t+l}$, but only $(M - 1)v_y$ of these result in an error. The block error probability can be given by

$$P_{\text{block}}(\text{error}|\gamma) = \frac{(M-1)v_y}{2^L - v_{t+l}} \cdot \left(1 - \text{Prob}\left(\text{received block lies within distance } t + 1\right)\right)
= \frac{(M-1)v_y}{2^L - v_{t+l}} \cdot \left(1 - \sum_{m=0}^{t+l} \binom{L}{m} (P_c(e|\gamma))^m \right) \cdot \left(1 - P_e(e|\gamma)^{L-m}\right), \quad (20)$$

The local-mean block error probability assuming fast multipath fading can be found by substituting directly the local-mean BER (given by (14) with $\sigma_s = 0$) instead of (8) in (20). Where assuming slow multipath fading, the block error probability has to be averaged over the Rician pdf (3). In either case, the area-mean block error probability can be found by averaging the local-mean block error probability over the shadowing.

The resulting block error probability is shown in Figs. 9 and 10. In Fig. 9, the area-mean block error probability with BPSK modulation is given as a function of $R_u$ with $K = 6$ dB, $G = 0.67$, and $k = 51$ bits, for $t = 0$ and $l = 1$, $t = 1$ and $l = 2$, and $t = 2$ and $l = 0$, for (−,−,−,−) fast and (−−,−,−,−) slow multipath fading. The area-mean block error probability with BPSK modulation as a function of $R_u$, for fast and slow multipath fading, with $t$ and $l$ as a parameter, and $k = 51$ user bits. The tradeoff between error correction and error detection is clear from Fig. 10. The block error probability for large $t$ and small $l$ is smaller than the block error probability for large $l$ and small $t$. This can be explained by the fact that for large values of $l$ (and small $t$), outages are more often failures than errors.

VIII. CROSS TALK PROBABILITY

So far, the desired signal was supposed to come from the home cell, and the interfering signals were assumed to arrive from more distant co-channel cells. This changes in the case of crosstalk. In this case, the dominating signal (capturing the receiver instead of the desired signal) is originating from one of the co-channel cells, and a total of six interfering signals...
come from five remaining co-channel cells plus the "desired" signal from the home cell.

As was discussed in Section V, a crossstalk occurs if one of the interfering signals dominates the desired signal and the other interfering signals, and causes the received block to lie within distance $t$ of one of the codewords, although this codeword was transmitted by the transmitter in the co-channel cell. Note that if, due to this effect, the received block still lies within distance $t$ of the codeword that was also transmitted by the transmitter in the home cell, a success occurs instead of a crossstalk. Because crossstalls are part of the errors, only $(M - 1)\frac{\gamma t}{2} - \gamma + 1$ of the possible received blocks contribute to the crossstalk probability. Because the received block has to lie within distance $t$ of a codeword, the crossstalk probability can be calculated as a success with the capturing signal arriving from distance $D$ (the co-channel cell), and the total interference arriving from distance $R$ and distance $D$ (the home cell and the other five co-channel cells).

The local-mean power of the original desired signal $\overline{P}_d$ was given in Section II. A Rician-faded signal is approximated by a $(K + 1)$ times stronger Rayleigh-fading signal; thus, the local-mean power of the Rician-faded signal is now expressed as $\overline{P}_d = \frac{5\overline{P}_d + \overline{P}_O,\text{Rayleigh}(1 + K)}{\gamma}$, where $\overline{P}_O,\text{Rayleigh}$ denotes the local-mean power of the corresponding Rayleigh-faded signal.

As in Section IV, the reciprocal of the received capturing signal power and the total "interfering"-plus-noise power can be obtained, after using (10)

$$\frac{1}{\gamma} = \frac{\overline{P}_d}{\overline{P}_j} = \frac{10^{\frac{\gamma}{8}} \exp(\sqrt{2} \gamma \sigma_{s,1})}{\exp(\sqrt{2} \gamma \sigma_{s,1})} \left( \frac{R_a R}{1} + \frac{R_a R}{\gamma} \right)^2 + \frac{\overline{P}_j}{\exp(\sqrt{2} \gamma \sigma_{s,1})} \left( \frac{R_a R}{1} + \frac{R_a R}{\gamma} \right)^2$$

with $\overline{P}_j$ representing the local-mean power of the single interfering signal, $\overline{P}_d$ representing the logarithmic of the total area-mean interference power caused by 5 interfering signals, and $\sigma_{s,1}$ and $\sigma_{s,2}$ representing the logarithmic standard deviations of the shadowing for 1 and 5 interfering signals, respectively. The values for the logarithmic mean and logarithmic standard deviation are calculated according to [2]. To arrive at the reciprocal of the area-mean signal-to-interference ratio, (21) has to be averaged over all possible values of $\gamma$.

In this section, only BPSK modulation is considered. Crossstalls caused by all co-channel cells have to be taken into account. The probability that the received blocks arriving from the home transmitter and the co-channel transmitter are equal, i.e., $0.5^5$, is also considered. If the probability of crossstalk is relatively small, then the crossstalk probability can approximately given by

$$P_{block}(\text{crossstalk} | \gamma) \approx 6 \frac{(M - 1)\gamma t}{2L - \gamma + 1} \cdot \left( \frac{\gamma}{\gamma'} \right)^L \left( \frac{P_e(\gamma)}{P_e(\gamma')} \right)^m \cdot \left( 1 - \frac{P_e(\gamma')}{\gamma'} \right)^L$$

with $\gamma' = \frac{p_j}{\overline{P}_O + \overline{P}_d}$, Here, the approximation that the receiver locks to any interfering signal [21] is used. The local-mean BER can be found by averaging the instantaneous BER for crossstalk $P_e(\gamma)$ found from (8), replacing $\gamma$ by $\gamma'$, over the Rayleigh pdf (4). Assuming fast multipath fading, the local-mean crossstalk probability can be found by substituting directly the local-mean BER for crossstalk in (22). Assuming slow multipath fading, the local-mean crossstalk probability can be found by averaging the instantaneous probability of crossstalk (22) over the Rayleigh pdf (4). The area-mean crossstalk probability can be found by averaging the local-mean crossstalk probability over the shadowing. It is assumed that the capturing and the other interfering signals arriving from distance $D$ suffer from log-normal shadowing, while the desired signal is unshadowed (as in Section IV).

Results for the crossstalk probability and the block error probability are shown in Figs. 11 and 12 for fast and slow multipath fading, respectively. Both probabilities are given as a function of $\frac{\gamma}{\gamma'}$, shadowing has a major effect on the crossstalk probability, for both fast and slow multipath fading. This can be explained in terms of fade durations. Assuming shadowing, it is more likely that the desired signal becomes smaller than (one of) the interfering signals; this increases the crossstalk probability. Except for severe shadowing ($s_s = 12$ dB), the crossstalk probability remains small compared to the block error probability.

IX. CONCLUSIONS

The performance of a digital microcellular radio system has been investigated considering the desired signal as Rician-faded, co-channel interference as Rayleigh faded with lognormal shadowing, and a dual path loss law with a turning point. Results were obtained for BPSK, BFSK, and QPSK modulation, with BCH $(L, k, t)$ error correction coding for a fast and slow frequency nonselective fading channel. For higher values of the Rician factor $K$, the performance increases, so microcellular systems generally appear to offer better performance than macrocellular systems (for which $K = 0$). The standard deviation $s_s$ of the shadowing has an enormous effect on the performance. Results for the three types of modulation scheme confirm the results found in [16], where it was found that BPSK and BFSK are equally resistant against co-channel interference and 3 dB more robust than QPSK, while BPSK and QPSK are 3 dB more resistant against AWGN than BFSK. The choice of modulation is thus an important
for slow multipath fading and shadowing of probability. The block error probability is also influenced by the error detection capability reported in literature and have a substantial effect on the BER. values for the propagation loss exponents design parameter in an interference-limited system. Different (b,e), coding is much smaller than for fast multipath fading without cell. Results for the performance show that the effect of in the presence of fast multipath fading, measured in terms of (b,e), and for BPSK modulation as a function of code of the transmitter; and 2) use different sets of codewords, for fast multipath fading and shadowing of for BPSK modulation as a function of code of the transmitter; and 2) use different sets of codewords, for fast multipath fading without shadowing, while in the absence of shadowing, the crosstalk probability is small. Except for the case that no coding is used, the performance resulting from the analysis assuming slow multipath fading without shadowing is much better than the performance resulting from the analysis assuming slow multipath fading and/or shadowing. Crosstalk becomes important in severe shadowing, while in the absence of shadowing, the crosstalk probability is small.
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