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This report constitutes the deposit of a study of literature on martingales and estimation theory. Some experimental work concerning the efficiency of an estimation algorithm based on martingales is also described. The investigation has been guided by the intent to investigate martingales in relation to the Kalman and Kalman-Bucy filters and to consider the implications for the practical filtering work at NLR.

The optimal estimation problem and the Kalman and Kalman-Bucy filters are recalled. Martingales are defined and some examples are given. A number of theoretical results concerning martingales and linear as well as non-linear estimation theory is summarized in an innovation and representation theorem. Based upon this a simple derivation of the Kalman and Kalman-Bucy filters is sketched. Reference is made to more general estimation problems (counting process observations, martingale noise) which can be solved along the same lines.

Finally, a wide-sense martingale approach to linear estimation is discussed. For a class of signals, comprising those studied in the Kalman and Kalman-Bucy problem, recursive estimation equations for the signal based on observations in either white or coloured noise are described. A more general model for coloured noise is given. By means of numerical simulation of some model problems the Kalman filter and the wide-sense martingale approach are compared.
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SYMBOLS

1) Latin characters

| $a(k+1, k)$ | matrix in coloured noise model |
| :---: | :---: |
| A $(\mathrm{k}+1, \mathrm{k})$ | matrix in linear discrete time state model |
| A(t) | matrix in linear continuous time state model |
| $A(t, x(t))$ | matrix in non-linear continuous time state model |
| $\hat{A}(t, x(t))$ | least squares estimate of $A(t, x(t))$ |
| $B(k)$ | matrix in linear discrete time state model |
| $B(t)$ | matrix in linear continuous time state model |
| $B(t)$ | stochastic process |
| $B(t, x(t))$ | matrix in non-linear state model |
| C(k) | matrix in discrete time observation model |
| $C(t)$ | matrix in continuous time observation model |
| $C(t, x(t))$ | matrix in continuous time observation model |
| $\hat{C}(t, x(t))$ | least squares estimate of $C(t, x(t))$ |
| dt | time step |
| $D(t)$ | matrix in continuous time observation model |
| E(k) | matrix (5.17) |
| f | arbitrary function or functional |
| F(k) | matrix (5.18) |
| $F(\mathrm{k})$ | arbitrary matrix |
| $F(t, s)$ | matrix (4.5) |
| $g(t, \tau)$ | kernel in representation (3.31) |
| $h(t, \tau)$ | kernel in representation (3.33) |
| $\mathrm{H}(\mathrm{k})$ | discrete time observation matrix |
| H(t) | continuous time observation matrix |
| $\tilde{H}(\mathrm{k})$ | $\mathrm{H}(\mathrm{k})-\mathrm{a}(\mathrm{k}, \mathrm{k}-1) \mathrm{H}(\mathrm{k}-1)$ (4.49) |
| I | unit matrix |
| k | symbol for discrete time |
| K(k) | discrete time gain matrix |
| $\mathrm{K}(\mathrm{k}+1 \mid \mathrm{k})$ | discrete time gain matrix |
| $\mathrm{K}(\mathrm{t})$ | continuous time gain matrix |
| \& | symbol for discrete time |
| $\mathrm{I}_{2}^{n}(\Omega)$ | Hilbert space of square integrable random n-vectors |
| $\mathrm{L}_{2}(\mathrm{x} ; \mathrm{k})$ | subspace of $L_{2}^{n}(\Omega)$ spanned by $x(i), i \leqslant k$ |
| $L_{2}(\mathrm{x}(\mathrm{k}) \mathrm{)}$ | subspace of $L_{2}^{n}(\Omega)$ spanned by $x(k)$ |
| $L_{2}(\mathrm{x} ;(\mathrm{t}) \mathrm{)}$ | subspace of $L_{2}^{n}(\Omega)$ spanned by $x(s)$, s $\leqslant t$ |


| $L_{2}(x(t))$ | subspace of $L_{2}^{n}(\Omega)$ spanned by $x(t)$ |
| :---: | :---: |
| $L_{2}^{n}(y ; k)$ | subspace of $L_{2}^{n}(\Omega)$ spanned by $F(i) y(i), i \leqslant k$ |
| m | dimension of observation vector y |
| m(k) | discrete time wide sense martingale |
| $\mathrm{m}_{\mathrm{n}}$ | discrete time innovation process |
| $\hat{m}_{n}$ | discrete time linear innovation process |
| $M_{n}$ | discrete time innovation process |
| $\hat{M}_{n}$ | discrete time linear innovation process |
| $m(\mathrm{c}$ ) | continuous time innovation process |
| $\hat{m}(t)$ | continuous time linear innovation process |
| $\mathrm{M}(\mathrm{t})$ | continuous time innovation process |
| $\hat{M}(t)$ | continuous time linear innovation process |
| n | dimension of state vector x |
| $n(k)$ | discrete time white noise |
| $p_{m}(\mathrm{k})$ | covariance matrix of $m(k)$ |
| $\mathrm{P}_{\hat{\mathrm{m}}}(\mathrm{t})$ | covariance matrix of $\hat{m}(t)$ |
| $\mathrm{P}_{\mathrm{u}}(\mathrm{k})$ | covariance matrix of $u(k)$ |
| $\mathrm{P}_{\mathrm{u}}(\mathrm{t})$ | covariance matrix of $u(t)$ |
| $\mathrm{P}_{\mathrm{V}}(\mathrm{k})$ | covariance matrix of $\mathrm{V}(\mathrm{k})$ |
| $\mathrm{P}_{\mathrm{V}}(\mathrm{t})$ | covariance matrix of $\mathrm{v}(\mathrm{t})$ |
| $\mathrm{P}_{\mathrm{W}}(\mathrm{k})$ | covariance matrix of $\mathrm{w}(\mathrm{k})$ |
| $\mathrm{P}_{\mathrm{W}}(\mathrm{t})$ | covariance matrix of $w(t)$ |
| $\mathrm{P}_{\tilde{\mathrm{u}}}(\mathrm{k} \mid \ell)$ | covariance matrix of $\tilde{u}(k \mid \ell)$ |
| $\mathrm{P}_{\hat{\mathrm{u}}}(\mathrm{t} \mid \mathrm{s})$ | covariance matrix of $\tilde{u}(t \mid s)$ |
| $\mathrm{P}_{\tilde{\mathrm{x}}}(\mathrm{k} \mid \ell)$ | covariance matrix of $\tilde{x}(\mathrm{k} \mid \ell)$ |
| $\mathrm{P}_{\tilde{\mathrm{x}}}(\mathrm{t} \mid \mathrm{s})$ | covariance matrix of $\tilde{x}(t \mid s)$ |
| $\mathrm{P}_{\tilde{\mathrm{y}}}(\mathrm{k} \mid \mathrm{k}-1)$ | expression (4.48) |
| $\mathrm{P}^{\circ}$ | covariance matrix of $\mathrm{x}^{\circ}$ |
| Q(k) | $\mathrm{P}_{\mathrm{u}}(\mathrm{k}+1)-\mathrm{P}_{\mathrm{u}}(\mathrm{k})$ |
| $r$ | dimension of system noise vector w |
| R(t) | $D(t) D(t)^{T}$ |
|  | dimension of observation noise vector v |

s
$S(k)$
$t$
$t_{k}$
$T$
$T($ superscript $)$
$u(k)$
$\hat{u}(k \mid \ell)$
$\tilde{u}(k \mid \ell)$
$u_{k}$
$u(t)$
$\hat{u}(t \mid s)$
$\tilde{u}(t \mid s)$
$\mathrm{U}(\mathrm{t})$
$u^{\circ}$
$\mathrm{v}(\mathrm{k})$
$v(t)$
w(k)
w (t)
W(t)
$\mathrm{x}(\mathrm{k})$
$\hat{x}(k \mid \ell)$
$\tilde{x}(k \mid \ell)$
$\mathrm{x}_{\mathrm{n}}$
$x(t)$
$\hat{x}(t \mid s)$
$\tilde{x}(t \mid s)$
$x^{\circ}$
$y(k)$
$\mathrm{y}_{\mathrm{n}}$
$y(t)$
$Y(t)$
symbol for time
correlation between martingale increment and observation noise
time
discrete points of time ( $k=0,1,2, \ldots$ )
time interval or set of points of time transpose of a vector or matrix discrete time wide-sense martingale linear least-squares estimate of $u(k)$ given observations $y(i), i \leqslant \ell$
$u(k)-\hat{u}(k \mid \ell)$
martingale difference sequence wrt $\left.\boldsymbol{\mathcal { F }}^{(k}\right)$
continuous time wide-sense martingale
linear least-squares estimate of $u(t)$ given observations $y(\tau), \tau \leqslant s$
$u(t)-\hat{u}(t \mid s)$
martingale wrt $\mathscr{F}(t)$
initial wide-sense martingale u
discrete time observation noise
continuous time observation noise
discrete time system noise
continuous time system noise
Wiener process or Brownian motion
discrete time state process
least-squares estimate of $x(k)$ given observations
$y(i), i \leqslant \ell$
$x(k)-\hat{x}(k \mid \ell)$
arbitrary random variables, $n=0,1,2, \ldots$
continuous time state process
least-squares estimate of $x(t)$ given observations $y(\tau), \tau \leqslant s$
$x(t)-\hat{x}(t \mid s)$
initial state x
discrete time observation process
arbitrary random variables, $n=0,1,2, \ldots$
continuous time observation process
continuous time observation process
$\mathrm{z}_{\mathrm{k}}$ discrete time stochastic process uncorrelated wrt $\boldsymbol{f}_{\mathrm{k}}$
$Z(t) \quad$ continuous time process with uncorrelated increments wrt $\boldsymbol{g}(t)$
$Z_{0}(t) \quad$ martingale wrt $\mathscr{\mathcal { F }}(\mathrm{t})$
$Z_{S}(t) \quad$ martingale wrt $\boldsymbol{\mathcal { F }}^{\prime}(\mathrm{t})$
2) Greek and cursive characters

| $\alpha_{k}$ | coefficient in representation | 3.24 |
| :--- | :--- | :--- |
| $\alpha(t)$ | kernel in representation | 3.23 |
| $\beta_{k}$ | coefficient in representation | 3.22 |
| $\beta(t)$ | kernel in representation | 3.21 |
| $\mathcal{B}_{k}$ | arbitrary information field ( $\sigma$-algebra) |  |
| $\mathcal{B}(t)$ | arbitrary information field ( $\sigma$-algebra) |  |
| $\gamma(t)$ | signal process related to state process (3.38) |  |
| $\hat{\gamma}(t \mid t)$ | filtered least-squares estimate of $\gamma(t)$ |  |
| $\delta$ | Dirac $\delta-f u n c t i o n$ |  |
| $\boldsymbol{G}\{\cdot\}$ | expectation of random variable between accolades |  |
| $\boldsymbol{C}\{x(t) \mid \boldsymbol{B}(s)\}$ | conditional mean of $x(t)$ wrt information field |  | $\mathcal{B}(s)(\sigma-a l g e b r a)$

$\mathfrak{C}\{x(k) \mid y(i), i \leqslant \ell\}$ conditional mean of $x(k)$ wrt information field ( $\sigma$-algebra) generated by $y(i), i \leqslant \ell$
$\mathfrak{G}\{x(t) \mid y(\tau), \tau \leqslant s\}$ conditional mean of $x(t)$ wrt information field ( $\sigma$-algebra) generated by $y(\tau), \tau \leqslant s$
$\boldsymbol{6}\left\{(x(t)-\boldsymbol{E}\{x(t) \mid \mathcal{B}(s)\})^{2} \mid \mathcal{B}(s)\right\}$
conditional variance of $\mathrm{x}(\mathrm{t})$ wrt information field $\mathcal{B}(s)$
$\hat{\mathscr{C}}\{x(k) \mid y(i), i \leqslant \ell\}$ wide-sense conditional mean (or linear least_ squares estimate) of $x(k)$ given observations $y(i)$, $i \leqslant \ell$
$\hat{\boldsymbol{\epsilon}}\{x(t) \mid y(\tau), \tau \leqslant s\}$ wide-sense conditional mean (or linear leastsquares estimate) of $x(t)$ given observations $y(\tau), \tau \leqslant s$
$\tilde{H}_{k}$ information field generated by discrete time observation process $y(i), i \leqslant k$
$\mathcal{F}^{\prime}(t) \quad$ information field generated by continuous time observation process $y(s), s \leqslant t$
all linear combinations of observations $\mathrm{y}(\mathrm{i})$, $i \leqslant k$
all linear combinations of observations $Y(s)$, $s \leqslant t$ transition matrix
correlation coefficient
standard deviation
coefficient in state description (4.6)
transition matrix
measurable function of $y_{1}, \ldots, y_{n}$
$\phi(t)$
$\phi(t, 0)$
$\omega$
$\Omega$
coefficient in state description (4.55)
transition matrix
point in $\Omega$
outcome space
3) Miscellaneous symbols
$(\Omega, \beta, P)$
probability space
|| . \|
norm in Hilbert space $L_{2}^{n}(\Omega)$
( $\left.z \mid L_{2}(x ; t)\right)$
projection of $z\left(\epsilon L_{2}^{n}(\Omega)\right)$ on subspace $L_{2}(x ; t)$
 variance $\sigma^{2}$
-1 (as superscript)
inverse of a matrix or function
$\sigma\{y(\tau), \tau \leqslant t\} \quad \sigma$-algebra generated by $y(\tau), \tau \leqslant t$

At the National Aerospace Laboratory NLR the research in optimal estimation is mainly directed to practical applications in aero- and astronautics. Problems as the estimation of the attitude of a spacecraft in the presence of modelling errors using the Kalman filter have been investigated in the past and have led, among others, to the development of a powerful adaptive algorithm to prevent filter divergence. (Refs 35, 36.) From an engineering point of view, it is of course more important to have insight in the operation of the Kalman filter under practical circumstances where often modelling errors occur than to master all the various ways along which the Kalman filter has been derived.

On the other hand, however, it has been stressed in the literature of the past decade that more general and satisfying treatments of the optimal estimation problem can be given using martingale theory. First, martingale theory has been applied to the Kalman and Kalman-Bucy problem where the system disturbances are modelled by Gaussian white noises (references 33, 2, 3, 10, 24, 30, 33). In reference 24 for instance it is stated that new optimal recursive estimation equations have been derived, different from the Kalman and Kalman-Bucy results, but simpler and computationally more efficient. Secondly, martingale theory has been applied to more general estimation problems, i.e. to those where the observations are counting processes and where the system disturbances are martingales (Refs 5, 31, 32, 34, 37).

It was deemed necessary and justifiable, therefore, to study the application of martingale theory to optimal estimation problems and to consider in particular the implications for the current practical filtering work at NLR. Because of the latter aspect this report discusses only sideways the more general problems referred to above.

In chapter two the underlying mathematical concepts are briefly summarized. Also, for later reference, the Kalman and Kalman-Bucy filters are incorporated.

Martingales are stochastic processes with certain specific properties which are particularly convenient in cases where new information is coming in continually. The precise mathematical definition is given in section one of chapter three together with some examples. The only assumption on the process, aside from the defining condition, is that the process is integrable at any point of time. The remaining sections
of chapter three are concerned with the role of martingales in optimal estimation. The crucial role of the innovation process associated with a given observation process is discussed. Some fundamental results are summarized in an innovation and representation theorem and their meaning is elucidated.

In chapter four wide sense martingales are considered, i.e. martingales which are quadratically integrable. For a certain class of processes or signals optimal recursive estimation equations are described. It is shown, using a suitable transformation that the processes studied in the Kalman and Kalman-Bucy problem belong to this class. The new estimation equations applied to the transformed Kalman and Kalman-Bucy problem are seen to be somewhat simpler than the original ones. The case of coloured observation noise is easily incorporated in the wide sense martingale approach. The effectiveness of this approach as regards computation time and implementation is analyzed in chapter five for some model problems.

Finally, in chapter six the main conclusions are summarized.

THE GENERAL CONCEPT OF OPTIMAL ESTIMATION
2.1 The estimation problem

In estimation problems one is concerned with a stochastic process $x(t)$ (i.e. a family of random variables $x(t)$ ) which cannot be observed directly but which is related to another process $y(t)$ which is accessible to direct observation. The processes $x(t)$ and $y(t)$ are called state process and observation process. The general problem is to find at any time $t$ an estimate $\hat{x}(t \mid s)$ of the state $x(t)$ given the record of observations $y(\tau)$, $\tau \leqslant s$. For $t>s, t=s$ and $t<s$ the estimation problem is called prediction, filtering and smoothing. In a discrete time estimation problem both the state and the observation process are given at discrete points of time whereas in a continuous time-estimation problem both are given for a time interval. The estimate $\hat{x}(t \mid s)$ of $x(t)$ is required to be optimal in least-squares sense, i.e. it is wanted to find the estimate $\hat{\mathrm{x}}(\mathrm{t} \mid \mathrm{s})$ as a function of the observation record such that

$$
\begin{equation*}
\boldsymbol{6}\left\{(x(t)-\hat{x}(t \mid s))^{2}\right\} \tag{2.1}
\end{equation*}
$$

is minimum (the symbol $\boldsymbol{\mathscr { G }}\{\mathrm{x}\}$ denotes the expectation of x ).
Each new observation $y(t)$ that comes available adds new information to the already existing knowledge. Mathematically this means that there is an increasing family of information fields ( $\sigma$-algebras) $\mathcal{F}(t)$ i.e. $\boldsymbol{F}\left(t_{1}\right) \subset \boldsymbol{F}\left(t_{2}\right)$ for $t_{1}<t_{2}$, generated by the observation process $y(t)$. The state $x(t)$ at time $t$ is generally not completely determined by the observations contained in the information field $\mathscr{F}(\mathrm{s})$. Mathematically this means that $x(t)$ is not measurable $-\boldsymbol{\mathcal { P }}(s)$. However, there exists a kind of projection of $x(t)$ on the information field $\mathcal{F}^{2}(s)$ generated by the observation process $y(\tau)$, $\tau \leqslant s$ which is completely determined by the observations, i.e. which is measurable- $\boldsymbol{\mathcal { F }}(\mathrm{s})$. This version of $x(t)$ which in general is a non-linear functional of the set $y(\tau), \tau \leqslant s$, is called the conditional mean of $x(t)$ with respect to the observations and is denoted by the symbol $\boldsymbol{C}\{x(t) \mid y(\tau), \tau \leqslant s\}$. (Actually, this is only one version of the conditional mean, the others being equal to this one with probability one.)

The conditional mean concept, plays an important role in the definition of martingales. Its importance for least-squares estimation follows from the following property. Let $\mathrm{x}=\mathrm{x}(\omega)$ be a random variable and $f(\omega)$ an $\omega$-function which is measurable- $\mathcal{F}(s)$ and such that $\boldsymbol{\epsilon}\{|f(\omega) x|\}<\infty, \boldsymbol{\epsilon}\{|x|\}<\infty$ holds. Then,

$$
\begin{equation*}
\mathfrak{C}\{f(\omega) x \mid \mathcal{F}(s)\}=f(\omega) \mathscr{C}\{x \mid \mathcal{F}(s)\} \tag{2.2}
\end{equation*}
$$

From this equality it follows immediately that

$$
\begin{equation*}
\mathscr{\mathscr { C }}\{(x-\boldsymbol{\mathscr { E }}\{x \mid \mathscr{\mathscr { b }}(\mathrm{s})\}) f(\omega)\}=0 \tag{2.3}
\end{equation*}
$$

i.e. $\mathrm{x}-\boldsymbol{\mathscr { G }}\{\mathrm{x} \mid \boldsymbol{\mathscr { F }}(\mathrm{s})\}$ is orthogonal to any function $\mathrm{f}(\omega)$ satisfying the assumptions stated above. It follows that

$$
\mathscr{E}\left\{\left(x-\boldsymbol{\zeta}^{\infty}\{x \mid \mathscr{F}(s)\}\right) \mathscr{C}\{x \mid \mathcal{F}(s)\}\right\}=0
$$

Hence, for any $f$ which is $\mathscr{F}(s)$-measurable

$$
\begin{align*}
& \boldsymbol{\zeta}\left\{(\mathrm{x}-\mathrm{f})^{2}\right\}=\boldsymbol{\wp}\left\{(\mathrm{x}-\boldsymbol{\boldsymbol { C }}\{\mathrm{x} \mid \boldsymbol{\mathcal { H }}(\mathrm{s})\})^{2}\right\} \\
& +\boldsymbol{\zeta}\left\{(\boldsymbol{\kappa}\{x \mid \boldsymbol{\mathscr { F }}(\mathrm{s})\}-f)^{2}\right\} \\
& +2 \mathfrak{6}\{(\mathrm{x}-\boldsymbol{6}\{\mathrm{x} \mid \boldsymbol{F}(\mathrm{s})\})(\boldsymbol{6}\{\mathrm{x} \mid \boldsymbol{\mathfrak { F }}(\mathrm{s})\}-\mathrm{f})\} \\
& =\boldsymbol{\mathscr { C }}\left\{(\mathrm{x}-\boldsymbol{6}\{\mathrm{x} \mid \boldsymbol{\mathcal { H }}(\mathrm{s})\})^{2}\right\}+\boldsymbol{\mathscr { C }}\left\{(\boldsymbol{\mathscr { C }}\{\mathrm{x} \mid \boldsymbol{\mathcal { H }}(\mathrm{s})\}-\mathbb{f})^{2}\right\} . \tag{2.4}
\end{align*}
$$

This shows that if $\mathscr{F}(s)$ is the information field generated by the observations $y(\tau), \tau \leqslant s$, the conditional mean
$\mathfrak{C}\{x(t) \mid \mathcal{F}(s)\}=\boldsymbol{6}\{x(t) \mid y(\tau), \tau \leqslant s\}$ is the least-squares estimate of
$x(t)$, that is, it minimizes the expression (2.4) over all possible functionals $f$ of the observation record $y(\tau), \tau \leqslant s$ (Ref. 8). The uncertainty in the estimate of $x(t)$ is characterized by the conditional variance

$$
\begin{equation*}
\mathscr{\mathscr { E }}\left\{(x(t)-\boldsymbol{\epsilon}\{x(t) \mid \mathscr{F}(s)\})^{2} \mid \mathscr{H}(s)\right\} \tag{2.5}
\end{equation*}
$$

which as the conditional mean generally depends non-linearly on the observations $y(\tau), \tau \leqslant s$. Moreover, both the conditional mean and variance will usually depend on all higher order conditional moments which makes the general (i.e. non-linear) optimal estimation problem very difficult to solve.

A considerable simplification of the estimation problem occurs if it is only required to find the linear least-squares estimate of $x(t)$ given the observations $y(\tau), \tau \leqslant s$. If both the state and observation process are Gaussian, then the linear least-squares estimate is at the same time the least-squares estimate. For instance, for two Gaussian random variables $x_{1}$ and $x_{2}$ it follows that the conditional mean of $x_{1}$ given $x_{2}$ is the following linear function of $x_{2}$ :

$$
\begin{equation*}
\boldsymbol{\varepsilon}\left\{x_{1} \mid x_{2}\right\}=\boldsymbol{\varphi} \cdot\left\{x_{1}\right\}+\rho_{x_{1}} x_{2} \frac{{ }_{x_{1}}}{\sigma_{x_{2}}}\left(x_{2}-\boldsymbol{\xi}\left\{x_{2}\right\}\right) \tag{2.6}
\end{equation*}
$$

where $\rho_{x_{1} x_{2}}$ denotes the correlation coefficient between $x_{1}$ and $x_{2}$ and $\sigma_{x_{1}}$ and $\sigma_{x_{2}}$ respectively are the standard deviations of $x_{1}$ and $x_{2}$. Moreover, the conditional variance of $x_{1}$ given $x_{2}$ is independent of $x_{2}$ and, hence, deterministic:

$$
\begin{equation*}
\mathfrak{C}\left\{\left(x_{1}-\boldsymbol{\mathfrak { E }}\left\{\mathrm{x}_{1} \mid \mathrm{x}_{2}\right\}\right)^{2} \mid \mathrm{x}_{2}\right\}=\sigma_{\mathrm{x}_{1}}^{2}\left(1-\rho_{x_{1}}^{2} \mathrm{x}_{2}\right) \tag{2.7}
\end{equation*}
$$

If $x_{1}$ and $x_{2}$ are non Gaussian, then the right-hand side of equation (2.5) gives the linear least-squares estimate of $x_{1}$ given $x_{2}$ and is sometimes called the wide sense conditional mean of $x_{1}$ given $x_{2}$. From (2.6) it is clear that if $x_{1}$ and $x_{2}$ are uncorrelated then the linear least-squares estimate of $x_{1}$ cannot be improved by observing $x_{2}$. The preceeding discussion can easily be generalized for the state and observations being vectors.

The Kalman and Kalman-Bucy filter
In this section the Kalman filter for the discrete time estimation problem and the Kalman-Bucy filter for the continuous time estimation problem are recalled. These filters yield recursive equations for computing $\hat{x}(t \mid t)$ and the associated covariance matrix $P_{\tilde{x}}(t \mid t)=\boldsymbol{\xi}\left\{(x(t)-\hat{x}(t \mid t))(x(t)-\hat{x}(t \mid t))^{T}\right\}$ and will be referred to in later chapters.

For the Kalman filter it is assumed that the state process $x(k)(n x 1$-vector $)$ is defined at discrete points of time $t_{k}$ and satisfies a linear difference equation driven by Gaussian white noise w(k) (rx1-vector), that is

$$
\begin{equation*}
x(k+1)=A(k+1, k) x(k)+B(k) W(k) \tag{2.8}
\end{equation*}
$$

where $w(k) \sim N\left(O, P_{W}(k)\right)$ and the initial condition $x(0)$ is $x(0) \sim N\left(x^{\circ}, P^{0}\right)$. The observation process $y(k)$ ( $m \times 1$-vector, $m \leqslant n$ ) is described by

$$
\begin{equation*}
y(k)=C(k) x(k)+v(k) \tag{2.9}
\end{equation*}
$$

where $v(k)(s x 1$-vector $)$ is another Gaussian white noise, $v(k) \sim N\left(o, P_{v}(k)\right)$. Furthermore it is assumed that the initial condition $x^{\circ}$ and the noise sequences $w(k)$ and $v(k)$ are independent. $A(k+1, k), B(k)$ and $C(k)$ are appropriately dimensional matrices. From the above assumptions it follows that the state and observation processes are Gaussian for all discrete points of time $t_{k}$. Hence, the best estimate $\hat{x}(k \mid \ell)$ in leastsquares sense of $x(k)$ given the observations $y(i)$, isl is a linear functional of the observations. The filtering solution $\hat{x}(k+1 \mid k+1)$ is found from the measurement update equation:

$$
\begin{equation*}
\hat{x}(k+1 \mid k+1)=\hat{x}(k+1 \mid k)+K(k+1)(y(k+1)-C(k+1) \hat{x}(k+1 \mid k)) \tag{2.10}
\end{equation*}
$$

where the predicted estimate $\hat{x}(k+1 \mid k)$ of $x(k+1)$ given the observations $y(i)$, i $\leqslant k$ is

$$
\begin{equation*}
\hat{x}(k+1 \mid k)=A(k+1, k) \hat{x}(k \mid k) \tag{2.11}
\end{equation*}
$$

and the Kalman gain matrix $K(k+1)$ is
$K(k+1)=P_{\tilde{x}}(k+1 \mid k) C(k+1)^{T}\left[C(k+1) P_{\tilde{x}}(k+1 \mid k) C(k+1)^{T}+P_{V}(k+1)\right]^{-1} \quad$.

The predicted covariance matrix $P_{\tilde{x}}(k+1 \mid k)$ is
$P_{\tilde{X}}(k+1 \mid k)=A(k+1, k) P_{\tilde{x}}(k \mid k) A(k+1, k)^{T}+B(k) P_{W}(k) B(k)^{T}$
and the covariance matrix $P_{\tilde{\mathrm{X}}}(\mathrm{k}+1 \mid \mathrm{k}+1)$ associated with the filtered estimate $\hat{x}(k+1 \mid k+1)$ satisfies

$$
\begin{equation*}
P_{\tilde{X}}(k+1 \mid k+1)=P_{\tilde{x}}(k+1 \mid k)-K(k+1) C(k+1) P_{\tilde{X}}(k+1 \mid k) . \tag{2.14}
\end{equation*}
$$

Equations (2.10), ..., (2.14) constitute the Kalman filter for the discrete time-filtering problem (2.8) and (2.9).

For the Kalman-Bucy filter it is assumed that the state process $x(t)(n \times 1$-vector) is defined for a time interval $0 \leqslant t \leqslant 1$, say, and satisfies a linear differential equation

$$
\begin{equation*}
\frac{d x(t)}{d t}=A(t) a(t)+B(t) w(t) \tag{2.15}
\end{equation*}
$$

where $w(t)$ (rx1-vector) in a Gaussian white noise, $w(t) \sim N\left(o, P_{w}(t)\right)$ and the initial condition $x(0)$ is $x(0) \sim N\left(x^{\circ}, P^{0}\right)$. The observation process $\mathrm{y}(\mathrm{t})$ (mx1-vector) is described by

$$
\begin{equation*}
y(t)=C(t) x(t)+v(t) \tag{2.16}
\end{equation*}
$$

where $v(t)$ (sx1-vector) is another Gaussian white noise $v(t) \sim N\left(o, P_{v}(t)\right)$. The initial condition $x(o)$ and the noises $w(t)$ and $v(t)$ are assumed to be independent. It follows again under the above assumptions that the state and observation processes are Gaussian for all $t, 0 \leqslant t \leqslant 1$. The filtering solution $\hat{x}(t \mid t)$ and the covariance matrix $P_{\tilde{\mathrm{x}}}(\mathrm{t} \mid \mathrm{t})$ follow from the Kalman-Bucy filter described by equations (2.17), ..., (2.19) below:

$$
\begin{equation*}
\frac{d \hat{x}(t \mid t)}{d t}=A(t) \hat{x}(t \mid t)+K(t)\{y(t)-C(t) \hat{x}(t \mid t)\} \tag{2.17}
\end{equation*}
$$

$$
\begin{align*}
\frac{d}{d t} P_{\tilde{X}}(t \mid t)=A(t) P_{\tilde{X}}(t \mid t) & +P_{\tilde{X}}(t \mid t) A(t)^{T}+B(t) P_{W}(t) B(t)^{T}+ \\
& -P_{\tilde{x}}(t \mid t) C(t)^{T} P_{V}^{-1}(t) C(t) P_{\tilde{x}}(t \mid t) \tag{2.18}
\end{align*}
$$

where the Kalman gain matrix is given by

$$
\begin{equation*}
K(t)=P_{\tilde{X}}(t \mid t) C(t)^{T} P_{V}^{-1}(t) \tag{2.19}
\end{equation*}
$$

Though the filters described above for discrete and continuous time look quite the same, their original derivations are quite different. One of the aspects of the approaches described in the following chapters is a more parallel treatment of the continuous and discrete time filtering problem.

The mixed problem of a state process $x(t)$ satisfying a differential
equation (2.15) with observations given at discrete points of time like (2.9) can easily be embedded in the discrete time problem. The model problems treated in chapter five are of the mixed or continuous discrete type.

MARTINGALES AND ESTIMATION THEORY

In this chapter martingales are considered in relation to optimal estimation theory. The purpose is to describe how martingale theory is used to derive recursive optimal estimation equations.

Martingales are defined in section one and a few examples of stochastic processes being martingales are given there. An important concept in estimation theory which is discussed in section two, is the innovation process associated with a given process. As will be seen, the innovation process represents the new information coming in with each new realization of the process at hand. In section three a number of results is summarized in the form of innovation and representation theorems. For example, it is stated that the (non-linear) innovation process is a martingale. The remaining sections are concerned with a further study in depth.
3.1 Martingales

A martingale is a stochastic process $x(t)$, $t \in T$ with a specific property for the conditional expectation with respect to a given family $\mathcal{B}(t), t \in T$ of information fields. $\mathcal{B}(t)$ denotes the collection of events representing the information available at time $t$ and is in a particular problem usually the collection of events generated by one or more of the stochastic processes involved up to time $t$ (mathematically, $\beta(t)$ is a $\sigma$-algebra of events). Let the family $\mathcal{\beta}(t), t \in T$ be increasing in the sense that $\beta\left(t_{1}\right) \subset \beta\left(t_{2}\right)$ whenever $t_{1}<t_{2}$. The process $x(t), t \in T$ is called a martingale with respect to $\beta(t)$, $t \in T$ or a $\beta(t)$ martingale if for each $t x(t)$ is $\beta(t)$ measurable, $\boldsymbol{\varepsilon}\{|x(t)|\}<\infty$ and

$$
\begin{equation*}
\mathscr{E}\{x(t+d t)-x(t) \mid \beta(t)\}=0 \quad d t>0 \tag{3.1}
\end{equation*}
$$

Because of the assumption that $x(t)$ is measurable $\beta(t)$, i.e. $x(t)$ is completely determined by $\beta(t)$ for every $t$, it follows that
$\mathfrak{G}\{x(t) \mid \beta(t)\}=x(t)$ and equation (3.1) may be written then as

$$
\begin{equation*}
\mathfrak{E}\{x(t+d t) \mid \beta(t)\}=x(t) \quad d t>0 \tag{3.2}
\end{equation*}
$$

for every $t$. If the family of information fields $\beta(t), t \in T$ is that generated by the stochastic process $x(t), t \in T$ itself, then $x(t)$ is simply said to be a martingale. It follows that if $x(t)$ is a $\beta(t)$ martingale then it is a martingale because

$$
\begin{gather*}
\boldsymbol{\mathscr { C }}\{\mathrm{x}(\mathrm{t})-\mathrm{x}(\mathrm{~s}) \mid \mathrm{x}(\tau), \tau \leqslant s\}=\boldsymbol{\zeta}\{\boldsymbol{\zeta}\{\mathrm{x}(\mathrm{t})-\mathrm{x}(\mathrm{~s}) \mid \boldsymbol{\beta}(\mathrm{s})\} \mid \mathrm{x}(\tau), \tau \leqslant s\} \\
=\boldsymbol{\zeta}\{0 \mid \mathrm{x}(\tau), \tau \leqslant s\}=0 \quad t \geqslant s . \tag{3.3}
\end{gather*}
$$

It follows from $\boldsymbol{\mathscr { E }}\{\boldsymbol{\mathscr { C }}\{\mathrm{x} \mid \mathcal{\beta}\}\}=\boldsymbol{\mathcal { E }}\{\mathrm{x}\}$ that the mean value function $\boldsymbol{\mathscr { E }}\{\mathrm{x}(\mathrm{t})\}$ of any martingale is a constant. Moreover, the martingale increment $x(t)-x(s)$ is orthogonal to $x(\tau)$, $\tau \leqslant s$ i.e. $\boldsymbol{\mathcal { C }}\{(x(t)-x(s)) x(\tau)\}=0, \tau \leqslant s$ and $\mathscr{E}\{(x(t)-x(s))(x(\tau)-x(\sigma))\}=0, \sigma \leqslant \tau \leqslant s \leqslant t$. Therefore, a martingale has uncorrelated increments. From an estimation point of view it is important to note that the least-squares estimate of a martingale $x(t)$ given the information field $\mathcal{\beta}(\mathrm{s}) \mathrm{s}<t$ is the same as the least-squares estimate of $\mathrm{x}(\mathrm{s})$ given the information contained in $\beta(\mathrm{s})$. Thus, the prediction problem is trivial for a martingale.

The following examples show how to handle definition (3.1). Suppose that a sequence of random variables $x_{n}$ is given which can be written as $x_{n}=\sum_{i=1}^{n} y_{i}$ where the sequence $y_{i}$ has the properties

$$
\begin{equation*}
\mathscr{E}\left\{\left|y_{i}\right|\right\}<\infty, \mathscr{E}\left\{y_{i} \mid y_{1}, \ldots, y_{i-1}\right\}=0 . \tag{3.4}
\end{equation*}
$$

The sequence $\mathrm{x}_{\mathrm{n}}$ is then a martingale because

$$
\begin{align*}
& \mathscr{E}\left\{x_{n+1} \mid x_{1}, \ldots, x_{n}\right\}=\boldsymbol{C}\left\{y_{n+1}+x_{n} \mid x_{1}, \ldots, x_{n}\right\} \\
& =\mathscr{E}\left\{y_{n+1} \mid y_{1}, \ldots, y_{n}\right\}+\mathscr{E}\left\{x_{n} \mid x_{1}, \ldots, x_{n}\right\}=x_{n} . \tag{3.5}
\end{align*}
$$

Conversely, if $x_{n}$ is a martingale, then the difference sequence $y_{n}$ defined by

$$
\begin{align*}
& y_{1}=x_{1} \\
& y_{n}=x_{n}-x_{n-1} \quad n>1 \tag{3.6}
\end{align*}
$$

satisfies (3.4). A sequence $y_{i}$ satisfying (3.4) has been called a martingale difference sequence (MD sequence, Ref's 2, 31). Hence, a sequence $x_{n}$ is a martingale if and only if the difference sequence $y_{n}$ defined by (3.6) is a $\mathbb{M D}$ sequence. Property (3.4) is intermediate between independence and uncorrelatedness of the $y_{i}$ 's because it
expresses that $y_{i} i>1$ is orthogonal to every (Baire) function $\phi\left(y_{1}, \ldots, y_{i-1}\right)$ of $y_{1}, \ldots, y_{i-1}$ (compare chapter 2.1 equation (2.3)). Property (3.4) expresses that the least-squares estimate of $y_{i}$ given $y_{1}, \ldots, y_{i-1}$ does not depend on $y_{1}, \ldots, y_{i-1}$ i.e. observing $y_{1}, \ldots, y_{i-1}$ does not help to estimate $y_{i}$. On the other hand, if the $y_{i}$ 's are independent and zero mean then (3.4) holds.

Suppose $\mathcal{B}_{\mathrm{n}}$ is an increasing sequence of information fields ( $\sigma$-algebras) and y is a random variable. Define a sequence $\mathrm{x}_{\mathrm{n}}$ by $x_{n}=\boldsymbol{\zeta}\left\{y \mid \beta_{n}\right\}$. Then, $x_{n}$ is a $\beta_{n}$ martingale because for $n \geqslant m$

$$
\begin{align*}
& \boldsymbol{\varepsilon}\left\{\mathrm{x}_{\mathrm{n}} \mid \beta_{\mathrm{m}}\right\}=\boldsymbol{\zeta}\left\{\boldsymbol{\epsilon}\left\{\mathrm{y} \mid \beta_{\mathrm{n}}\right\} \mid \beta_{\mathrm{m}}\right\} \\
& =\boldsymbol{\zeta}\left\{\mathrm{y} \mid \beta_{\mathrm{m}}\right\}=\mathrm{x}_{\mathrm{m}} . \tag{3.7}
\end{align*}
$$

Let $W(t)$, $t \geqslant 0$ be a Brownian motion or Wiener process. Then, $W(t), t \geqslant 0$ has independent increments, zero mean and is a martingale because for $t \geqslant s$ :

$$
\begin{align*}
& \boldsymbol{\mathscr { C }}\{W(t) \mid W(\tau), \tau \leqslant s\}=\boldsymbol{\zeta}\{W(t)-W(s)+W(s) \mid W(\tau), \tau \leqslant s\} \\
& =\boldsymbol{\mathscr { C }}\{W(t)-W(s)\}+W(s)=W(s) . \tag{3.8}
\end{align*}
$$

More generaliy, any constant mean independent increment process constitutes a martingale.

As a final remark it is noted that a Markov process does not need to be a martingale (the Brownian motion is both a Markov process and a martingale). For a Markov process holds

$$
\begin{equation*}
\mathscr{\varepsilon}\{x(t) \mid x(\tau), \tau \leqslant s\}=\boldsymbol{\varepsilon}\{x(t) \mid x(s)\} \quad t \geqslant s \tag{3.9}
\end{equation*}
$$

which needs not be the same as $x(s)$.
3.2 Martingale decomposition and innovation processes

If a process $x(t), t \in T$ and an arbitrary (increasing) family of information fields ( $\sigma$-algebras) $\beta(t)$, t $\in T$ are given, martingale decomposition means that the $x(t)$ process is written as the sum of two processes, one of which is a martingale. To see this, write $d x(t)=d B(t)+d M(t)$ where $d B(t)$ is defined by $a B(t)=\boldsymbol{\varepsilon}\{d x(t) \mid \beta(t)\}$. Then

$$
\begin{align*}
& \boldsymbol{\varepsilon}\{d M(t) \mid \beta(t)\}=\boldsymbol{\varepsilon}\{d x(t)-d B(t) \mid \beta(t)\} \\
& =\boldsymbol{\varepsilon}\{d x(t) \mid \beta(t)\}-\boldsymbol{\varepsilon}\{\boldsymbol{\varepsilon}\{a x(t) \mid \beta(t)\} \mid \beta(t)\} \\
& =\boldsymbol{\varepsilon}\{d x(t) \mid \beta(t)\}-\boldsymbol{\varepsilon}\{d x(t) \mid \beta(t)\}=0 . \tag{3.10}
\end{align*}
$$

It is exactly by choosing $\beta(t)$ to be the information field generated by the process $x(t)$ itself that the martingale $M(t)$ corresponding with $x(t)$ is called the innovation process of $x(t)$. This is because

$$
d M(t)=d x(t)-\boldsymbol{\xi}\{d x(t) \mid x(\tau), \tau \leqslant t\}
$$

clearly represents the new information in $d x(t)$ not already known at time $t$. In estimation theory, the innovation process associated with the observation process plays an important role.

As an illustration, let the discrete time process $\mathrm{x}_{\mathrm{n}}$ defined by $x_{n}=\sum_{i=1}^{n} y_{i}$ and the continuous time process $x(t)=\int^{t} y(s) d s$ be given. It is wanted to determine the innovation process of ${ }^{\circ} x_{n}$ and of $x(t)$ in the sense just described.

Suppose an arbitrary sequence $\mathrm{y}_{\mathrm{n}}$ is given. To start with, the sequence $M_{n}$ defined by

$$
\begin{equation*}
M_{n}=x_{n}-\sum_{k=1}^{n} \boldsymbol{\varepsilon}\left\{y_{k} \mid y_{1}, \ldots, y_{k-1}\right\} \tag{3.11}
\end{equation*}
$$

is a martingale with respect to $\mathrm{x}_{\mathrm{n}}$ and is called the innovation process of $x_{n}$. Also the difference sequence $m_{n}$

$$
\begin{align*}
m_{n} & =m_{n}-m_{n-1} \\
& =y_{n}-\boldsymbol{\varepsilon}\left\{y_{n} \mid y_{1}, \ldots, y_{n-1}\right\}  \tag{3.12}\\
m_{1} & =m_{1}
\end{align*}
$$

is a martingale difference (MD) sequence and is called the innovation process of the sequence $y_{n}$. Equation (3.12) expresses that the process $\mathrm{y}_{\mathrm{n}}$ consists of a predictabie part $\boldsymbol{\zeta}\left\{\mathrm{y}_{\mathrm{n}} \mid \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{n}-1}\right\}$ completely known at time $t_{n-1}$ and a MD sequence which is completely unpredictable from knowing $\mathrm{y}_{1}$, $\ldots, \mathrm{y}_{\mathrm{n}-1}$. Similarly, the process $\mathrm{M}(\mathrm{t})$ defined by

$$
\begin{equation*}
M(t)=x(t)-\int_{0}^{t} \boldsymbol{E}\{y(s) \mid y(\tau), \tau \leqslant s\} d s \tag{3.13}
\end{equation*}
$$

is an $x(t)$ martingale and is called the innovation process of $x(t)$. The innovation processes described so far are based on the conditional mean with respect to a given information field. The conditional mean or leastsquares estimate is, in general, a non-linear functional of the elements of the information field. Analogously, the linear innovation process is defined on the basis of the linear least-squares estimate or widesense conditional mean. Let $\widehat{\boldsymbol{E}}\left\{\mathrm{y}_{\mathrm{n}} \mid \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{n}-1}\right\}$ denote the wide-sense
conditional mean of $y_{n}$ given ${ }_{n} y_{1}, \ldots, y_{n-1}$. The linear innovation process $\hat{\mathbb{M}}_{n}$ of the process $x_{n}=\sum_{i=1}^{n} y_{n}$ is defined by

$$
\begin{equation*}
\hat{\mathrm{M}}_{\mathrm{n}}=\mathrm{x}_{\mathrm{n}}-\sum_{\mathrm{k}=1}^{\mathrm{n}} \hat{\boldsymbol{E}}\left\{\mathrm{y}_{\mathrm{k}} \mid \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{k}-1}\right\} \tag{3.14}
\end{equation*}
$$

It follows (compare the next section) that the linear innovation process $\hat{M}_{n}$ is a process with uncorrelated increments. The difference sequence $\hat{m}_{n}$

$$
\begin{align*}
& \hat{\mathrm{m}}_{\mathrm{n}}=\hat{\mathrm{m}}_{\mathrm{n}}-\hat{\mathrm{m}}_{\mathrm{n}-1}=\mathrm{y}_{\mathrm{n}}-\hat{\boldsymbol{\zeta}}\left\{\mathrm{y}_{\mathrm{n}} \mid \mathrm{y}_{1}, \ldots, \mathrm{y}_{\mathrm{n}-1}\right\} \quad \mathrm{n} \geqslant 2 \\
& \hat{\mathrm{~m}}_{1}=\widehat{\mathrm{m}}_{1} \tag{3.15}
\end{align*}
$$

is a sequence of uncorrelated random variables and is called the innovation process of $y_{n}$. Also, the linear innovation process $\hat{M}(t)$ of $x(t)=\int_{0}^{t} y(s) d s$ is defined by

$$
\begin{equation*}
\widehat{M}(t)=x(t)-\int_{0}^{t} \hat{\boldsymbol{G}}\{y(s) \mid y(\tau), \tau \leqslant s\} \quad d s \tag{3.16}
\end{equation*}
$$

and has uncorrelated increments.
3.3 Innovation and representation theorems

In this section a number of results are stated which illustrate the role of martingales in estimation theory. These results are called innovation and representation theorems and apply, partly, for both continuous and discrete time, linear and non-linear estimation. They express that the observation process is equivalent to the innovation process for which, due to its simpler structure, useful representations hold. Suppose that the continuous time observation, innovation and Iinear innovation processes are $Y(t), M(t)$ and $\hat{M}(t)$. Let the corresponding processes for discrete time be denoted by $y_{i}, m_{i}$ and $\hat{m}_{i}$. (It is assumed that the continuous time observations are in an integral form, like $Y(t)=\int_{0}^{t} f(s) d s$. The continuous time innovations are defined then in the sense of (3.13) and (3.16). For discrete time the observations and innovations are taken in the sense of (3.12) and (3.15).)

The innovation theorem states this:
a) The innovation process is a martingale that is equivalent to the observation process, i.e. the information field generated by the
innovations is the same as that generated by the observations,

$$
\begin{equation*}
\mathcal{F}(t) \equiv \sigma\{Y(s), s \leqslant t\}=\sigma\{M(s), s \leqslant t\} \tag{3.17}
\end{equation*}
$$

and for discrete time

$$
\begin{equation*}
\mathcal{F}_{k} \equiv \sigma\left\{y_{j}, j \leqslant k\right\}=\sigma\left\{m_{j}, j \leqslant k\right\} \tag{3.18}
\end{equation*}
$$

a) The linear innovation process has uncorrelated increments and is linearly equivalent to the observations, i.e.

$$
\begin{align*}
\mathscr{g}(t) & \equiv\{\text { all linear combinations of } \mathrm{Y}(\mathrm{~s}), \mathrm{s} \leqslant t\} \\
& =\{\text { all linear combinations of } \hat{M}(s), s \leqslant t\} \tag{3.19}
\end{align*}
$$

and for discrete time

$$
\begin{align*}
\xi_{k} & \equiv\left\{a l l \text { linear combinations of } y_{j}, j \leqslant k\right\} \\
& =\left\{a l l \text { linear combinations of } \hat{m}_{j}, j \leqslant k\right\} \tag{3.20}
\end{align*}
$$

The innovation theorem holds for all discrete time cases and for linear observations in all continuous time cases (Refs 12, 17). Under certain conditions on the observation process it also holds for continuous time non-linear innovations for signals in Gaussian white noise. This is discussed more extensively in section 3.5. The innovation theorem also holds for continuous time non-linear innovations for point processes (Refs 31, 33). Point processes are not discussed further (see references 5, 31, 32, 34, 37).

The representation theorem reads as follows:
a) Every process $Z(t)$, with uncorrelated increments wrt $\boldsymbol{\zeta}(t)$ (3.19) can be written as a Wiener integral of the linear innovations $\widehat{M}(t)$,

$$
\begin{equation*}
Z(t)=\int_{0}^{t} \beta(s) d \hat{\mathbb{M}}(s) \tag{3.21}
\end{equation*}
$$

(where the kernel $\beta$ is deterministic) and for discrete time, every uncorrelated sequence $z_{k}$ wrt $\boldsymbol{g}_{k}$ (3.20) can be written as

$$
\begin{equation*}
z_{k}=\beta_{k} \hat{m}_{k} \tag{3.22}
\end{equation*}
$$

with a deterministic sequence $\beta_{k}$.
b) Every martingale $U(t)$, wrt $\mathcal{F}(t)$ (3.17) can be written as a stochastic integral of the innovations $M(t)$,

$$
\begin{equation*}
U(t)=\int_{0}^{t} \alpha(s) d M(s) \tag{3.23}
\end{equation*}
$$

where $\alpha(t)$ is $a \mathcal{F}(t)$ predictable process and for discrete time every
martingale difference sequence $u_{k}$ wrt $\mathscr{F}_{\mathrm{k}}$ can be written as

$$
\begin{equation*}
u_{k}=\alpha_{k} m_{k} \tag{3.24}
\end{equation*}
$$

with an $\mathcal{F}_{\mathrm{k}}$ predictable sequence $\alpha_{\mathrm{k}}$.
(Note: The sequence $\alpha_{k}$ is called $\mathcal{F}_{k}$ predictable if for every $k \alpha_{k}$ belongs to $\tilde{F}_{\mathrm{k}-1}$. A similar definition holds for continuous time.)

The representation theorem holds for all linear cases in discrete and continuous time. It also holds for the continuous time non-linear case for both signals in Gaussian white noise and signals observed through point processes. Finally it holds for the discrete time nonlinear case for point processes but not for the discrete time non-linear case for signals in Gaussian white noise.
3.4 Application to linear discrete and continuous estimation

In this section it is shown how the innovation and representation theorem can be used to derive recursive estimation equations in the linear case.

Consider first the linear discrete time model of chapter 2.2

$$
\begin{align*}
& x(k+1)=A(k+1, k) x(k)+B(k) w(k)  \tag{2.8}\\
& y(k)=C(k) x(k)+v(k) \tag{2.9}
\end{align*}
$$

where the initial condition $x^{\circ}$ and the white noise sequences $v(k)$ and $\mathrm{w}(\mathrm{k})$ are assumed to be uncorrelated. Denote by $\hat{\mathrm{x}}(\mathrm{k} \mid \ell)$ the linear leastsquares estimate of $x(k)$ given the observations $y(1), \ldots, y(\ell)$. Let the sequence of linear spaces $y_{k}$ be defined as in (3.20) and consider the sequence of random variables $z(k)$ where

$$
\begin{align*}
z(k+1) & =\hat{x}(k+1 \mid k+1)-A(k+1, k) \hat{x}(k \mid k) \\
& =\hat{x}(k+1 \mid k+1)-\hat{x}(k+1 \mid k) . \tag{3.25}
\end{align*}
$$

To show that the sequence $z(k+1)$ is an uncorrelated sequence wrt the sequence of linear spaces $\boldsymbol{l}_{k+1}$ it must be demonstrated that $z(k+1)$ belongs to $\boldsymbol{l}_{k+1}$ and moreover that it is uncorrelated with the elements of $\boldsymbol{y}_{k}$, i.e. with $y(j)$ for $j \leqslant k$. It is clear that $z(k+1)$ is an element of $\oint_{k+1}$ and $\mathscr{E}\{z(k+1)\}=0$. It follows that $z(k+1)$ is uncorrelated with all elements of $\boldsymbol{y}_{k}$ because

$$
\begin{align*}
& \boldsymbol{\mathcal { C }}\left\{z(k+1) y(j)^{T}\right\}=-\boldsymbol{\epsilon}\left\{(x(k+1)-\hat{x}(k+1 \mid k+1)) y(j)^{T}\right\}+ \\
& +\boldsymbol{\zeta}\left\{(x(k+1)-A(k+1, k) \hat{x}(k \mid k)) y(j)^{T}\right\} \\
& =A(k+1, k) \boldsymbol{\zeta}\left\{(x(k)-\hat{x}(k \mid k)) y(j)^{T}\right\}+B(k) \boldsymbol{\zeta}\left\{w(k) y(j)^{T}\right\} \\
& =0 \quad \text { for } \quad j \leqslant k .
\end{align*}
$$

Therefore, according to the representation theorem the sequence $z(k+1)$ can be written as

$$
\begin{equation*}
z(k+1)=k(k+1) \hat{m}(k+1) \tag{3.27}
\end{equation*}
$$

where the sequence $K(k+1)$ is deterministic and the linear innovation sequence $\hat{m}(k+1)$ is

$$
\begin{equation*}
\hat{m}(k+1)=y(k+1)-C(k+1) \hat{x}(k+1 \mid k) \tag{3.28}
\end{equation*}
$$

The gain $K(k+1)$ can be solved from (3.27) as

$$
\begin{equation*}
K(k+1)=\frac{\boldsymbol{\zeta}\left\{z(k+1) \hat{m}(k+1)^{T}\right\}}{\mathscr{E}\left\{\hat{m}(k+1) \hat{m}(k+1)^{T}\right\}} . \tag{3.29}
\end{equation*}
$$

Combining the results so far it is found that

$$
\begin{equation*}
\hat{x}(k+1 \mid k+1)=\hat{x}(k+1 \mid k)+K(k+1)\{y(k+1)-C(k+1) \hat{x}(k+1 \mid k)\} \tag{3.30}
\end{equation*}
$$

where the gain $\mathrm{K}(\mathrm{k}+1)$ can be derived from (3.29) using the system description. Elaboration of this yields exactly the Kalman gain already given in chapter 2.2:

$$
\begin{equation*}
K(k+1)=P_{\tilde{x}}(k+1 \mid k) C(k+1)^{T}\left[C(k+1) P_{\tilde{x}}(k+1 \mid k) C(k+1)^{T}+P_{V}(k+1)\right]^{-1} \tag{2.12}
\end{equation*}
$$

where the predicted covariance matrix $P_{\tilde{X}}(\mathrm{k}+1 \mid \mathrm{k})$ satisfies equation (2.13).

Consider now the linear continuous time problem

$$
\begin{align*}
& \frac{d x(t)}{d t}=A(t) x(t)+B(t) w(t)  \tag{2.15}\\
& y(t)=C(t) x(t)+v(t) \tag{2.16}
\end{align*}
$$

where the noises $w(t)$ and $v(t)$ are white and Gaussian and uncorrelated as described in chapter 2.2. The description (2.15) and (2.16) is not the rigorous integral form for the continuous time estimation problem. Therefore, the innovation and representation theorem as described in section 3.3 cannot be applied directly. An intuitive derivation quite
similar to the discrete case treated above may be given, however. A rigorous treatment is described in section 3.6. The linear leastsquares estimate $\hat{\mathrm{x}}(\mathrm{t} \mid \mathrm{t})$ given the observations $\mathrm{y}(\mathrm{s})$, $\mathrm{s} \leqslant t$ is expressed as

$$
\begin{equation*}
x(t \mid t)=\int_{0}^{t} g(t, \tau) y(\tau) d \tau \tag{3.31}
\end{equation*}
$$

and the linear innovation process $\widehat{m}(t)$ of $y(t)$ is defined by

$$
\begin{equation*}
\hat{m}(t)=y(t)-C(t) \hat{x}(t \mid t) \tag{3.32}
\end{equation*}
$$

It can be shown that the linear innovation process $\hat{m}(t)$ is equivalent to the observations $y(t)$ and moreover that it is a Gaussian white noise (derivative of a process with orthogonal increments). Therefore, the representation (3.31) can be expressed equivalently in terms of the innovation process $\hat{m}(t)$ as

$$
\begin{equation*}
\hat{x}(t \mid t)=\int_{0}^{t} h(t, \tau) \hat{m}(\tau) d \tau \tag{3.33}
\end{equation*}
$$

The step from (3.31) to (3.33) is the essential one. Because the linear innovation process $\widehat{m}(t)$ is a white noise, the kernel $h(t, \tau)$ can be determined explicitely using the definition of the least-squares estimate $\hat{\mathrm{x}}(\mathrm{t} \mid \mathrm{t})$, i.e.

$$
\begin{equation*}
\mathscr{C}\left\{(x(t)-\hat{x}(t \mid t)) \hat{m}(s)^{T}\right\}=0 \quad s \leqslant t \tag{3.34}
\end{equation*}
$$

Substitution of the representation (3.33) of $\hat{x}(t \mid t)$ in (3.34) yields

$$
\begin{align*}
& \boldsymbol{\zeta}\left\{x(t) \hat{m}(s)^{T}\right\}=\int_{0}^{t} h(t, \tau) \boldsymbol{\mathscr { L }}\left\{\hat{m}(\tau) \hat{m}(s)^{T}\right\} d \tau \\
& =h(t, s) P_{\hat{m}}(s) \tag{3.35}
\end{align*}
$$

where $\mathrm{P}_{\hat{\mathrm{m}}}(\mathrm{s})$ is given by $\boldsymbol{\xi}\left\{\hat{\mathrm{m}}(\mathrm{s}) \hat{\mathrm{m}}(\mathrm{s})^{T}\right\}=\mathrm{P}_{\hat{\mathrm{m}}}(\mathrm{s}) \delta(0)$. The latter equality in (3.35) follows from the whiteness of the linear innovation process $\hat{m}(t)$. It has been shown (Ref. 12) that the linear innovation process $\hat{m}(t)$ is not only a white noise but also has the same covariance as the observation noise, i.e. $\mathrm{P}_{\widehat{m}}(\mathrm{~s})=\mathrm{P}_{\mathrm{v}}(\mathrm{s})$. Therefore, the least-squares estimate $\hat{x}(t \mid t)$ can be written as

$$
\hat{\mathrm{x}}(\mathrm{t} \mid \mathrm{t})=\int_{0}^{\mathrm{t}} \underline{\varphi}\left\{\mathrm{x}(\mathrm{t}) \hat{\mathrm{m}}(\tau)^{\mathrm{T}}\right\} \mathrm{P}_{\mathrm{v}}^{-1}(\tau) \hat{\mathrm{m}}(\tau) \mathrm{d} \tau
$$

or

$$
\begin{equation*}
\hat{x}(t \mid t)=\int_{0}^{t} \boldsymbol{\epsilon}\left\{x(t) \hat{m}(\tau)^{T}\right\} P_{v}^{-1}(\tau)(y(\tau)-C(\tau) \hat{x}(\tau \mid \tau)) d \tau \tag{3.36}
\end{equation*}
$$

Notice the similarity between this representation and the discrete time equations (3.30) and (3.29). Differentiating equation (3.36) with respect to $t$ and using the system dynamics it follows that $\hat{x}(t \mid t)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d t} \hat{x}(t \mid t)=A(t) \hat{x}(t \mid t)+K(t)\{y(t)-C(t) \hat{x}(t \mid t)\} \tag{3.37}
\end{equation*}
$$

where $K(t)$ and $P_{\tilde{x}}(t \mid t)$ satisfy equations (2.19) and (2.18). Hence, equation (3.37) together with (2.18) and (2.19) constitutes exactly the Kalman-Bucy filter.

In this section the derivation of the Kalman and Kalman-Bucy filter using the theory previously described has been sketched. Essentially, it amounts to showing that the observations and innovations are equivalent (linearly). Due to the fact that the innovation process has simpler structure than the original observations, the estimation problem based on the innovations is relatively easy to solve then.
3.5 Application to non-linear estimation

It has been described in section three of this chapter that for the continuous time non-linear case the representation theorem holds and under certain conditions on the observation process also the innovation theorem. The latter states that the innovation process is a martingale and that the information fields ( $\sigma-a l g e b r a s$ ) generated by the innovation process and the observation process are equivalent, i.e. there is no loss of information when the original observations are replaced by the innovations. In this section mainly the innovation approach of Kailath e.a. (Ref. 9) is outlined.

Let the observation process $y(t)$ be given by

$$
\begin{equation*}
y(t)=\gamma(t)+v(t) \quad 0 \leqslant t \leqslant 1 \tag{3.38}
\end{equation*}
$$

where $\gamma(t)$ and $v(t)$ are independent stochastic processes, $v(t)$ being zero mean Gaussian white noise and $\boldsymbol{\varepsilon}\left\{v(t) v(s)^{T}\right\}=I \delta(t-s)$. The signal $\gamma(t)$ is related to the state $x$ by an expression of the form

$$
\gamma(t)=C(x(s), s \leqslant t)
$$

i.e. $\gamma(t)$ is a functional of past and present values of the state. The signal $\gamma(t)$ is assumed to be zero mean, not necessarily Gaussian but with the properties

$$
\int_{0}^{1} \mathscr{E}\left\{\gamma(t)^{T} \gamma(t)\right\} d t<\infty
$$

and

$$
\begin{equation*}
|\gamma(t)| \leqslant M<\infty \quad 0 \leqslant t \leqslant 1 . \tag{3.39}
\end{equation*}
$$

The innovation process $m(t)$ corresponding with the observation process $y(t)$ is defined by

$$
\begin{equation*}
m(t)=y(t)-\hat{\gamma}(t \mid t) \tag{3.40}
\end{equation*}
$$

where $\hat{\gamma}(t \mid t)$ denotes the least-squares estimate of $\gamma(t)$ given the observations up to time $t$ (compare equation (3.32)). Under the assumptions stated the equivalence of the innovations and observations has been proved in reference 9. Moreover, it has been proved that the innovation process $m(t)$ is a Gaussian white noise with the same covariance as the observation noise, i.e. $\mathscr{\varepsilon}\left\{m(t) m(s)^{T}\right\}=I \delta(t-s)$. This result is surprising because if $\gamma(t)$ is non-Gaussian then neither $y(t)$ nor $\hat{\gamma}(t \mid t)$ is Gaussian. From the equivalence of observations and innovations it follows that the least squares estimate $\hat{x}(t \mid s)$ of $x(t)$ given the observations is the same as that given the innovations, i.e.

$$
\begin{equation*}
\hat{x}(t \mid s)=\boldsymbol{\wp}\{x(t) \mid y(\tau), \tau \leqslant s\}=\boldsymbol{\wp}\{x(t) \mid m(\tau), \tau \leqslant s\} \tag{3.41}
\end{equation*}
$$

By definition, the least-squares estimate $\hat{x}(t \mid s)$ is orthogonal to every functional measurable with respect to the information field ( $\sigma$-algebra) generated by the observations or, equivalently, the innovations. Therefore,

$$
\begin{equation*}
\boldsymbol{\varphi}\left\{(x(t)-\hat{x}(t \mid z)) f^{T}\right\}=0 \tag{3.42}
\end{equation*}
$$

for every functional $f$ measurable with respect to the information field $\boldsymbol{\mathcal { F }}^{2}(\mathrm{~s}) \equiv \sigma\{y(\tau), \tau \leqslant s\}=\sigma\{\mathrm{m}(\tau), \tau \leqslant s\}$. The importance of these steps is that (non-linear) functionals of Gaussian white noise have special representations in the form of stochastic integrals. Applied to $\hat{x}(t \mid s)$ this means that $\hat{x}(t \mid s)$ can be written as

$$
\begin{equation*}
\hat{x}(t \mid s)=\int_{0}^{s} h(t, \tau, \quad\{m(\sigma), 0 \leqslant \sigma<\tau\}) m(\tau) d \tau \tag{3.43}
\end{equation*}
$$

where the kernel $h(., \tau,$.$) at time \tau$ depends on all innovations up to time $\tau$. The representation (3.43) is clearly a generalization of the representation (3.33) for the linear case. Substituting (3.43) in the condition (3.42) and using representations for $f$ similar to (3.43) it can be shown that $\hat{x}(t \mid s)$ can be written as

$$
\begin{equation*}
\hat{\mathrm{x}}(\mathrm{t} \mid \mathrm{s})=\int_{0}^{\mathrm{s}} \mathscr{\mathscr { E }}\left\{\mathrm{x}(\mathrm{t}) \mathrm{m}(\tau)^{\mathrm{T}} \mid \mathrm{m}(\sigma), \quad 0 \leqslant \sigma<\tau\right\} \mathrm{m}(\tau) d \tau \tag{3.44}
\end{equation*}
$$

which generalizes the representation (3.36) for the linear case. However, the essential difference is that in the non-linear leastsquares estimate (3.44) the kernel is itself a conditional expectation which is not suitable for direct computation.

The general representation (3.44) can be evaluated for various special cases. The most direct generalization of the Kalman-Bucy problem is the following, where the state and observation process satisfy

$$
\begin{align*}
& \frac{d}{d t} x(t)=A(t, x(t))+B(t, x(t)) w(t)  \tag{3.45}\\
& y(t)=C(t, x(t))+v(t) \tag{3.46}
\end{align*}
$$

The matrices A, B and C depend non-linearly on the current value of the state $x(t)$ and the Gaussian white noises $w(t)$ and $v(t)$ are assumed to be independent. By differentiating the representation (3.44) and using (3.45) and (3.46) it can be shown that $\hat{x}(t \mid t)$ is the solution of the differential equation

$$
\begin{equation*}
\frac{d}{d t} \hat{x}(t \mid t)=\hat{A}(t, x(t))+K(t) m(t) \tag{3.47}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{A}(t, x(t)) & =\boldsymbol{E}\{A(t, x(t)) \mid m(\sigma), \\
\hat{C}(t, x(t)) & =\boldsymbol{E}\{C(t, x(t)) \mid m(\sigma),  \tag{3.48}\\
K(t) & =\boldsymbol{E}\langle t\} \\
K(x) m(t)^{T} \mid m(\sigma), & \sigma<t\}
\end{align*}
$$

and

$$
\begin{equation*}
m(t) \quad=y(t)-\hat{C}(t, x(t)) \tag{3.49}
\end{equation*}
$$

$\hat{A}(t, x(t))$ and $\hat{C}(t, x(t))$ represent the least-squares estimates of $A(t, x(t))$ and $C(t, x(t))$ respectively.

The representation (3.44) for the least-squares estimate $\hat{x}(t \mid s)$ is expressed completely in terms of the innovations and based on the equivalence of observations and innovations under the conditions described. In reference 10 important theoretical results like (3.47)
are given, based on martingale theory and which hold under weaker conditions on the signal $\gamma(t)$, but which are expressed in both the observations and the innovations.

Martingale approach of Balakrishnan
In "A martingale approach to linear recursive state estimation" (Ref. 3) Balakrishnan has given an elegant proof of the innovation and representation theorem as described in chapter 3.3 for the linear continuous time filtering problem. This section gives an outline of his approach and a remark on some related work.

Let the state be described by

$$
\begin{equation*}
x(t)=\int_{0}^{t} A(s) x(s) d s+\int_{0}^{t} B(s) d W(s) \tag{3.50}
\end{equation*}
$$

and the observations by

$$
\begin{equation*}
Y(t)=\int_{0}^{t} C(s) x(s) d s+\int_{0}^{t} D(s) d W(s) \tag{3.51}
\end{equation*}
$$

where $W(t)$ is a Brownian motion. Notice that the form in which the noise is given in the system (3.50) and (3.51) implies a corre? ation between the system and observation noise. The state $x(t)$ is assumed to be an (nx1)-vector, whereas the Brownian motion $W(t)$ and the observation process $Y(t)$ are (rx1)- and (mx1)-vectors respectively. Let $\mathcal{F}(t)$ be the information field generated by the observation process $Y(s), s \leqslant t$, i.e. $\boldsymbol{\mathcal { F }}(\mathrm{t}) \equiv \sigma\{Y(s), s \leqslant t\}$ and let $\hat{\mathrm{x}}(\mathrm{t} \mid \mathrm{t})=\boldsymbol{\mathscr { E }}\{\mathrm{x}(\mathrm{t}) \mid Y(\mathrm{~s}), \mathrm{s} \leqslant t\}$ be the filtered least-squares estimate of $x(t)$ given the observations up to time $t$.

The innovation process $Z_{0}(t)$ associated with the observation process $Y(t)$ is defined by

$$
\begin{equation*}
Z_{o}(t)=Y(t)-\int_{0}^{t} C(s) \hat{X}(s \mid s) d s \tag{3.52}
\end{equation*}
$$

and is an $\mathcal{F}(t)$ martingale. Under the assumption that $D(t) D(t)^{T}>0$ for every $t$ it has been proved that for every $t$
$\boldsymbol{F}(t) \equiv \sigma\{Y(s), s \leqslant t\}=\sigma\left\{Z_{o}(s), s \leqslant t\right\}$ i.e. the information fields ( $\sigma$-algebras) generated by the observation and innovation processes are the same. Another process $Z_{S}(t)$ is defined by

$$
\begin{equation*}
z_{s}(t)=\hat{x}(t \mid t)-\int_{0}^{t} A(s) \hat{x}(s \mid s) d s \tag{3.53}
\end{equation*}
$$

where the subscript $s$ in $Z_{s}(t)$ refers to the state. The process $Z_{s}(t)$ can be shown to be also an $\mathcal{F}(t)$ martingale. According to the representation theorem of section 3.3 the state martingale $Z_{s}(t)$ can therefore be written as

$$
\begin{equation*}
Z_{S}(t)=\int_{0}^{t} \alpha(s) d Z_{0}(s) \tag{3.54}
\end{equation*}
$$

where $\alpha(s)$ has to be determined yet from the system description. The way this has been done by Balakrishnan is as follows. First, it was proved that the filtered least-squares estimate $\hat{\mathrm{z}}_{\mathrm{s}}(t \mid t)$ of the state martingale given the innovations up to time $t$ can be written as

$$
\begin{align*}
\hat{z}_{s}(t \mid t) & =\boldsymbol{\varepsilon}\left\{z_{s}(t) \mid z_{o}(s), s \leqslant t\right\} \\
& =\int_{0}^{t} r_{12}(s) d z_{0}(s) \tag{3.55}
\end{align*}
$$

where

$$
\begin{equation*}
r_{12}(t)=P_{12}(t) / P_{22}(t) \tag{3.56}
\end{equation*}
$$

and

$$
\begin{align*}
& P_{12}(t)=\lim _{\Delta \rightarrow 0} \underset{\Delta}{\perp} \boldsymbol{\mathscr { E }}\left\{\int_{t}^{t+\Delta} d z_{s}(s) \int_{t}^{t+\Delta} d z_{0}(s)^{T} \mid \mathcal{F}(t)\right\} \\
& =P_{\tilde{X}}(t \mid t) C(t)^{T}+B(t) D(t)^{T}  \tag{3.57}\\
& P_{\tilde{x}}(t \mid t)=\tilde{E}\left\{(x(t)-\hat{x}(t \mid t))(x(t)-\hat{x}(t \mid t))^{T}\right\} .  \tag{3.58}\\
& P_{22}(t)=\lim _{\Delta \rightarrow 0} \perp \mathscr{E}\left\{\int_{t}^{t+\Delta} d Z_{0}(s) \int_{t}^{t+\Delta} d Z_{o}(s)^{T} \mid \mathscr{F}(t)\right\} \\
& =D(t) D(t)^{T} \text {. } \tag{3.59}
\end{align*}
$$

But because $z_{s}(t)$ is an $\mathcal{F}^{\prime}(t)$ martingale it follows that $z_{s}(t)$ is $\mathscr{F}(t)$ measurable for every $t$ and hence measurable with respect to the $\sigma$-algebra generated by the innovation process $Z_{o}(s), s \leqslant t$, which, as was shown above, is the same as $\mathcal{F}(t)$. Thus it follows that the least-squares estimate $\hat{z}_{s}(t \mid t)$ of the state martingale $Z_{s}(t)$ is $Z_{S}(t)$ itself and the latter can be written as

$$
\begin{equation*}
z_{s}(t)=\int_{0}^{t} r_{12}(s) d Z_{0}(s) \tag{3.60}
\end{equation*}
$$

which is the required representation (3.54). Combining the results found so far it follows that

$$
\begin{align*}
\hat{x}(t \mid t)=\int_{0}^{t} A(s) \hat{x}(s \mid s) d s+\int_{0}^{t} & \left(P_{\tilde{x}}(s \mid s) C(s)^{T}+B(s) D(s)^{T}\right) \\
& *\left\{D(s) D(s)^{T}\right\}^{-1} d Z_{0}(s) \tag{3.61}
\end{align*}
$$

or after differentiation with respect to $t$ :

$$
\begin{aligned}
& \frac{d}{d t} \hat{x}(t \mid t)=A(t) \hat{x}(t \mid t)+\left\{P_{\tilde{x}}(t \mid t) C(t)^{T}+B(t) D(t)^{T}\right\} * \\
&\left\{D(t) D(t)^{T}\right\}^{-1} \frac{d}{d t} Z_{o}(t)
\end{aligned}
$$

where

$$
\begin{equation*}
d Z_{0}(t)=d Y(t)-C(t) \hat{x}(t \mid t) d t \tag{3.62}
\end{equation*}
$$

and which combined with the equation

$$
\begin{align*}
& \frac{d}{d t} P_{\tilde{x}}(t \mid t)=A(t) P_{\tilde{x}}(t \mid t)+P_{\tilde{x}}(t \mid t) A(t)^{T}+B(t) B(t)^{T}+ \\
& -\left\{P_{\tilde{x}}(t \mid t) C(t)^{T}+B(t) D(t)^{T}\right\}\left\{D(t) D(t)^{T}\right\}^{-1}\left\{C(t) P_{\tilde{x}}(t \mid t)+D(t) B(t)^{T}\right\} \tag{3.63}
\end{align*}
$$

for $P_{\tilde{X}}(t \mid t)$ is exactly the Kalman-Bucy filter for the continuous time linear filtering problem with correlated system and observation noise.

In reference 2 a similar derivation of the Kalman-Bucy filter is given, however, based on a different state martingale $Z_{s}(t)$. The state martingale used there is $\hat{x}(t \mid s)$, i.e. the least-squares estimate of $x(t)$ given the observations $Y(\tau)$, $\tau \leqslant s$ up to time $s$. For fixed $t$ and $s$ varying it can be shown that $\hat{x}(t \mid s)$ is a martingale in $s$ with respect to $\mathcal{F}^{\prime}(s)=\sigma\{Y(\tau), \tau \leqslant s\}$. This state martingale has also been used in reference 1 to solve the smoothing problem where it proved to be a more natural one than the state martingale of Balakrishnan.

In the linear-estimation problems considered in the preceeding chapters it was assumed that the state $x(t)$ satisfied a linear difference or differential equation driven by white noise. It is well known (Refs 4,26 ) that the solution $x(t)$ generated then is a wide-sense Markov process (defined in section 4.1). Moreover, it is known that a wide-sense Markov process can be written as a linear transformation of a wide-sense martingale (defined in section 4.1). The wide-sense martingale approach described in this chapter and developed for both discrete and continuous time estimation has resulted in recursive estimation equations, based on noisy observations, for a signal $x(t)=\phi(t) u(t), x(t)$ and $u(t)$ being wide-sense Markov and wide-sense martingale respectively. Because of the linear relation between both signals the whole estimation problem can be carried through for the wide-sense martingale $u(t)$ which gives due to the martingale property simpler and more clear derivations as well as results.

It will be shown that the signals studied in the Kalman and Kalman-Bucy problem can easily be brought into the form $x(t)=\phi(t) u(t)$ considered here. It might therefore seem contradictory that the recursive estimation equations are simpler than the original ones. However, as will be seen, there is a linear relation between them and it is just this linear transformation that causes the simplification.

After a discussion of wide-sense martingales and Markov processes in section 4.1 , a very general form of the linear discrete time estimation problem, including coloured observation noise is discussed in section 4.2. The linear continuous time estimation problem for observations in additive white noise is discussed in section 4.3.
4.1 Wide-sense martingales and wide-sense Markov processes

Many concepts in the theory of stochastic processes have both a wide-sense and a strict-sense version although the phrase strict sense is usually omitted. For example, martingale is shorthand for strictsense martingale. In the definition of martingales given in chapter 3.1 it was required for the stochastic process to be integrable, i.e. for all $t \mathscr{G}\{|x(t)|\}<\infty$. (This is because the conditional expectation is only defined for integrable random variables.) Wide-sense properties always require the process to be square integrable, i.e. for all $t \boldsymbol{\epsilon}\left\{|x(t)|^{2}\right\}<\infty$.

The most natural way to study wide-sense processes then is in the Hilbert space of quadratically integrable random variables on a probability space ( $\Omega, \Omega, P$ ).

Thus, let $L_{2}^{n}(\Omega)$ be the Hilbert space of ( $\mathrm{n} \times 1$ )-dimensional random vectors $x(t)$ that are square integrable, i.e. $\mathscr{E}\left\{x(t)^{T} x(t)\right\}<\infty$ for each $t$. Further, let $L_{2}(x ; t)$ denote the subspace of $L_{2}^{n}$ spanned by $x(s)$, $s \leqslant t$ and $L_{2}(x(t))$ the subspace spanned by $x(t)$. The norm $\|$.$\| defined in the$ Hilbert space $I_{2}^{n}(\Omega)$ is given by $\|x(t)\|=\boldsymbol{\epsilon}\left\{x(t)^{T} x(t)\right\}$ for every $x(t)$ in $L_{2}^{n}(\Omega)$. It follows that for every $z$ in $L_{2}^{n}(\Omega)$ there is a unique element $\hat{z}$ in $I_{2}(x ; t)$ such that

$$
\begin{equation*}
\|z-\hat{z}\|=\min _{u \in L_{2}(x ; t)}\|z-u\| \tag{4.1}
\end{equation*}
$$

i.e. $\hat{Z}$ is the linear least-squares estimate (or wide-sense conditional mean) of $z$ based on $L_{2}(x ; t)$. The linear least-squares estimate $\hat{z}$ is orthogonal to the elements of $L_{2}(x ; t)$, i.e.

$$
\begin{equation*}
\mathscr{\mathscr { C }}\left\{(z-\hat{z}) u^{T}\right\}=0 \quad \text { for every } u \in L_{2}(x ; t) \tag{4.2}
\end{equation*}
$$

and is therefore called the projection of $z$ on $L_{2}(x ; t)$. From here on the symbols $\left(z \mid L_{2}(x ; t)\right)$ and $\left(z \mid L_{2}(x(t))\right.$ are used for the projections of $z$ on. $L_{2}(x ; t)$ and $L_{2}(x(t))$ respectively.

Identifying $L_{2}(x ; t)$ with the past of the process $x(t)$ up to the present inclusive and $L_{2}(x(t))$ with the present, wide-sense Markov processes and wide-sense martingales are defined as follows. A square integrable vector process $x(t)$ is called a wide-sense Markov process if for $s \leqslant t$

$$
\begin{equation*}
\left(x(t) \mid L_{2}(x ; s)\right)=\left(x(t) \mid I_{2}(x(s))\right) \tag{4.3}
\end{equation*}
$$

i.e. the projection of the future on the past up to and including the present is the same as the projection on the present only. A second order process $x(t)$ is called a wide-sense martingale if for $s \leqslant t$

$$
\begin{equation*}
\left(x(t) \mid L_{2}(x ; s)\right)=x(s) \tag{4.4}
\end{equation*}
$$

i.e. the projection of the future on the past up to the present inclusive is the present itself. For a wide-sense Markov process it follows from equation (4.3) that

$$
\begin{equation*}
\left(x(t) \mid L_{2}(x ; s)\right)=F(t, s) x(s) \tag{4.5}
\end{equation*}
$$

where $F(t, s)$ is an nxm-matrix function of $t$ and $s$. Hence, the widesense martingales constitute a subclass of the wide-sense Markov processes. More generally, it has been shown in the literature that when the covariance matrix function of a wide-sense Markov process $x(t)$ is non-singular for all $t, s$ then $x(t)$ can be written as a nonsingular linear transformation of a wide-sense martingale $u(t)$, that is, $x(t)=\phi(t) u(t)$ and $L_{2}(x ; t)=L_{2}(u ; t)$. It is for this class of processes that the derivation of recursive estimation equations is given in the following sections.
4.2 Wide-sense martingale approach; discrete time

In this section recursive estimation equations for a certain class of discrete time signals are described.
4.2.1 Definition of the estimation problem

Let the state $x(k)((n \times 1)$-vector) be given by

$$
\begin{equation*}
\dot{x}(k)=\phi(k) u(k) \quad k=0,1,2, \ldots \tag{4.6}
\end{equation*}
$$

where $\phi(k)$ is a known ( $n \times n$ )-matrix time function and $u(k)((n \times 1)$-vector) is a discrete time wide-sense martingale, zero mean and with covariance $\operatorname{matrix} P_{u}(k)=\boldsymbol{\epsilon}\left\{u(k) u(k)^{T}\right\}$. The state $x(k)$ is then a wide-sense Markov process. Let the observation process $y(k)((m x 1)$-vector $)$ be given in the form

$$
\begin{equation*}
\mathrm{y}(\mathrm{k})=\mathrm{C}(\mathrm{k}) \mathrm{x}(\mathrm{k})+\mathrm{v}(\mathrm{k}) \tag{2.9}
\end{equation*}
$$

or

$$
\begin{equation*}
y(k)=H(k) u(k)+v(k) \tag{4.7}
\end{equation*}
$$

where $H(k)=C(k) \phi(k)$ and $v(k)((m \times 1)$-vector $)$ is additive noise. Assume that the initial condition $u(o)=u^{\circ}$ is uncorrelated with the observation noise $v(k), k=0,1,2, \ldots$. For the observation noise three cases are distinguished. These are: white observation noise uncorrelated or correlated with the martingale increment and coloured observation noise correlated with the martingale increment. A usual approach to coloured observation noise is to assume that it is generated by a linear difference equation driven by white noise. The approach described here is to give the coloured observation noise by an equation of the form $\mathrm{v}(\mathrm{k})=\psi(\mathrm{k}) \mathrm{m}(\mathrm{k})$ where $\mathrm{m}(\mathrm{k})((\mathrm{mx} 1)$-vector) is a wide-sense martingale and hence, $\mathrm{v}(\mathrm{k})$ a wide-sense Markov process.

The linear least-squares estimate $\hat{x}(k \mid \ell)$ of $x(k)$ is given by the projection of $x(k)$ on the subspace $L_{2}^{n}(y ; \ell)$ of $L_{2}^{n}(\Omega)$, i.e.

$$
\begin{equation*}
\hat{x}(k \mid \ell)=\left(x(k) \mid L_{2}^{n}(y ; \ell)\right) \tag{4.8}
\end{equation*}
$$

The subspace $L_{2}^{n}(y ; \ell)$ of $L_{2}^{n}(\Omega)$ is spanned by vectors $F(i) y(i)$, $i=1, \ldots, \ell$ where $F(i)$ are arbitrary $n x m$ matrices. It follows immediately from the linear relation (4.6) between the signals $x(k)$ and $u(k)$ that the linear least-squares estimate $\hat{x}(k \mid \ell)$ and $\hat{u}(k \mid \ell)$ of $x(k)$ and $u(k)$ are related to each other as

$$
\begin{align*}
& \hat{\mathrm{x}}(\mathrm{k} \mid \ell)=\phi(\mathrm{k}) \hat{\mathrm{u}}(\mathrm{k} \mid \ell) \\
& \tilde{\mathrm{x}}(\mathrm{k} \mid \ell)=\phi(\mathrm{k}) \tilde{\mathrm{u}}(\mathrm{k} \mid \ell)  \tag{4.9}\\
& \mathrm{P}_{\tilde{\mathrm{x}}}(\mathrm{k} \mid \ell)=\phi(\mathrm{k}) \mathrm{P}_{\tilde{\mathrm{u}}}(\mathrm{k} \mid \ell) \phi(\mathrm{k})^{\mathrm{T}}
\end{align*}
$$

where $\hat{u}(k \mid \ell)=\left(u(k) \mid L_{2}^{n}(y ; \ell)\right), \tilde{u}(k \mid \ell)=u(k)-\hat{u}(k \mid \ell)$ and $\mathrm{P}_{\tilde{\mathrm{u}}}(\mathrm{k} \mid \ell)=\boldsymbol{\zeta}\left\{\tilde{\mathrm{u}}(\mathrm{k} \mid \ell) \mathrm{u}(\mathrm{k} \mid \ell)^{\mathrm{T}}\right\}$. Therefore, the estimation problem for $x(k)$ can be solved once the estimation problem for $u(k)$ has been solved, using the equations (4.9).

After the description of the recursive estimation equations for the wide-sense martingale $u(k)$, the Kalman problem is discussed at the end of each subsection below.
4.2.2 White observation noise uncorrelated with the martingale increment

Let the observation noise $v(k)$ be zero mean white noise, $\boldsymbol{\mathscr { C }}\left\{v(k) v(\ell)^{T}\right\}=P_{v}(k) \delta_{k \ell}$ and uncorrelated with the martingale increment, i.e.

$$
\begin{equation*}
\mathscr{E}\left\{(u(k+1)-u(k)) v(j)^{T}\right\} \equiv 0 \quad \text { for all } j, k \tag{4.10}
\end{equation*}
$$

It follows then immediately that for $k>\ell\left(u(k)-u(\ell) \mid L_{2}^{n}(y ; \ell)\right)=0$ and the predicted estimate $\hat{\mathrm{u}}(\mathrm{k} \mid \ell)$ is found to be

$$
\begin{align*}
\hat{u}(k \mid \ell) & =\left(u(k) \mid L_{2}^{n}(y ; \ell)\right)=\left(u(k)-u(\ell) \mid L_{2}^{n}(y ; \ell)\right)+ \\
& +\left(u(\ell) \mid L_{2}^{n}(y ; \ell)\right)=\hat{u}(\ell \mid \ell) \tag{4.11}
\end{align*}
$$

i.e. the predicted estimate $\hat{\mathrm{u}}(\mathrm{k} \mid \ell)$ for all $\mathrm{k}>\ell$ is equal to the filtered estimate $\hat{u}(\ell \mid \ell)$. In reference 21 the smoothing, filtering and prediction problem are treated in detail (see also Ref'. 22). Here we are mainly interested in the filtered estimate $\hat{u}(k \mid k)$ which satisfies

$$
\begin{align*}
& \hat{u}(k \mid k)=\hat{u}(k \mid k-1)+K(k)[y(k)-H(k) \hat{u}(k \mid k-1)]  \tag{4.12}\\
& K(k)=P_{\tilde{u}}(k \mid k-1) H(k)^{T}\left[H(k) P_{\tilde{u}}(k \mid k-1) H(k)^{T}+P_{v}(k)\right]^{-1}  \tag{4.13}\\
& P_{\tilde{u}}(k \mid k)=P_{\tilde{u}}(k \mid k-1)-K(k) H(k) P_{\tilde{u}}(k \mid k-1) \tag{4.14}
\end{align*}
$$

where $H(k)=C(k) \phi(k)$ and the predicted estimate $\hat{u}(k \mid k-1)$ and the associated covariance matrix satisfy

$$
\begin{align*}
& \hat{u}(k \mid k-1)=\hat{u}(k-1 \mid k-1)  \tag{4.15}\\
& P_{\tilde{u}}(k \mid k-1)=P_{\tilde{u}}(k-1 \mid k-1)+P_{u}(k)-P_{u}(k-1) \tag{4.16}
\end{align*}
$$

The following initial conditions complete the filtering equations for the estimation problem considered here:

$$
\begin{equation*}
\hat{u}(1 \mid 0)=0 \quad P_{\tilde{u}}(1 \mid 0)=P_{u}(1) \tag{4.17}
\end{equation*}
$$

Notice that the structure of the filtering equations (4.12), ..., (4.14) is the same as that of the Kalman filter (2.10), (2.12) and (2.14) for a state $x(k)$ given by $x(k+1)=x(k)+B(k) w(k)$. It is interesting to establish that the stochastic process $\hat{u}(k \mid k) k=0,1,2, \ldots$ which is defined by the filtered estimate is a zero mean wide-sense martingale. To prove this, observe that for $k \geqslant \ell$

$$
\begin{aligned}
& \left(\hat{u}(k \mid k) \mid L_{2}(\hat{u} ; \ell)\right)=\left(\left(u(k) \mid L_{2}^{n}(y ; k)\right) \mid L_{2}(\hat{u} ; \ell)\right) \\
& =\left(\left(\left(u(k) \mid L_{2}^{n}(y ; k)\right) \mid L_{2}^{n}(y ; \ell)\right) \mid L_{2}(\hat{u} ; \ell)\right) \\
& =\left(\left(u(k) \mid L_{2}^{n}(y ; \ell)\right) \mid L_{2}(\hat{u} ; \ell)\right) \\
& =\left(\hat{u}(k \mid \ell) \mid L_{2}(\hat{u} ; \ell)\right)=\left(\hat{u}(\ell \mid \ell) \mid L_{2}(\hat{u} ; \ell)\right) \\
& =\hat{u}(\ell \mid \ell)
\end{aligned}
$$

because for $k \geqslant \ell \quad I_{2}^{n}(y ; k) \supset I_{2}^{n}(y ; \ell) \supset I_{2}(\hat{u} ; \ell)$.
Consider now the Kalman problem. As described in chapter 2.2 the state $x(k)$ is then given by a linear difference equation driven by white noise w(k):

$$
\begin{align*}
& x(k+1)=A(k+1, k) x(k)+B(k) w(k)  \tag{2.8}\\
& x(0)=x^{0} .
\end{align*}
$$

The observations are given by equation (2.9). The initial condition $x^{\circ}$ and the noise sequences $\mathrm{w}(\mathrm{k})$ and $\mathrm{v}(\mathrm{k})$ are assumed to be independent.

The solution of the difference equation (2.8) can be written in the form

$$
\begin{equation*}
x(k)=\phi(k, 0)\left\{x^{0}+\sum_{i=1}^{k} \phi(0, i) B(i-1) w(i-1)\right\} \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi(k, 0)=\prod_{i=1}^{k} A(i, i-1), \phi(0, k)=\phi(k, 0)^{-1} \tag{4.19}
\end{equation*}
$$

Hence, by the definition

$$
\begin{align*}
& u(k)=x^{0}+\sum_{i=1}^{k} \phi(0, i) B(i-1)_{w}(i-1)  \tag{4.20}\\
& u(0)=x(0)=x^{0}
\end{align*}
$$

the signal $x(k)$ can be w:itten in the form $x(k)=\phi(k, o) u(k)$. To show that $u(k)$ is a wide-sense martingale it must be proved that for every $k, \ell, k \geqslant \ell$

$$
\begin{equation*}
\left(u(k) \mid L_{2}(u ; \ell)\right)=u(\ell) \quad k \geqslant \ell . \tag{4.21}
\end{equation*}
$$

It follows from definition (4.20) that for $k>\ell$ $u(k)-u(\ell)=\sum_{i=\ell+1}^{k} \phi(0, i) B(i-1) w(i-1)$ and therefore,

$$
\begin{aligned}
& \mathscr{E}\left\{(u(k)-u(\ell)) u(j)^{T}\right\}=\sum_{i=\ell+1}^{k} \phi(0, i) B(i-1) \mathscr{E}\left\{w(i-1) x^{0^{T}}\right\}+ \\
& +\sum_{i=\ell+1}^{k} \phi(0, i) B(i-1) \sum_{n=1}^{j} \phi(0, n) B(n-1) \boldsymbol{E}\left\{w(i-1) w(n-1)^{T}\right\}
\end{aligned}
$$

Because the sequence $w(k)$ is white and independent of $x^{\circ}$ it follows that

$$
\begin{equation*}
\mathscr{\mathscr { E }}\left\{(u(k)-u(\ell)) u(j)^{T}\right\}=0 \quad k>\ell \geqslant j . \tag{4.22}
\end{equation*}
$$

Hence (4.21) holds. The wide-sense martingale $u(k)$ satisfies the Iinear difference equation driven by white noise

$$
u(k+1)=u(k)+\phi(o, k+1) B(k)_{w}(k) .
$$

Furthermore,

$$
\begin{equation*}
\mathscr{E}\left\{(u(k+1)-u(k)) v(j)^{T}\right\}=\phi(0, k+1) B(k) \mathscr{E}\left\{w(k) v(j)^{T}\right\}=0 \tag{4.23}
\end{equation*}
$$

because the noise sequences $w(k)$ and $v(k)$ are independent. Thus, the martingale increment is uncorrelated with the observation noise in
the Kalman problem.
If it is assumed that $\mathscr{G}\left\{\mathrm{x}^{0}\right\}=0$ then $u(k)$ is zero mean and its covariance matrix $P_{u}(k)=\boldsymbol{\zeta}\left\{u(k) u(k)^{T}\right\}$ is
$P_{u}(k)=\boldsymbol{E}\left\{x^{\circ} x^{O^{T}}\right\}+\sum_{i=1}^{k} \phi(0, i) B(i-1) \mathcal{G}\left\{w(i-1)_{w}(i-1)^{T}\right\} B(i-1)^{T} \phi(o, i)^{T}$.

Thus, the covariance matrix $P_{u}(k)$ of the wide-sense martingale $u(k)$ is completely known given the initial covariance matrix $\in\left\{x^{\circ} x^{\circ T}\right\}$ and the system noise covariance matrix $\mathfrak{G}\left\{w(k) w(k)^{T}\right\}=P_{w}(k)$.

Therefore, using equations (4.20), (4.21), (4.23) and (4.24) it is shown that the Kalman problem can be written in the form $x(k)=$ $\phi(k) u(k)$ where $u(k)$ is a wide-sense martingale with known covariance matrix $P_{u}(k)$ and the martingale increment uncorrelated with the observation noise. Hence, the Kalman problem can be solved alternatively by using the algorithm (4.12), ..., (4.17) of the wide-sense martingale approach in conjunction with the equations (4.9). Whether the direct approach using the Kalman filter or the alternative one is more efficient is discussed in chapter 5.
4.2.3 White observation noise correlated with the martingale increment

Let the observation noise be zero mean white noise, $\boldsymbol{\zeta}\left\{v(k) v(\ell)^{T}\right\}=P_{v}(k) \delta_{k \ell}$ and correlated with the martingale increment, i.e.

$$
\begin{equation*}
\boldsymbol{\zeta}\left\{\left(u_{k+1}-u_{k}\right) v(\ell)^{T}\right\}=S(k) \delta_{k \ell} \quad \text { for all } \ell, k \tag{4.25}
\end{equation*}
$$

It follows that for $k>\ell+1\left(u(k)-u(\ell) \mid L_{2}^{n}(y ; \ell)\right)=0$ and the predicted estimate $\hat{u}(\ell+i \mid \ell)$ for $i>1$ satisfies

$$
\begin{align*}
\hat{u}(\ell+i \mid \ell) & =\left(u(\ell+i)-u(\ell+1) \mid L_{2}^{n}(y ; \ell)\right)+\left(u(\ell+1) \mid L_{2}^{n}(y ; \ell)\right) \\
& =\hat{u}(\ell+1 \mid \ell) \quad i>1 \tag{4.26}
\end{align*}
$$

i.e., the i-step predicted estimate (i>1) is equal to the one step predicted estimate.

Due to the correlation between the martingale increment and the observation noise, it is simplest for this case to give a recursion for the one step predicted estimate $\hat{u}(k+1 \mid k)$ and to compute the filtered estimate $\hat{u}(k+1 \mid k+1)$ from $\hat{u}(k+1 \mid k)$ separately. The recursion for $\hat{u}(k+1 \mid k)$ is

$$
\begin{align*}
& \hat{u}(k+1 \mid k)=\hat{u}(k \mid k-1)+K(k+1 \mid k)[y(k)-M(k) \hat{u}(k \mid k-1)]  \tag{4.27}\\
& K(k+1 \mid k)=\left[P_{\tilde{u}}(k \mid k-1) H(k)^{T}+S(k)\right]\left[H(k) P_{\tilde{u}}(k \mid k-1) H(k)^{T}+P_{v}(k)\right]^{-1}  \tag{4.28}\\
& P_{\tilde{u}}(k+1 \mid k)=P_{\tilde{u}}(k \mid k-1)-\left[P_{\tilde{u}}(k \mid k-1) H(k)^{T}+S(k)\right] * \\
& \quad\left[H(k) P_{\tilde{u}}(k \mid k-1) H(k)^{T}+P_{v}(k)\right]^{-1}\left[H(k) P_{\tilde{u}}(k \mid k-1) H(k)^{T}+S(k)^{T}\right]+ \\
& \quad+P_{u}(k+1)-P_{u}(k) \tag{4.29}
\end{align*}
$$

where the initial condition is

$$
\begin{equation*}
\hat{u}(1 \mid 0)=0 \quad, \quad P_{\tilde{u}}(1 \mid 0)=P_{u}(1) . \tag{4.30}
\end{equation*}
$$

The process $\hat{\mathrm{u}}(\mathrm{k}+1 \mid \mathrm{k}) \mathrm{k}=0,1,2, \ldots$ is a zero mean wide-sense martingale. The filtered estimate $\hat{\mathrm{u}}(\mathrm{k} \mid \mathrm{k})$ is related to the predicted estimate $\hat{u}(\mathrm{k} \mid \mathrm{k}-1)$ and the observation $\mathrm{y}(\mathrm{k})$ by

$$
\begin{equation*}
\hat{u}(\mathrm{k} \mid \mathrm{k})=\hat{\mathrm{u}}(\mathrm{k} \mid \mathrm{k}-1)+\mathrm{K}(\mathrm{k})[\mathrm{y}(\mathrm{k})-\mathrm{H}(\mathrm{k}) \hat{\mathrm{u}}(\mathrm{k} \mid \mathrm{k}-1)] \tag{4.31}
\end{equation*}
$$

where

$$
\begin{align*}
K(k)= & P_{\tilde{u}}(k \mid k-1) H(k)^{T}\left[H(k) P_{\tilde{u}}(k \mid k-1) H(k)^{T}+P_{v}(k)\right]^{-1}  \tag{4.32}\\
P_{\tilde{u}}(k \mid k) & =P_{\tilde{u}}(k \mid k-1)-P_{\tilde{u}}(k \mid k-1) H(k)^{T}\left[H(k) P_{\tilde{u}}(k \mid k-1) H(k)^{T}+\right. \\
& \left.+P_{v}(k)\right]^{-1} H(k) P_{\tilde{u}}(k \mid k-1) \tag{4.33}
\end{align*}
$$

The structure of the above algorithm is the same as that of the Kalman filter for a state $x(k)$ satisfying $x(k+1)=x(k)+B(k) w(k)$ where the system and observation noises $w(k)$ and $v(k)$ are correlated.

As for the Kalman problem (2.8) and (2.9), it can be seen from equation (4.23) that correlated martingale increment and observation noise corresponds with correlated system noise and observation noise, i.e.

$$
\begin{equation*}
\mathscr{G}\left\{w(k) v(j)^{T}\right\}=S(k) \delta_{k j} \tag{4.34}
\end{equation*}
$$

The direct algorithm for this version of the Kalman problem consists of a recursion for the predicted estimate $\hat{x}(k+1 \mid k)$ and a separate algorithm for computing the filtered estimate $\hat{\mathrm{x}}(\mathrm{k} \mid \mathrm{k})$ from $\hat{\mathrm{x}}(\mathrm{k} \mid \mathrm{k}-1)$ and $y(k)$ like equations (4.31), (4.32) and (4.33). (See for example Ref. 11.)
4.2.4 Coloured observation noise correlated with the martingale increment

Let the observation noise be zero mean coloured noise. A usual approach is to assume that the coloured noise $v(k)$ is generated by a Iinear difference equation driven by white noise $n(k)$, that is

$$
\begin{align*}
& \mathrm{v}(\mathrm{k}+1)=\mathrm{a}(\mathrm{k}+1, \mathrm{k}) \mathrm{v}(\mathrm{k})+\mathrm{n}(\mathrm{k})  \tag{4.35}\\
& \mathrm{v}(\mathrm{o})=\mathrm{v}^{\mathrm{o}}
\end{align*}
$$

where $\mathrm{v}^{\circ}$ and the white-noise sequence $\mathrm{n}(\mathrm{k})$ are independent. But the solution $v(k)$ of equation (4.35) can be written as

$$
\begin{equation*}
v(k)=\Lambda(k, o)\left\{v^{0}+\sum_{i=1}^{k} \Lambda(o, i) n(i-1)\right\} \tag{4.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda(k, 0)=\prod_{i=1}^{k} a(i, i-1), \Lambda(0, i)=\Lambda(i, 0)^{-1} \tag{4.37}
\end{equation*}
$$

Now define the process $m(k)$ by

$$
\begin{align*}
& m(k)=v^{0}+\sum_{i=1}^{k} \Lambda(0, i) n(i-1)  \tag{4.38}\\
& m(o)=v^{\circ} .
\end{align*}
$$

The coloured noise $v(k)$ can be written then as $v(k)=\Lambda(k, o) m(k)$ where $m(k)$ satisfies the linear-difference equation driven by white noise $n(k)$

$$
\begin{equation*}
m(k+1)=m(k)+\Lambda(o, k+1) n(k) \tag{4.39}
\end{equation*}
$$

It follows that the process $m(k)$ is a zero mean wide-sense martingale (compare the Kalman problem at the end of section 4.2.2) with covariance matrix $P_{m}(k)=\boldsymbol{G}\left\{m(k) m(k)^{T}\right\}$ where

$$
\begin{align*}
P_{m}(k) & =G \cdot\left\{v^{\circ} v^{\circ T}\right\}+\sum_{i=1}^{k} \Lambda(o, i) \boldsymbol{\zeta}\left\{n(i-1)_{n}(i-1)^{T}\right\} \Lambda(o, i)^{T} \\
& =P_{m}(k-1)+\Lambda(0, k) \boldsymbol{\xi}\left\{n(k-1) n(k-1)^{T}\right\} \Lambda(o, k)^{T} \tag{4.40}
\end{align*}
$$

Using this result, the observations $y(k)$ can be written in the form

$$
\begin{equation*}
\mathrm{y}(\mathrm{k})=\mathrm{H}(\mathrm{k}) \mathrm{u}(\mathrm{k})+\Lambda(\mathrm{k}, \mathrm{o}) \mathrm{m}(\mathrm{k}) \tag{4.41}
\end{equation*}
$$

where both $u(k)$ and $m(k)$ are wide-sense martingales. It follows from the above analysis that the case of coloured observation noise $v(k)$ can be more generally described by $v(k)=\psi(k) m(k)$ where $m(k)$ is a zero mean wide-sense martingale with known covariance matrix then by a
linear difference equation for $\mathrm{v}(\mathrm{k})$.
Assume further that the initial condition $\mathrm{v}^{\circ}$ is independent of the martingale $u(k)$ for every $k$ and that the martingale increment $u(k+1)-u(k)$ is correlated with the white noise $n(k)$ as follows:

$$
\begin{equation*}
\boldsymbol{\varepsilon}\left\{(u(k+1)-u(k)) n(j)^{T}\right\}=S(k) \delta_{k j} \tag{4.42}
\end{equation*}
$$

Then, for $j \leqslant k$

$$
\begin{align*}
& \boldsymbol{\mathscr { E }}\left\{(u(k+1)-u(k)) m(j)^{T}\right\}=\boldsymbol{\mathscr { C }}\left\{(u(k+1)-u(k)) v^{\circ T}\right\}+ \\
& +\sum_{i=1}^{j} \boldsymbol{\varepsilon}\left\{(u(k+1)-u(k)) n(i-1)^{T}\right\} \Lambda(0, i)^{T}=0+0=0 \tag{4.43}
\end{align*}
$$

and therefore ( $j \leqslant k$ )

$$
\begin{align*}
& \mathscr{E}\left\{(u(k+1)-u(\kappa)) y(j)^{T}\right\}=\boldsymbol{E}\left\{(u(k+1)-u(k)) u(j)^{T}\right\} H(j)^{T}+ \\
& +\mathscr{E}\left\{(u(k+1)-u(k)) m(j)^{T}\right\} \Lambda(j, 0)^{T}=0+0=0 \tag{4.44}
\end{align*}
$$

because $u(k)$ is a wide-sense martingale. Equation (4.44) implies that for $k>\ell, u(k)-u(l)$ is orthogonal to $L_{2}^{n}(y ; \ell)$. Therefore,

$$
\begin{align*}
& \hat{u}(k \mid \ell)=\left(u(k) \mid L_{2}^{n}(y ; \ell)\right)=\left(u(k)-u(\ell) \mid L_{2}^{n}(y ; \ell)\right)+ \\
& +\left(u(\ell) \mid L_{2}^{n}(y ; \ell)\right)=\hat{u}(\ell \mid \ell) \tag{4.45}
\end{align*}
$$

that is, the predicted estimate $\hat{\mathrm{u}}(\mathrm{k} \mid \ell)$ is equal to the filtered estimate $\hat{u}(\ell \mid \ell)$ for all $k>\ell$.

It remains now to give an equation for the filtered estimate $\hat{u}(\ell \mid \ell)$ of the wide-sense martingale $u(\ell)$ given observations $y(i)$, $i \leqslant \ell$ in coloured martingale noise $m(i)$ as in equation 4.41. The filtering equations are

$$
\begin{align*}
& \hat{u}(k \mid k)=\hat{u}(k \mid k-1)+ K(k)[y(k)-a(k, k-1) y(k-1)-\tilde{H}(k) \hat{u}(k \mid k-1)]  \tag{4.46}\\
& K(k)=\left[P_{\tilde{u}}(k \mid k-1) H(k)^{T}+S(k-1)\right] P_{\tilde{y}}^{-1}(k \mid k-1)  \tag{4.47}\\
& P_{\tilde{y}}(k \mid k-1)= \tilde{H}(k) P_{\tilde{u}}(k \mid k-1) \tilde{H}(k)^{T}+H(k) Q(k-1) H(k-1)^{T} * \\
& a(k, k-1)^{T}+a(k, k-1) H(k-1) Q(k-1) H(k)^{T}+ \\
&+H(k) S(k-1)+S(k-1)^{T} H(k)^{T}+P_{n}(k-1)+ \\
&-a(k, k-1) H(k-1) Q(k-1) H(k-1)^{T} a(k, k-1)^{T} \tag{4.48}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{H}(k)=H(k)-a(k, k-1) H(k-1)  \tag{4.49}\\
& Q(k-1)=P_{u}(k)-P_{u}(k-1) \tag{4.50}
\end{align*}
$$

and finally

$$
P_{\tilde{u}}(k \mid k)=P_{\tilde{u}}(k \mid k-1)-K(k)\left[\tilde{H}(k) P_{\tilde{u}}(k \mid k-1)+S(k)^{T}\right] \cdot\left(4.50^{a}\right)
$$

The predicted estimate $\hat{\mathrm{u}}(\mathrm{k} \mid \mathrm{k}-1)$ and covariance matrix satisfy

$$
\begin{align*}
& \hat{u}(k \mid k-1)=\hat{u}(k-1 \mid k-1)  \tag{4.51}\\
& P_{\tilde{u}}(k \mid k-1)=P_{\tilde{u}}(k-1 \mid k-1)+P_{u}(k)-P_{u}(k-1) \tag{4.52}
\end{align*}
$$

whereas the initial conditions are

$$
\begin{equation*}
\hat{u}(1 \mid 0)=0, \quad P_{\tilde{u}}(1 \mid 0)=P_{u}(1) \tag{4.53}
\end{equation*}
$$

The process $\hat{u}(k \mid k), k=0,1,2, \ldots$ is a zero mean wide-sense martingale.
Notice that in the measurement update, equation (4.46) for the filtered estimate two observations are processed simultaneously. The algorithm is of the type developed by Bryson and Henrikson (Ref. 6) for coloured noise, avoiding the augmented state procedure which, as is well known, often gives rise to ill conditioned problems.

In this approach the first observation is still processed by using the augmented state procedure.

The type of Kalman problem covered by the wide-sense martingale approach considered in this section consists of observations in coloured noise $v(k)$ (equations (4.7) and (4.35)) where the driving noise $n(k)$ is correlated with the system noise w(k),

$$
\begin{equation*}
\boldsymbol{E}\left\{(u(k+1)-u(k)) n(j)^{T}\right\}=\Lambda(0, k+1) B(k) \boldsymbol{E}\left\{w(k) n(j)^{T}\right\} \tag{4.54}
\end{equation*}
$$

i.e. $S(k)=\Lambda(0, k+1) B(k)$ in (4.42). Therefore, it is an extension of the already cited approach of Bryson and Henrikson where it was assumed that the driving noise $n(k)$ and the system noise $w(k)$ were independent.
4.3 Wide-sense martingale approach; continuous time

In this section the continuous time version of the estimation problem using the wide-sense martingale approach is discussed, however, only for the simplest case of uncorrelated martingale increment and observation noise. For $0 \leqslant t \leqslant 1$, say, let the state process $x(t)$ ( $(\mathrm{n} \times 1)$-vector) be given in the form

$$
\begin{equation*}
x(t)=\phi(t) u(t) \tag{4.55}
\end{equation*}
$$

where $\phi(t)$ is a known matrix time function and $u(t)((n \times 1)$-vector) is a continuous time zero mean wide-sense martingale with covariance $\operatorname{matrix} P_{u}(t)=\mathscr{E}\left\{u(t) u(t)^{T}\right\}$. The state $x(t)$ is a wide-sense Markov process then. Suppose that the observation process is an (mx1)-vector process $Y(t)$ where $m \leqslant n$ and such that the martingale increment $u(t)-u(s)$ is uncorrelated with the past of the observations, i.e.

$$
\begin{equation*}
\mathfrak{\zeta}\left\{(u(t)-u(s)) Y(\tau)^{T}\right\}=0 \quad \tau \leqslant s \leqslant t \tag{4.56}
\end{equation*}
$$

The linear least-squares estimates $\hat{x}(t \mid s)$ and $\hat{u}(t \mid s)$ of $x(t)$ and $u(t)$ given the observations $Y(\tau), \tau \leqslant s$ are related to each other exactly as in the discrete time case, that is

$$
\begin{align*}
& \hat{x}(t \mid s)=\phi(t) \hat{u}(t \mid s) \\
& \tilde{x}(t \mid s)=\phi(t) \tilde{u}(t \mid s)  \tag{4.57}\\
& P_{\tilde{x}}(t \mid s)=\phi(t) P_{\tilde{u}}(t \mid s) \phi(t)^{T}
\end{align*}
$$

Also the following prediction result is completely analogous to the discrete time case:

$$
\begin{align*}
& \hat{u}(t \mid s)=\hat{u}(s \mid s) \quad t>s  \tag{4.58}\\
& P_{\tilde{u}}(t \mid s)=P_{\tilde{u}}(s \mid s)+P_{u}(t)-P_{u}(s) \tag{4.59}
\end{align*}
$$

To solve the filtering problem for $\hat{u}(s \mid s)$, let the observations be given by

$$
\begin{equation*}
Y(t)=\int_{0}^{t} C(s) x(s) d s+\int_{0}^{t} D(s) d W(s) \tag{4.60}
\end{equation*}
$$

or, using $x(s)=\phi(s) u(s)$

$$
\begin{equation*}
Y(t)=\int_{0}^{t} H(s) u(s) d s+\int_{0}^{t} D(s) d W(s) \tag{4.61}
\end{equation*}
$$

where $H(s)=C(s) \phi(s)$ and $W(t)$ is a standard Wiener process independent of the wide-sense martingale $u(t)$. (This implies that condition (4.56) holds.) Moreover, let $C(s)$ and $D(s)$ be continuous functions of time and let $R(t)=D(t) D(t)^{T}>0$. It is proved in reference 24 that the filtered estimate $\hat{u}(s \mid s)$ is a wide-sense martingale and that it can be written as

$$
\begin{equation*}
\hat{u}(t \mid t)=\int_{0}^{t} K(s) d M(s) \tag{4.62}
\end{equation*}
$$

where the kernel $K(s)$ is an $n x m$ matrix function, independent of $t$ and $M(s)$ is the innovation process of the observations defined by

$$
\begin{equation*}
M(t)=Y(t)-\int_{0}^{t} H(s) \hat{u}(s \mid s) d s \tag{4.63}
\end{equation*}
$$

and such that $L_{2}^{n}(M ; t)=L_{2}^{n}(Y ; t)$ (compare equations (4.62) and (4.63) with equations (3.52) and (3.55) of Balakrishnan). The recursive filtering equations for $u(t)$ are now readily obtained. Combining (4.62) and (4.63) and differentiating with respect to $t$ yields

$$
\begin{equation*}
\frac{d}{d t} \hat{u}(t \mid t)=K(t) \frac{d M}{d t} \tag{4.64}
\end{equation*}
$$

where it can be shown that

$$
\begin{equation*}
K(t)=P_{\tilde{u}}(t \mid t) H(t)^{T_{R}}{ }^{-1}(t) \tag{4.65}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d t} P_{\tilde{u}}(t \mid t)=\frac{d}{d t} P_{u}(t)-P_{\tilde{u}}(t \mid t) H(t)^{T} R^{-1}(t) H(t) P_{\tilde{u}}(t \mid t) \tag{4.66}
\end{equation*}
$$

Equations (4.58), (4.59), (4.64), ..., (4.66) determine completely the prediction and filtering problem for $u(t)$, whereas the solution for $x(t)$ can be found using the equations (4.57).

Consider finally the Kalman-Bucy problem, where the state $x(t)$ is generated by a linear differential equation

$$
\begin{align*}
& \frac{d}{d t} x(t)=A(t) x(t)+B(t)_{w}(t) \\
& x(0)=x^{0} \tag{2.15}
\end{align*}
$$

driven by Gaussian white noise w( $t$ ) independent of the observation noise. As remarked before, $x(t)$ is then a wide-sense Markov process and can be written as

$$
\begin{equation*}
x(t)=\phi(t, 0)\left\{x^{0}+\int_{0}^{t} \phi^{-1}(s, 0) B(s) w(s) d s\right\} \tag{4.67}
\end{equation*}
$$

where the state transition matrix $\phi(t, 0)$ satisfies the matrix differential equation

$$
\begin{equation*}
\frac{d}{d t} \phi(t, 0)=A(t)_{\phi}(t, 0) \quad, \quad \phi(0,0)=I . \tag{4.68}
\end{equation*}
$$

If the process $u(t)$ is defined by

$$
\begin{align*}
& u(t)=x^{0}+\int_{0}^{t} \phi^{-1}(s, 0) B(s) w(s) d s  \tag{4.69}\\
& u(0)=x^{0}
\end{align*}
$$

then the state $x(t)$ can be written in the form $x(t)=\phi(t, 0) u(t)$ where $u(t)$ is a (continuous time) wide-sense martingale.

It satisfies the differential equation

$$
\begin{align*}
& \frac{d}{d t} u(t)=\phi^{-1}(t, 0) B(t) w(t)  \tag{4.70}\\
& u(0)=x^{0}
\end{align*}
$$

driven by white noise $w(t)$ and is therefore, in the absence of system noise simply a constant, i.e. it is equal then for every $t, 0 \leqslant t \leqslant 1$ to the initial condition $\mathrm{x}^{\circ}$.

Hence, to find the linear least-squares filtered estimate $\hat{x}(t \mid t)$ of $x(t)$ given by (2.15) based on the observations one can either use the Kalman-Bucy filter or the wide-sense martingale approach. It follows from the definition of $u(t)$ for the Kalman-Bucy problem that the derivative of the covariance matrix $P_{u}(t)$ in the differential equation for the error covariance matrix $P_{\tilde{u}}(t \mid t)$ is given by

$$
\begin{equation*}
\frac{d}{d t} P_{u}(t)=\phi^{-1}(t, 0) B(t) P_{W}(t) B(t)^{T} \phi^{-1}(t, 0)^{T} \tag{4.71}
\end{equation*}
$$

Hence, the $u(t)$ filtering equations of the wide-sense martingale approach for the Kalman-Bucy problem are:

$$
\begin{align*}
\frac{d}{d t} \hat{u}(t \mid t)= & K(t)\left\{\frac{d}{d t} Y(t)-C(t) \hat{u}(t \mid t)\right\}  \tag{4.72}\\
\frac{d}{d t} P_{\tilde{u}}(t \mid t)= & \phi^{-1}(t, 0) B(t) P_{W}(t) B(t)^{T} \phi^{-1}(t, 0)^{T}+ \\
& -P_{\tilde{u}}(t \mid t) H(t)^{T_{R}}{ }^{-1}(t) H(t) P_{\tilde{u}}(t \mid t)  \tag{4.73}\\
K(t)= & P_{\tilde{u}}(t \mid t) H(t)^{T} R^{-1}(t) . \tag{4.74}
\end{align*}
$$

These have to be supplemented with equations (4.57) to yield estimates for the state $x(t)$. A comparison of the $u(t)$ filter with the KalmanBucy filter as given in chapter 2.2 clearly reveals the effect of the transformation $x(t)=\phi(t, o) u(t)$. The original system dynamics is
brought into a form with $A(t) \equiv 0$ which causes some terms in the Kalman-Bucy filter to disappear. On the other hand, the remaining terms are made more complicated.

APPLICATION OF WIDE-SENSE MARTINGALE APPROACH TO SOME MODEL PROBLEMS

In the preceeding chapter the wide-sense martingale approach has been described. It has also been shown that the Kalman and Kalman-Bucy problem can be brought into the form considered there by solving the state equation and writing $x(t)=\phi(t, 0) u(t)$ where $\phi(t, 0)$ is the state transition matrix. Therefore, the Kalman and Kalman-Bucy problem can be solved by estimating the state $x(t)$ directly (in this chapter also called $x(t)$ filter) or by estimating $u(t)$ and transforming these estimates into estimates for $x(t)$ (in this chapter called $u(t) f i l t e r)$. To compare both approaches a couple of model problems has been simulated and solved with each algorithm. These model problems together with some elucidating comment on the computational aspects are discussed in this chapter.
5.1 Model problem one

Consider the linear least-squares estimation of the state $x(t)$ of a system based on observations $y(k)$ where the state is given by

$$
\begin{align*}
& \frac{d}{d t} x(t)=A(t) x(t)+B(t) w(t)  \tag{5.1}\\
& x(0)=x^{0} \\
& x(t)=\binom{x_{1}(t)}{x_{2}(t)}, \quad x^{0}=\binom{x_{1}^{0}}{x_{2}^{0}}, \quad w(t)=\binom{w_{1}(t)}{w_{2}(t)} \\
& A(t)=\left(\begin{array}{ll}
0 & -\omega_{0} \\
\omega_{0} & 0
\end{array}\right) \tag{5.2}
\end{align*}
$$

The state equation (5.1) is driven by Gaussian white noise w(t). The state transition matrix $\phi(t, 0)$ of the homogeneous system
$\frac{d}{d t} x(t)=A(t) x(t)$ is

$$
\phi(t, 0)=\left(\begin{array}{cc}
\cos \omega_{0} t & -\sin \omega_{0} t  \tag{5.3}\\
\sin \omega_{0} t & \cos \omega_{0} t
\end{array}\right)
$$

and the state equation (5.1) describes the motion of a second-order oscillator perturbed by noise. The state $x(t)$ can be written then as

$$
\begin{equation*}
x(t)=\phi(t, 0)\left\{x^{0}+\int_{0}^{t} \phi^{-1}(s, 0) B(s) w(s) d s\right\} \tag{5.4}
\end{equation*}
$$

or

$$
\begin{equation*}
x(t)=\phi(t, 0) u(t) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{align*}
& u(t)=x^{0}+\int_{0}^{t} \phi^{-1}(s, 0) B(s) w(s) d s  \tag{5.6}\\
& u(0)=x^{0} .
\end{align*}
$$

It follows that $u(t)$ is a wide-sense martingale if $x^{\circ}$ is uncorrelated with the white noise $w(t)$ for every $t$. In differential form $u(t)$ satisfies

$$
\begin{equation*}
\frac{d}{d t} u(t)=\phi^{-1}(t, 0) B(t)_{w}(t) \tag{5.7}
\end{equation*}
$$

Assume that scalar observations $y(k)$ are given at discrete, not necessarily equidistant, points of time by

$$
\begin{equation*}
y(k)=C(k) x(k)+v(k) \tag{5.8}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{y}(\mathrm{k})=\mathrm{H}(\mathrm{k}) \mathrm{u}(\mathrm{k})+\mathrm{v}(\mathrm{k}) \tag{5.9}
\end{equation*}
$$

where

$$
\begin{equation*}
c(k)=\left(c_{1}(k) c_{2}(k)\right), H(k)=c(k) \phi(k, 0) \tag{5.10}
\end{equation*}
$$

and $v(k)$ is zero mean Gaussian white noise with $\boldsymbol{G}\{v(k) v(\ell)\}=P_{v}(k) \delta_{k \ell}$ and uncorrelated with $x^{\circ}$ and the system noise $w(t)$. Notice that $x(k)$ and $u(k)$ are used to denote $x$ and $u$ at the time $t_{k}$ of the k-th observation.

As described in chapter four, the wide-sense martingale approach consists of two steps:

1) Processing of the observations $y(k) k=1,2, \ldots$ to obtain estimates $\hat{u}(k \mid k)$ of the signal $u(k)$
2) Computation of estimates $\hat{x}(k \mid k)$ of the state $x(k)$ using the relations

$$
\begin{align*}
& \hat{\mathrm{x}}(\mathrm{k} \mid k)=\phi(k, 0) \hat{\mathrm{u}}(\mathrm{k} \mid k)  \tag{5.11}\\
& P_{\tilde{\mathrm{x}}}(k \mid k)=\phi(k, 0) P_{\tilde{u}}(k \mid k) \phi(k, 0)^{T} \tag{5.12}
\end{align*}
$$

The Kalman filter yields $\hat{x}(k \mid k)$ directly. Notice that in the absence of system noise the filtered estimate $\hat{u}(k \mid k)$ is exactly the leastsquares estimate of the initial state $x^{\circ}$ given the observations $y(i)$, $i=1,2, \ldots, k$. Hence, the wide-sense martingale gives the smoothed least-squares estimate of the initial condition $\mathrm{x}^{\circ}$ from which the filtered estimate $\hat{x}(k \mid k)$ is computed using (5.11).

The filtering problem for the continuous time signal $x(t)$ with observations available at discrete points of time is embedded in a discrete time filtering problem by integrating the system dynamics between successive observations. Hence,

$$
\begin{equation*}
x(k+1)=\phi(k+1, k) x(k)+n(k) \tag{5.13}
\end{equation*}
$$

where

$$
\begin{equation*}
n(k)=\int_{t_{k}}^{t_{k+1}} \phi\left(t_{k+1}, s\right) B(s) w(s) d s \tag{5.14}
\end{equation*}
$$

Assuming that the system noise $w(t)$ is constant, $w(t) \equiv w(k)$, between successive observations, it follows that

$$
\begin{equation*}
x(k+1)=\phi(k+1, k) x(k)+E(k) w(k) \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
u(k+1)=u(k)+F(k) w(k) \tag{5.16}
\end{equation*}
$$

where

$$
\begin{align*}
& E(k)=\int_{t_{k}}^{t_{k+1}} \phi\left(t_{k+1} s\right) B(s) d s  \tag{5.17}\\
& F(k)=\int_{t_{k}}^{t_{k+1}} \phi^{-1}(s, 0) B(s) d s \tag{5.18}
\end{align*}
$$

The Kalman filter described in chapter 2.2 can be applied to the system described by equation (5.15) and the observations given in (5.8) if $P_{W}(k)=\boldsymbol{\zeta}\left\{w(k)_{W}(k)^{T}\right\}$ is given. The wide-sense martingale algorithm (4.12), ..., (4.16) can be applied to the system described by
equation (5.16) and the observations given in (5.9). Equation (4.16) for the prediction of the covariance matrix of the estimation error may be replaced by

$$
\begin{equation*}
P_{\tilde{U}}(k+1 \mid k)=P_{\tilde{U}}(k \mid k)+F(k) P_{W}(k) F(k)^{T} . \tag{5.19}
\end{equation*}
$$

At this point some remarks on the difference, from a computational point of view between the Kalman and the wide-sense martingale approach can be made already. It is clear, for the simplest case in which there is no system noise, that the prediction from $t_{k}$ to $t_{k+1}$ for the widesense martingale $u$ is trivial. The prediction step for the Kalman filter requires computation of the state transition matrix $\phi(k+1, k)$ and matrix multiplications for the estimate and its covariance matrix. Notice that for this particular model problem the matrix $\phi(\mathrm{k}+1, \mathrm{k})$ depends only on the time difference between observations. In case of equidistant observation times it needs therefore to be computed only once. The same holds for the matrix $\mathbb{E}(k)$ for the case with systcm noise provided that the system matrix $B(t)$ is constant. However, even in the latter case some form of computation is needed for the matrix $F(k)$ (5.18) in the wide-sense martingale approach. Moreover, the inverse of the state transition matrix is required there. As for the measurement update, the algorithm of the wide-sense martingale approach needs the modified observation matrix $H(k)=C(k) \phi(k, o)$ instead of $C(k)$. Thus, the wide-sense martingale approach requires the computation of the transition matrix $\phi(k, 0)$ for the measurement update whereas the Kalman approach needs $\phi(\mathrm{k}+1, \mathrm{k})$ in the prediction step.

Clearly, the wide-sense martingale approach for the computation of the filtered estimates $\hat{\mathrm{u}}(\mathrm{k} \mid \mathrm{k})$ needs fewer matrix multiplications than the Kalman approach. However, it must be realized that the former yields estimates of the wide-sense martingale $u$ and that the transformation by way of (5.11) and/or (5.12) is required to yield the correspondding results for the state x . The use of this transformation after each measurement update will decrease the possible gain in computation time of the wide-sense martingale approach considerably. Apparently, one may expect the wide-sense martingale approach to be more efficient if the transformation (5.11) and in particular (5.12) is not required after each measurement update. The need of the transformation (5.11) and/or (5.12) will generally depend on the problem at hand. For example, in case of a relatively high measurement rate it might not be necessary
to use (5.11) and/or (5.12) more than, say, once per ten measurement updates.

Both algorithms have been tested on a Cyber 72 digital computer. The dynamical system (5.15) has been simulated, with as well as without system noise, together with the observations (5.8). Numerical parameters used are:

$$
\begin{array}{ll}
\text { time between observations } & t_{k+1}-t_{k}=0.1 \mathrm{~s} \\
& \omega_{0}=0.628 \mathrm{rad} / \mathrm{s} \\
\text { observation matrix } & C(k)=(1.02 .0) \\
\text { observation noise variance } & P_{v}(k)=(0.9)^{2} \\
\text { initial state } & \mathrm{x}^{0}=\binom{2.0}{1.0}
\end{array}
$$

Additional values used in case of system noise are:

$$
\begin{array}{ll}
\text { system noise covariance matrix } & P_{\mathrm{W}}(k)=\left(\begin{array}{ll}
(0.02)^{2} & 0 \\
0 & (0.02)^{2}
\end{array}\right) \\
\text { system noise coefficient matrix } & B(t)=\left(\begin{array}{ll}
1.0 & 1.0 \\
1.0 & 1.0
\end{array}\right) \\
\text { observation noise variance } & P_{V}(k)=(0.3)^{2}
\end{array}
$$

In all cases 1000 observations have been processed and the following initial estimates have been used:

$$
\hat{u}(0 \mid 0)=\hat{x}(0 \mid 0)=\binom{1.5}{0.5}, P_{\hat{u}}(0 \mid 0)=P_{\tilde{x}}(0 \mid 0)=\left(\begin{array}{ll}
(0.3)^{2} & 0 \\
0 & (0.8)^{2}
\end{array}\right) .
$$

The results with regard to computation time are presented in tables 1 and 2 where $x(t)$ filter denotes the Kalman filter and $u(t)$ filter the wide-sense martingale algorithm inclusive of the transformation (5.11) and (5.12) after the specified number of measurement updates. It can be read from table 1 that without system noise the $u(t)$ filter needs 7.2 \% less computation time than the $x(t)$ filter if both the state estimate and the corresponding error covariance matrix are computed from the martingale estimates after every ten observations. The gain in computation time rises to $14.5 \%$ if the transformation of
the error covariance matrix is omitted completely. For the latter case an improvement to $16.0 \%$ is obtained if the transformation of the state is done only after every 20 observations. For the $x(t)$ filter the state transition matrix $\phi(k+1, k)$ has been calculated for each measurement update as it would be required for the case of nonequidistant measurement times. For the present example it was found that the $\mathrm{x}(\mathrm{t})$ filter needed 6.100 seconds execution time if $\phi(\mathrm{k}+1, \mathrm{k})$ was computed only once.

It is interesting to compare the filtering results. Figure 1 gives for the $\mathrm{x}(\mathrm{t})$ filter the estimates $\hat{\mathrm{x}}_{1}(\mathrm{k} \mid \mathrm{k})$ and $\hat{\mathrm{x}}_{2}(\mathrm{k} \mid \mathrm{k})$ which, apart from the first few hundred observations coincide with the simulated states $x_{1}(k)$ and $x_{2}(k)$. The oscillatory character of the state is clear. The standard deviation $\sigma_{\tilde{x}_{1}}(k \mid k)$ of the estimation error $\tilde{x}_{1}(k \mid k)=x_{1}(k)-\hat{x}_{1}(k \mid k)$ is presented in figure 2 and shows the expected relatively fast decay during the first part of the filtering process. Figure 3 presents the correlation coefficient between $\hat{\mathrm{x}}_{1}(\mathrm{k} \mid \mathrm{k})$ and $\hat{x}_{2}(k \mid k)$. In figure 4 the filtered estimates $\hat{u}_{1}(k \mid k)$ and $\hat{u}_{2}(k \mid k)$ are shown. From this figure the convergence of the filtered estimates to the exact initial condition is clear. The standard deviation $\sigma_{\tilde{u}_{1}}(k \mid k)$ of the estimation error $\tilde{u}_{1}(k \mid k)=u_{1}(k)-\hat{u}_{1}(k \mid k)$ is given in figure 5 and the correlation coefficient between $\hat{u}_{1}(k \mid k)$ and $\hat{u}_{2}(k \mid k)$ in figure 6 . In figure 7 the dotted lines correspond with $\hat{\mathrm{x}}_{1}(\mathrm{k} \mid \mathrm{k})$ and $\hat{\mathrm{x}}_{2}(\mathrm{k} \mid \mathrm{k})$ as they have been computed from $\hat{u}_{1}(k \mid k)$ and $\hat{u}_{2}(k \mid k)$ using 5.11. The result of the transformation has been plotted after every 30 observations. These estimates were found to coincide exactly with the $x(t)$ filter results. Finally, figure 8 shows their correlation coefficient.

Consider now the results for the case with system noise. For both the $u(t)$ and $x(t)$ filter the contribution of the system noise to the predicted covariance matrices $P(k+1 \mid k)$ has been computed for each observation. Thus, for the $x(t)$ filter the execution time found is representative for the case of non-equidistant measurement times. It is seen from table 2 that the gain in computation time for the $u(t)$ filter has decreased to 2.5 \% or 8.7 \% depending on the transformation of the error covariance matrix. The filtering results of this case are shown in figures 9 to 19. In figure 9 the simulated $x_{1}(t)$ is presented; as a reference also the $x_{1}(t)$ without system noise is shown there. Figure 10 gives the filtering results of the $x(t)$ filter whereas figure 11 shows the corresponding standard deviation. It is seen that this decreases faster, initially, then for the case without system noise.

This is caused by the fact that the measurement noise standard deviation has been taken much lower here. This overcompensates the uncertainty added to the state by the system noise. The correlation coefficient is shown in figure 12. In figure 13 the filtering results $\hat{u}_{1}(t \mid t)$ and $\hat{u}_{2}(t \mid t)$ are shown globally and in figures 14 and 15 in more detail. It is clear that due to the system noise the exact $u(t)$ signal is no longer constant. The figures 16 and 17 give a comparison of the exact and estimated $u(t)$ values. Figure 18 shows the course of the standard deviation $\sigma_{\tilde{u}_{1}}(\mathrm{k} \mid \mathrm{k})$. The figure indicates that this standard deviation, due to the effect of system noise does not decrease monotonically. This is shown even more clearly in the enlargement of figure 19.

### 5.2 Model problem two

The preceeding problem was rather simple in that the state transition matrix was known analytically and the state vector consisted of only two elements. Consider now the more complicated case where the state vector has four elements, $x(t)=\left(x_{1}(t) x_{2}(t) x_{3}(t) x_{4}(t)\right)^{T}$ and satisfies the differential equation

$$
\begin{align*}
& \frac{d}{d t} x(t)=A x(t)  \tag{5.20}\\
& x(0)=x^{0}
\end{align*}
$$

where

$$
A=\left(\begin{array}{rrrr}
-0.40 & 0.10 & 0.20 & 0.50  \tag{5.21}\\
0.10 & -1.00 & 0.40 & 0.25 \\
0.20 & 0.40 & -1.00 & -0.10 \\
0.50 & 0.25 & -0.10 & -1.00
\end{array}\right), \quad x^{0}=\left(\begin{array}{l}
1.5 \\
1.8 \\
2.0 \\
2.5
\end{array}\right)
$$

This model problem has no direct physical interpretation. Because the eigenvalues of the matrix $A$ are all real and less than zero, the solution of the system (5.20) and (5.21) tends to zero as $t$ increases. The state transition matrix $\phi(t, 0)$ of the system 5.20 satisfies the differential equation

$$
\begin{align*}
& \frac{d}{d t} \phi(t, 0)=A \phi(t, 0)  \tag{5.22}\\
& \phi(0,0)=I \text { (unit matrix) }
\end{align*}
$$

and can be written as

$$
\phi(t, 0)=\sum_{i=0}^{\infty} \frac{A^{i}}{i!}(t-0)^{i} .
$$

For small values of $t$ it can be approximated by

$$
\begin{equation*}
\phi(t, 0)=I+A t+\frac{A^{2} t^{2}}{2!} \tag{5.24}
\end{equation*}
$$

or

$$
\begin{equation*}
\phi(t, 0)=I+A t+\frac{A^{2} t^{2}}{2!}+\frac{A^{3} t^{3}}{3!}+\frac{A^{4} t^{4}}{4!} \tag{5.25}
\end{equation*}
$$

For larger $t$ values the system (5.22) can be integrated numerically to yield $\phi(t, 0)$. Alternatively, $\phi(t)$ can be computed as a product of state transition matrices $\phi(i, i-1)$ where $t_{i} t_{i-1}$ is small enough to use (5.24) or (5.25) for $\phi(i, i-1)$.

It is wanted again to find the linear least-squares estimate of $x(t)$ based on the observations

$$
\begin{equation*}
\mathrm{y}(\mathrm{k})=\mathrm{C}(\mathrm{k}) \mathrm{x}(\mathrm{k})+\mathrm{v}(\mathrm{k}) \tag{5.8}
\end{equation*}
$$

where

$$
C(k)=\left(\begin{array}{llll}
1.0 & 1.0 & 1.0 & 1.0
\end{array}\right)
$$

and $v(k)$ is zero mean Gaussian white noise uncorrelated with the initial state $x^{\circ}$. Both the Kalman approach and the wide-sense martingale approach are used to solve this problem and a comparison of their results is made. In the Kalman approach the state transition matrix $\phi(k+1, k)$ is required for the prediction of the state at the time $t_{k+1}$ of the next observation. In the wide-sense martingale approach the transition matrix $\phi(t, 0)$ is used again to transform the state $x(t)$ into a wide-sense martingale $u(t), x(t)=\phi(t, o) u(t)$. As a consequence, the observations take the form

$$
\begin{equation*}
\mathrm{y}(\mathrm{k})=\mathrm{H}(\mathrm{k}) \mathrm{u}(\mathrm{k})+\mathrm{v}(\mathrm{k}) \tag{5.9}
\end{equation*}
$$

where $H(k)=C(k) \phi(k, 0)$. One thousand observations have been simulated at time intervals of 0.05 seconds. For the Kalman approach $\phi(k+1, k)$ has been computed for each measurement update using equation (5.25). It has been assumed therefore that the measurement times could be non-equidistant but the matrix products $A^{i}(1 \leqslant i \leqslant 4)$ have been computed only once. For the wide-sense martingale approach $\phi(k+1,0)=\prod_{i=0}^{k} \phi(i+1, i)$ has been used with $\phi(i+1, i)$ again according to equation (5.25).

Table 3 gives a summary of the computation time required by both algorithms. It is clear that due to the increascd number of elements in
the state vector the total execution time has approximately doubled. The wide-sense martingale approach is $7.7 \%$ faster than the Kalman approach if the transformation (5.11) and (5.12) is applied after every 10 observations for both the state estimate and the error covariance matrix. If the latter is omitted completely, a gain in computation time of $13.8 \%$ is obtained. These results are approximately the same as for the first model problem.

Consider finally the estimation results. In figures 20 up to 23 inclusive, the four simulated elements of the state vector are plotted together with their estimated values using the Kalman approach. The similarity is good. The corresponding standard deviations are shown in figures 24 and 25. Figure 26 shows the estimates $\hat{u}_{1}$ and $\hat{u}_{2}$ converging to the exact initial values 1.5 and 1.8 respectively. In figure 27 the estimates $\hat{u}_{3}$ and $\hat{u}_{4}$ are shown, together with the exact values $u_{3}=2.0$ and $u_{4}=2.5$. The corresponding standard deviations are shown in figures 28 and 29. Although the achieved accuracy of the estimates of the wide-sense martingale $u$ is not very high, the filtering results are clearly consistent. Finally, in figures 30 and 31 the exact values and the estimation results for $\mathrm{x}_{1}$ and $\mathrm{x}_{4}$ using the wide-sense martingale approach and the transformation (5.11) are shown. The drawn curves represent the exact values whereas the top of each peak corresponds with an estimated value. The result of the transformation has been plotted for every 30 observations in figures 30 and 31. From the figures it seems that there is no difference in the Kalman results and the widesense martingale approach results for the state $x(t)$. A careful analysis of the numerical results confirmed this. The transformed standard deviations were also found to be equal to the Kalman filter rusults.

CONCLUSIONS

A study of literature on martingales in estimation theory has been carried out, guided by the intent to consider the implications for the present day practical filtering work at NLR. Attention has been directed at the recursive estimation equations of Kalman and Kalman-Bucy. Some experimental work concerning the efficiency of an estimation algorithm based on martingales is also described.

Martingales are stochastic processes with a specific structure
defined in terms of given increasing information fields. It follows from the definition that the increments of a martingale have a property which is intermediate between the properties of independence and uncorrelatedness. With respect to estimation, a number of theoretical results concerning martingales and linear as well as non-linear estimation are summarized in the form of an innovation and representation theorem. These are useful in that they provide insight in the structure of the estimation problem. Using them, a simple derivation of the Kalman and Kalman-Bucy filter has been sketched. The knowledge and insight gained during the study are also important because they offer the possibility to study more general estimation problems of the types described in some of the references (Refs $5,31,32,34,37$ ) and, probably, to attack practical estimation problems at NLR which at present cannot be handled. It is therefore of importance both to study the more general estimation problems and to make up an inventory of them at NLR.

Finally, "a wide-sense martingale approach" has been analyzed. This approach yields recursive inear estimation equations for the class of state processes $x(t)$ modelled by $x(t)=\phi(t) u(t)$ where $u(t)$ is a widesense martingale with known covariance and $\phi(t)$ is a known matrix function of time. The observations may be corrupted by either white or coloured noise. The estimation equations hold for the wide-sense martingale $u(t)$ but, due to the linearity of the state model, the estimates of the actual state $x(t)$ can be directly computed. The new estimation equations are more general than the Kalman and Kalman-Bucy filters in the sense that the state models on which the latter are based can be transformed into the above form. It was claimed in the literature that this approach applied to the Kalman and Kalman-Bucy problem would be more efficient. This claim has been investigated in this report by means of numerical simulation of some model problems. The wide-sense martingale approach has been found to be more efficient indeed, but the amount of gain is highly dependent on the number of times the estimates of the actual state $\mathrm{x}(\mathrm{t})$ are computed from the estimates of the wide-sense martingale $u(t)$.
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TABLE 1
Comparison of execution time for $x(t)$ and $u(t)$ filter for secondorder oscillator (model problem one) without system noise

|  | seconds <br> execution <br> time | transformation <br> every N |  |
| :--- | :---: | :---: | :---: |
|  | 5.11/5.12 used after <br> observations |  |  |
| state vector (5.11) filter | 6.381 | covariance matrix (5.12) <br> N |  |
| u(t) filter | 5.920 | 10 | 10 |
| u(t) filter | 5.428 | 10 | - |
| $u(t)$ filter | 5.362 | 20 | - |

TABLE 2
Comparison of execution time for $x(t)$ and $u(t)$ filter for secondorder oscillator (model problem one) with system noise

|  | seconds execution time | transformation 5.11/5.12 used after every N observations |  |
| :---: | :---: | :---: | :---: |
|  |  | state vector (5.11) | covariance matrix (5.12) |
| $x(t)$ filter | 8.254 |  |  |
| $u(t)$ filter | 8.046 | 10 | 10 |
| $u(t)$ filter | 7.535 | 10 | - |

## TABLE 3

Comparison of execution time for $\mathrm{x}(\mathrm{t})$ filter and $u(t)$ filter for model problem two

|  | seconds execution time | transformation 5.11/5.12 used after every N observations |  |
| :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { state vector } \\ \mathbb{N} \end{gathered}$ | $\begin{gathered} \text { covariance matrix }(5.12) \\ \mathrm{N} \end{gathered}$ |
| $x(t)$ filter | 14.650 |  |  |
| $u(t)$ filter | 13.528 | 10 | 10 |
| $u(t)$ filter | 12.631 | 10 | - |



Fig. 1 Estimated components of state vector x using Kalman filter (model problem 1; no system noise)


Fig. 2 Estimated standard deviation of state vector element $x_{1}$ using Kalman filter (model problem 1; no system noise)


Fig. 3 Estimated correlation coefficient between state vector elements using Kalman filter (model problem 1; no system noise)


Fig. 4 Exact and estimated components of wide-sense martingale $u$ (model problem 1; no system noise)


Fig. 5 Estimated standard deviation of first component of wide-sense martingale u (model problem 1; no system noise)


Fig. 6 Estimated correlation coefficient between wide-sense martingale u components (model problem 1; no system noise)


Fig. 7 Estimated components of state vector $x$ using wide-sense martingale approach (model problem 1; no system noise)

$\wedge$

Fig. 8 Estimated correlation coefficient between state-vector elements $x_{1}$ and $x_{2}$ using wide-sense martingale approach (model problem 1; no system noise)


Fig. 9 Simulated state vector element $x_{1}$ with and without system noise (model problem 1)


Fig. 10 Estimated components of state vector $x$ using Kalman filter (model problem 1; system noise)


Fig. 11 Estimated standard deviation of state vector element $x_{1}$ using Kalman filter (model problem 1; system noise)


Fig. 12 Estimated correlation coefficient between state vector elements $x_{1}$ and $x_{2}$ using Kalman filter (model problem 1; system noise)


Fig. 13 Exact components of wide-sense martingale $u$ (model problem 1 ; system noise)


Fig. 14 First element of wide-sense martingale $u$ (enlargement) (model problem 1; system noise)


Fig. 15 Second element of wide-sense martingale $u$ (enlargement) (model problem 1; system noise)


Fig. 16 Exact and estimated first component of wide-sense martingale $u$ (model problem 1; system noise)


Fig. 17 Exact and estimated second component of wide-sense martingale $u$ (model problem 1; system noise)


Fig. 18 Estimated standard deviation of first component of wide-sense martingale $u$ (model problem 1 ; system noise)


Fig. 19 Estimated standard deviation of first component of wide-sense martingale u (enlargement) (model problem 1; system noise)


Fig. 20 Exact and estimated first component of state vector $x$ using Kalman filter (model problem 2)


Fig. 21 Exact and estimated second component of state vector $x$ using Kalman filter (model problem 2)


Fig. 22 Exact and estimated third component of state vector x using Kalman filter (model problem 2)


Fig. 23 Exact and estimated fourth component of state vector $x$ using Kalman filter (model problem 2)


Fig. 24 Estimated standard deviation of first and second component of state vector $x$ using Kalman filter (model problem 2)


Fig. 25 Estimated standard deviation of third and fourth component of state vector $x$ using Kalman filter (model problem 2)


Fig. 26 Exact and estimated first and second component of wide-sense martingale u (model problem 2)


Fig. 27 Exact and estimated third and fourth component of wide-sense martingale u (model problem 2)


Fig. 28 Estimated standard deviation of first and second component of wide-sense martingale u (model problem 2)


Fig. 29 Estimated standard deviation of third and fourth component of wide-sense martingale $u$ (model problem 2)


Fig. 30 Exact and estimated first component of state vector $x$ using wide-sense martingale approach (model problem 2)


Fig. 31 Exact and estimated fourth component of state vector $x$ using wide-sense martingale approach (model problem 2)

