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Abstract

The major bottleneck in state-of-the-art Linear Parameter Varying (LPV) subspace methods is the curse-of-dimensionality during the first regression step. In this paper, the origin of the curse-of-dimensionality is pinpointed and subsequently a novel method is proposed which does not suffer from this bottleneck. The problem is related to the LPV sub-Markov parameters. These have inherent structure and are dependent on each other. But state-of-the-art LPV subspace methods parametrize the LPV sub-Markov parameters independently. This means the inherent structure is not preserved in the parametrization. In turn this leads to a superfluous parametrization with the curse-of-dimensionality. The solution lies in using parametrizations which preserve the inherent structure sufficiently to avoid the curse-of-dimensionality. In this paper a novel method based on tensor regression is proposed. This novel method is named the Predictor-Based Tensor Regression method (PBTR). This method preserves the inherent structure sufficiently to avoid the curse-of-dimensionality. Simulation results show that PBTR has superior performance with respect to both state-of-the-art LPV subspace techniques and also non-convex techniques.
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1 Introduction

Identification problems can be seen as inverse problems. Given some observations and a model structure, they try to infer the values of the parameters characterizing the system. Better results can be obtained both by better observations and richer model structures. One way to obtain richer model structures, is to incorporate more structure of the underlying problem. For some systems this can be achieved by starting to use Linear Parameter Varying (LPV) model structures [11]. In this paper, we develop novel methods for Linear Parameter Varying (LPV) subspace identification.

LPV systems are a very useful subclass of non-linear systems. They are time-varying systems, but their dependence on time is strictly through a scheduling sequence. This system description is very useful for applications for which the scheduling sequence is known. Some application examples are wind turbines [5], [9], aircraft applications [1], batteries [25] and compressors [11]. Unlike descriptions of systems that are completely non-linear, there are control methodologies available for LPV systems which can guarantee stability and performance in the face of uncertainties [26]. These control methodologies of course require models of the system, which can be obtained from first principles approaches or from identification.

Our focus is on the development of novel LPV identification methods. More specifically, we allow for arbitrarily varying scheduling sequence. This class of systems also encompasses bilinear systems, where the scheduling sequence equals the inputs. Models can be obtained from experimental data by using identification methods. LPV Identification can be divided into global and local approaches. Global approaches perform only one identification experiment, while local approaches perform several experiments at fixed scheduling parameters and then interpolate. Therefore, they perform differently depending on the application [6], [22], [27]. In this paper only global approaches will be discussed. There are two major approaches to (global) LPV identification: the subspace approach and the Prediction Error (PE) approach. Both have received considerable attention in literature [2], [29], [31]. The advantage of subspace methods is that they produce state-space models which can
be directly used by the mainstream LPV control design methodologies [26]. This is advantageous, because transforming between input-output and state-space models in the LPV setting is non-trivial [29]. Another advantage is that subspace methods can extend naturally to Multiple Input Multiple Output (MIMO) and closed-loop systems. But they also have a major disadvantage: they suffer from the curse-of-dimensionality and yield unwieldy parameter counts [31]. There are several solutions proposed in literature. Some solutions are based on regularization, such as Tikhonov or Nuclear Norm regularization [31], [10]. Some other solutions are tailored towards scheduling sequences which are periodic [8], white noise [7] or piecewise constant [30]. However these solutions either only partially alleviate this bottleneck or only work for specific cases.

In this paper the origin of the curse-of-dimensionality of LPV subspace methods is pinpointed. It is shown that the curse-of-dimensionality appears when structure of the LPV sub-Markov parameters is not preserved in the parametrization. More specifically, not all the structure of the LPV sub-Markov parameters need to be preserved. This will be made clearly visible by reformulating the LPV data equation using tensors. Such a reformulation will be presented using the inner product of a structured LPV sub-Markov parameter tensor and a corresponding data tensor. Based on this insight, a novel method based on tensor regression [34], [24], [16] is proposed. Tensor regression is generally used in order to deal with curse-of-dimensionality, such as Magnetic Resonance Imaging (MRI) data [34]. Tensor arise naturally in several more applications such as facial recognition [32] and gait recognition [23], and preserving that structure can be highly beneficial [28]. The novel method preserves structure just sufficiently to avoid the curse-of-dimensionality. This method is named the Predictor-Based Tensor Regression method (PBTR). Simulation results show that this method has higher performance than both state-of-the-art (LPV subspace) methods and also other non-convex methods in the sense of variance accounted for.

In previous work, we presented variants of PBTR for both for LTI [14], [15] and LPV [13] systems. The novel LPV parametrization presented here, has been presented before in [13] using unnecessarily complicated matrices. In this paper we now present everything explicitly using tensor forms in order to greatly improve clarity on the true system, the parametrizations of several methods and the cause of the curse-of-dimensionality. These tensor forms are the inherent form for tensor regression. This also allows for a clear discussion of the design choices made with PBTR. Furthermore, we compare PBTR with existing non-convex methods, and present simulation results which show that PBTR can outperform them in terms of variance. We do remark that the formal proof to generalize these simulation results remains an open issue. This paper provides a complete and concise investigation of tensor regression for LPV subspace identification.

The outline of this paper is as follows. The basics of LPV subspace identification are discussed in the next section. Afterwards in Section 3, PBTR is presented together with its motivations. Simulations results are presented in Section 4. Finally the conclusions are presented.

2 LPV subspace identification

In this section, LPV subspace identification is reviewed. The focus will be on the work of [31] and [33].

An LPV system can be described by a discrete LPV state-space equation:

\[
\begin{align*}
x_{k+1} &= A(\mu_k)x_k + B(\mu_k)u_k + w_k \\
y_k &= C(\mu_k)x_k + D(\mu_k)u_k + v_k,
\end{align*}
\]

where \(x \in \mathbb{R}^n, u \in \mathbb{R}^r\) and \(y \in \mathbb{R}^q\) are the state, input and output vector variables. This description takes into account both process noise \(w\) and measurement noise \(v\). The subscript \(k\) indicates the sample number. The matrices \(A, B, C\) and \(D\) are the appropriately dimensioned state-space matrices. The scheduling sequence \(\mu_k\) is time-varying and affects the state-space matrices. We assume that the relation of the scheduling sequence to the state-space matrices is affine:

\[
A(\mu_k) = \sum_{i=1}^{m} \mu_k^{(i)} A^{(i)},
\]

and similarly for the other state-space matrices. The scalar \(\mu_k^{(i)}\) is defined as the \(k\)-th sample of the \(i\)-th scheduling parameter, and \(\mu_k^{(1)} = 1\). Additionally we assume in this paper that:

**Assumption 2.1** The scheduling sequence \(\mu_k\) is known.

For presentation reasons we also restrict ourselves to LPV systems whose output equations are independent of the scheduling sequence. We also omit \(D\) for presentation purposes. The extension to include \(D\) is straightforward.

For identification purposes, the innovation representation is commonly used [21]. This representation uses the innovation term \(e\) to describe the system. For our LPV system, the resulting expression becomes:

\[
\begin{align*}
x_{k+1} &= \sum_{i=1}^{m} \mu_k^{(i)} (A^{(i)} x_k + B^{(i)} u_k + R^{(i)} e_k) \\
y_k &= C x_k + e_k
\end{align*}
\]
This representation uses the properties of the Kalman filter.

If the system is closed-loop, then the inputs and noise are correlated due to the feedback. This causes open-loop identification methods to produce biased estimates. The state-of-the-art (LPV subspace) method presented in this section is a closed-loop method, and deals with the correlation between the input and noise by using a predictor-based representation of (3):

\[
\begin{align*}
\hat{x}_{k+1} &= \sum_{i=1}^{m} \mu_{k}^{(i)} \left( \hat{A}^{(i)} x_{k} + \hat{B}^{(i)} \begin{bmatrix} u_{k} \\ y_{k} \end{bmatrix} \right) \quad (4a) \\
y_{k} &= C x_{k} + e_{k}, \quad (4b)
\end{align*}
\]

where \( \hat{A}^{(i)} = A^{(i)} - K^{(i)} C \) and \( \hat{B}^{(i)} = [B^{(i)}, K^{(i)}] \). This representation has two nice properties. First, notice that now the innovation only appears at the output equation. Second, the equations now describe the observer error states and use the corresponding observer error dynamics \( \hat{A}^{(i)} = A^{(i)} - K^{(i)} C \). The observer error dynamics can be assumed to be uniformly exponentially stable [31], [5], [17], and hence the influence of the states at time \( k \) will decay with time. This can be exploited. It appears that if the LPV description (4) is (uniformly) exponentially stable, then it can be approximated arbitrarily well under the assumption that the effect of an initial state is exactly zero after some \( p \) time steps [18]. In other words: the current state can be arbitrarily well approximated by using the \( p \) past inputs and outputs without any (initial) states:

\[
\hat{x}_{k+p} \approx K^{p} Z_{k+p}, \quad (5)
\]

where \( K^{p} \) contains the (LPV sub-Markov) parameters and \( Z_{k} \) the effective (past input and output) data. In this factorization [31], the scheduling sequence is absorbed into \( Z \) and \( K^{p} \) is independent of the scheduling sequence. These two matrices will be defined explicitly later in this section. The output equation follows directly:

\[
y_{k+p} \approx C K^{p} Z_{k+p} + e_{k+p}, \quad (6)
\]

which is very useful for the first identification step because it directly allows for linear regression. Next, for completeness we present the parameter matrix \( C K^{p} \) and effective data matrix \( Z_{k} \).

The matrix \( C K^{p} \) contains the sub-Markov parameters and is independent of the scheduling sequence. Recall that the scheduling sequence is absorbed into \( Z_{k} \). The matrix \( C K^{p} \) is a function of the predictor-based state-space matrices:

\[
CK^p = [L_p, \ldots, L_1], \quad (7)
\]

where \( L_j \) contains all possible routes from inputs to outputs of length \((j+1)\):

\[
\begin{align*}
C_1 &= [\hat{B}^{(1)}, \ldots, \hat{B}^{(m)}] \quad (8a) \\
C_2 &= [\hat{A}^{(i)} C_1, \ldots, \hat{A}^{(i)} C_i] \quad (8b) \\
C_{i+1} &= [\hat{A}^{(i)} C_i, \ldots, \hat{A}^{(i)} C_i] \quad (8c) \\
L_j &= CC_j \quad (8d)
\end{align*}
\]

Notice that this definition is slightly different from [31] in the sense that we absorb the \( C \) matrix into \( L \).

During the first regression step of predictor-based methods, the matrix \( C K^{p} \) has to be estimated. But unlike in the LTI case, \( C K^{p} \) now has a very large number of elements:

\[
q = l(l + r) \sum_{j=1}^{p} m^j \quad (9)
\]

This creates a problem for linear regression because linear regression uses as much parameters as there are elements in \( C K^{p} \), namely \( q \). More specifically, state-of-the-art LPV subspace methods suffer from the curse-of-dimensionality:

**Definition 2.1** Identification methods suffer from the curse-of-dimensionality if their number of parameters scales exponentially with the past window \( p \).

The main contribution of this paper is a novel method which does not suffer from the curse-of-dimensionality and has good numeric properties.

The effective data matrix \( Z_{k} \) is:

\[
Z_{k} = N_{k-p}^{p} Z_{k}, \quad (10)
\]

where \( N_{k-p}^{p} \) contains the scheduling sequence and \( Z_{k} \) the input-output data relevant to \( y_{k} \). The matrix \( N_{k}^{p} \) is:

\[
N_{k}^{p} = \begin{bmatrix} P_{p|k} & 0 & \cdots & 0 \\
0 & P_{p-1|k+1} & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & P_{|k+p-1} \end{bmatrix}, \quad (11a)
\]

\[
P_{p|k} = \mu_{k+p-1} \otimes \cdots \otimes \mu_{k} \otimes I_{r+l}, \quad (11b)
\]

where \( \otimes \) is defined as the Kronecker product [4]. The matrix \( Z_{k} \) is:

\[
Z_{k} = \begin{bmatrix} z_{k-p} \\
\vdots \\
z_{k-1} \end{bmatrix}, \quad z_{k} = \begin{bmatrix} u_{k} \\
y_{k} \end{bmatrix} \quad (12)
\]
The general estimation procedure is as follows. First, the matrix $CK^p$ is estimated using the data-equation (6). Afterwards the estimate of $CK^p$ is used in order to choose a model order and obtain an estimate of the state sequence. Together with that estimate, the state-space matrices can be readily estimated [31].

The state-of-the-art (LPV subspace) method [31] follows these same steps, but additionally deploys a dual (or kernel) approach with Tikhonov regularization in the first step. Its regularization parameter is chosen using Generalized Cross Validation [12]. This reduces computational complexity and improves the quality of the estimate in most cases.

Alternatively, non-convex methods exist such as [20] and [33]. These methods directly parametrize the state-space matrices (3). The resulting parametrizations are polynomial and very sensitive to local minima. In order to somewhat ease this issue, most of these methods assume $K = 0$. In this paper PBTR is compared among others with the output-error method of [33].

In the next section, the novel representation and PBTR are presented.

3 Predictor-based Tensor Regression

The novel method, Predictor-based Tensor Regression, is presented in this section. First some general (tensor) regression expressions are presented. Afterwards we show that the LPV subspace identification problem contains structure that can be exploited. This can be done using tensor regression in order to avoid the curse-of-dimensionality. We show how the LPV sub-Markov parameters indeed form a parameter tensor. Then the parametrization of PBTR and its algorithm are presented.

3.1 General tensor regression expressions

We first present some general (tensor regression) expressions.

Define $[M]_{i,j}$ as the entry of $M$ at row $i$ and column $j$. Let $[M]_{i,j}$ and $[M]_{i}$ respectively be a column and row vector. For a two-by-two matrix $M$:

$$M = \begin{bmatrix} [M]_{1,1} & [M]_{1,2} \\ [M]_{2,1} & [M]_{2,2} \end{bmatrix} = \begin{bmatrix} [M]_{1,1} \\ [M]_{2,1} \end{bmatrix} \begin{bmatrix} [M]_{1,2} \\ [M]_{2,2} \end{bmatrix}$$

For both row and column vectors, define $[v]_i$ as the $i$-th entry of $v$.

We define an operator to form tensors from a set of vectors, like in [34]. Let $\beta$ represent a vector with size $d_1$-by-1. Then the outer product $\beta_1 \circ \beta_2 \circ \cdots \circ \beta_D$ is a tensor of size $R^{d_1,d_2,\ldots,d_D}$ with entries:

$$[\beta_1 \circ \cdots \circ \beta_D]_{i_1,\ldots,i_D} = \prod_{d=1}^D [\beta_d]_{i_d}$$

A tensor can be represented in several forms. For the use of tensor regression, the most natural form is the rank-$R$ decomposition [34] (or CANonical DEComposition/PARAllel FACtors in psychometrics [19]). This decomposition decomposes a tensor into the sum of exactly $R$ outer products. For example consider a tensor $T$ with $D$ dimensions. This tensor can then be rank-$R$ decomposed into:

$$T = \sum_{r=1}^R \beta^{(r)}_1 \circ \beta^{(r)}_2 \circ \cdots \circ \beta^{(r)}_D,$$

where the $\beta^{(r)}_i$ represent vectors and $\circ$ is the outer product [34] which turns vectors into a tensor. The subscript indicates the vector group, and the superscript indicates which individual vector to take. There are in total $R$ times $D$ vectors.

In the succeeding subsections, the structure of the LPV subspace problem and PBTR are presented explicitly and in tensor form.

3.2 The highly-structured parameter tensor

In this subsection we use the LPV sub-Markov parameters to build a highly-structured parameter tensor. We present this tensor in rank-$R$ decomposition form, such that tensor regression can be directly applied. This will allow for a clear view on the parametrization of PBTR and why it is sufficient to avoid the curse-of-dimensionality.

We present the structure of the LPV sub-Markov parameters explicitly in tensor form. For this purpose, consider the LPV sub-Markov parameters:

$$CK^p = [L_p, L_{p-1}, \ldots, L_1]$$

For presentation purposes, consider the part:

$$L_2 = C[\tilde{A}^{(1)} B^{(1)}, \tilde{A}^{(1)} B^{(2)}, \tilde{A}^{(2)} B^{(1)}, \ldots, \tilde{A}^{(m)} B^{(m)}]$$

Notice that there is structure present. This structure becomes more apparent if we re-organize the parameters to:

$$\tilde{L}_2 = \begin{bmatrix} C\tilde{A}^{(1)} B^{(1)} & C\tilde{A}^{(1)} B^{(2)} & \cdots & C\tilde{A}^{(1)} B^{(m)} \\ \vdots & \vdots & \ddots & \vdots \\ C\tilde{A}^{(m)} B^{(1)} & C\tilde{A}^{(m)} B^{(2)} & \cdots & C\tilde{A}^{(m)} B^{(m)} \end{bmatrix},$$

where $\tilde{A}$ and $\tilde{B}$ are the estimated matrices.
or even more clear:

\[
\tilde{\mathcal{L}}_2 = \begin{bmatrix}
C_1\tilde{A}^{(1)} \\
C_1\tilde{A}^{(2)} \\
\vdots \\
C_1\tilde{A}^{(m)}
\end{bmatrix} \begin{bmatrix}
\bar{B}^{(1)} \\
\bar{B}^{(2)} \\
\vdots \\
\bar{B}^{(m)}
\end{bmatrix},
\]

where the reorganization changed the size from \(l\times(l+r)^2\) to \(lm\times(l+r)m\).

However, this description using matrix products is not directly suitable for tensor regression. For that reason we now move towards a rank-\(R\) decomposition form, which is a sum of outer products of vectors. First we solve this problem for one output \(C_1\) and one effective input \(\bar{B}_1\). Equation (17) then becomes:

\[
\tilde{\mathcal{L}}^{1,1}_2 = \begin{bmatrix}
C_1\tilde{A}^{(1)} \\
C_1\tilde{A}^{(2)} \\
\vdots \\
C_1\tilde{A}^{(m)}
\end{bmatrix} \begin{bmatrix}
\bar{B}_1^{(1)} \\
\bar{B}_1^{(2)} \\
\vdots \\
\bar{B}_1^{(m)}
\end{bmatrix},
\] (18)

Then we can rewrite the equation above by splitting out every single summation inside the matrix multiplications:

\[
\tilde{\mathcal{L}}^{1,1}_2 = \sum_{i=1}^n \sum_{j=1}^n \begin{bmatrix}
[C_1]_i [\tilde{A}^{(1)}]_{i,j} \\
[C_1]_i [\tilde{A}^{(2)}]_{i,j} \\
\vdots \\
[C_1]_i [\tilde{A}^{(m)}]_{i,j}
\end{bmatrix} \begin{bmatrix}
[\bar{B}_1^{(1)}]_{j} \\
[\bar{B}_1^{(2)}]_{j} \\
\vdots \\
[\bar{B}_1^{(m)}]_{j}
\end{bmatrix},
\]

or using the fact that \([C_1]_i\) is scalar:

\[
\tilde{\mathcal{L}}^{1,1}_2 = \sum_{i=1}^n \sum_{j=1}^n [C_1]_i \begin{bmatrix}
[\tilde{A}^{(1)}]_{i,j} \\
[\tilde{A}^{(2)}]_{i,j} \\
\vdots \\
[\tilde{A}^{(m)}]_{i,j}
\end{bmatrix} \begin{bmatrix}
[\bar{B}_1^{(1)}]_{j} \\
[\bar{B}_1^{(2)}]_{j} \\
\vdots \\
[\bar{B}_1^{(m)}]_{j}
\end{bmatrix},
\]

(20)

Now there are just products of vectors instead of products of matrices. Hence, we can set up the following rank-\(R\) decomposition:

\[
\tilde{\mathcal{L}}^{1,1}_2 = \sum_{i=1}^n \sum_{j=1}^n \tilde{v}_1^{(i)} \circ \tilde{v}_2^{(i,j)} \circ \tilde{v}_3^{(j)},
\] (21)

where we have:

\[
\tilde{v}_1^{(i)} = [C]_{1,i}, \tilde{v}_2^{(i,j)} = \begin{bmatrix}
[\tilde{A}^{(1)}]_{i,j} \\
[\tilde{A}^{(2)}]_{i,j} \\
[\tilde{A}^{(m)}]_{i,j}
\end{bmatrix}, \tilde{v}_3^{(j)} = \begin{bmatrix}
[\bar{B}_1^{(1)}]_{j} \\
[\bar{B}_1^{(2)}]_{j} \\
[\bar{B}_1^{(m)}]_{j}
\end{bmatrix},
\]

where tildes have been used to indicate definitions which are only valid for the single output and single effective input case (18).

Now we can extend to the case of a full \(C\) matrix. This is done by redefining \(v_1^{(i)}\). While previously it was a scalar, we now turn it into a vector. The resulting outer product becomes three-dimensional. Simply define:

\[
v_1^{(i)} = [C]_{1,i} \tag{22}
\]

Now we can extend to the case of a full \(\bar{B}\) matrix as well. This is more involved, because we already had a vector group devoted to \(\bar{B}_1\). The solution is to devote two vector groups to \(\bar{B}\). First, we define \(v_3\) to incorporate the entire \(\bar{B}\) matrix. This requires another superscript index \(\kappa\):

\[
v_3^{(j,\kappa)} = \begin{bmatrix}
[\bar{B}_1^{(1)}]_{j,\kappa} \\
[\bar{B}_1^{(2)}]_{j,\kappa} \\
\vdots \\
[\bar{B}_1^{(m)}]_{j,\kappa}
\end{bmatrix}, \tag{23}
\]

Notice that previously \(\kappa\) was fixed at one. Also notice that \(j\) cycles the states, and \(\kappa\) cycles the width of \(\bar{B}^{(#)}\). We want to map this added complexity on a new dimension. For that purpose, we define \(v_4\) as:

\[
v_4^{(\kappa)} = \begin{bmatrix}
\hat{0}_{\kappa-1} \\
1 \\
\hat{0}_{(l+r)-\kappa}
\end{bmatrix} \tag{24}
\]

If we then use:

\[
\tilde{\mathcal{L}}_2 = \sum_{i=1}^n \sum_{j=1}^n \sum_{k=1}^{l+r} v_1^{(i)} \circ v_2^{(i,j)} \circ v_3^{(j,\kappa)} \circ v_4^{(\kappa)}, \tag{25}
\]

we obtain a \(\mathcal{R}^{l,m,m,l+r}\) tensor where the last dimension cycles over the width of \(\bar{B}^{(#)}\). That is, \(\tilde{\mathcal{L}}_2\) corresponds to the \(i\)-th column of all \(\bar{B}^{(#)}\). Notice that \(\tilde{\mathcal{L}}_2\) and \(\mathcal{L}_2\) have the same entries, but in different positions. Basically, we reorganized \(\mathcal{L}_2\) into \(\tilde{\mathcal{L}}_2\) in order to make it suitable for rank-\(R\) decomposition and tensor regression.

The resulting expression (25) is valid for any LPV system, but describes only the LPV sub-Markov parameters in \(\tilde{\mathcal{L}}_2\). Hence, we need to extend this formulation...
to capture all the LPV sub-Markov parameters. Before searching for an expression containing all the LPV sub-Markov parameters, we first investigate an expression containing the LPV sub-Markov parameters of $L_p$. Its added complexity is the appearance of multiple $\bar{A}$ within every product. We accommodate this complexity by using multiple $v_2$, one for each appearance of $\bar{A}$ within every product:

$$L_2 = \sum_{i,j} \sum_{k=1}^{L+1} v_1^{(i)} \circ v_2^{(i,j)} \circ v_2^{(j,k)} \circ v_2^{(k)}$$

$$L_p = \sum_{i,j,d_1,d_2,...,d_{p-2}}^{L+1} v_1^{(i,d_1)} \circ v_2^{(j,d_2)} \circ \ldots \circ v_2^{(\delta_{-2,j})} \circ v_2^{(j,k)} \circ v_2^{(k)}$$

where $L_p$ is a $R^{l,m,m,...,m,l+p}$ tensor. Notice that the superscripts continue to form a chain link $(i, d_1), (d_1, d_2)$ etc. This is a result of the underlying matrix multiplications, as was explained for \ref{eq:tensor}.

The following step is to define a single tensor which contains all the LPV sub-Markov parameters. This requires the stacking of all $L_p$. These will be stacked over a new dimension, which runs from 1 to $p$ and has index $p$. So $L_1$ will be at the first index and so forth. However, the tensors $L_p$ do not have equal size. The solution is to make all these tensors the same size. For this purpose, consider the first product of the first $L_2$:
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3.3 Parametrizations

In this subsection, we present the parametrization of PBTR and compare it to the parametrization of state-of-the-art methods. We show which pieces of structure are ignored where, and what causes the curse-of-dimensionality to appear.

Consider the LPV predictor-based data equation:

\[ y_k \approx CK^pZ_k + c_k \]  

(31)

This equation is parametrized by state-of-the-art LPV subspace methods element-wise as:

\[ \hat{y}_k(\theta) = [CK^p](\theta)Z_k \]  

(32)

As a result, the parameter count of state-of-the-art LPV subspace methods is equal to the number of entries in \( CK^p \). Because this number scales exponentially with the past window \( p \), these methods suffer from the curse-of-dimensionality.

The PBTR is a tensor regression method, therefore we present a novel rewritten LPV data equation which is more suitable for tensor regression. This data equation uses the inner product of the parameter tensor \( \tilde{L} \) (Definition 3.2) and appropriate data tensor \( \tilde{Z}_k \). This appropriate data tensor is a reorganization of \( Z_k \) which matches the reorganization of \( CK^p \) into \( \tilde{L} \), where the data corresponding to duplicate parameters are scaled down. This tensor-form LPV data equation is:

\[ y_k \approx \langle \tilde{L}, \tilde{Z}_k \rangle + c_k, \]  

(33)

where the inner product is redefined in order to deal with multiple outputs:

**Definition 3.3** Consider the inner product of two tensors: \( \langle T,U \rangle \). Normally this requires \( T \) and \( U \) to have equal size. But in order to deal with multiple outputs, we extend the definition of this operator as follows. Let \( T \in R^{l_1,\ldots,l_N} \) and \( U \in R^{d_1,\ldots,d_N} \). Then their inner product exists and equals:

\[ \langle T,U \rangle = \begin{bmatrix} \langle T_1,U \rangle \\ \vdots \\ \langle T_l,U \rangle \end{bmatrix}, \]  

(34)

where \( T_i \in R^{d_1,\ldots,d_N} \) is an appropriate part of \( T \).

The parametrization of PBTR is a tensor regression parametrization, and as a result multi-linear in nature. Additionally, the parametrization revolves around the predictor-based state-space matrices. It can then be written as:

\[
\begin{align*}
\tilde{L}(\theta) &= \sum_{p} \tilde{L}_p(\theta) \circ \begin{bmatrix} 0_{p-1} \\ 1 \\ 0_{p-p} \end{bmatrix} \\
\tilde{L}_p(\theta) &= \sum_{i,j,\delta_1,\ldots,\delta_{p-2}} v_1^{(1)}(\theta_1) \circ v_2^{(2,1)}(\theta_2,1) \circ \ldots \\
&\circ v_2^{(\delta_2-2,j)}(\theta_2,p-1) \circ v_3^{(j,k)}(\theta_3) \circ v_4^{(k)} \\
\tilde{L}_{p-1}(\theta) &= \sum_{i,j,\delta_1,\ldots,\delta_{p-2}} v_1^{(i)}(\theta_1) \circ v_2^{(i,\delta_1)}(\theta_2,1) \circ \ldots \\
&\circ [I]_{\delta_2-2,i} \circ v_3^{(i,k)}(\theta_3) \circ v_4^{(k)}
\end{align*}
\]  

(35)

where each individual vector is parametrized element-wise. The sizes of the parameter group are as follows. The \( \theta_1 \) has \( ln \) parameters, \( \theta_2,1 \) has \( n^2m \) parameters for all \( i \in \{1,\ldots,p-1\} \), and \( \theta_3 \) has \( (l+r)nm \) parameters. Notice that this parametrization is not a direct parametrization in the LPV predictor-based state-space matrices (4), because the \( A^{(i)} \) are spuriously parametrized in order to obtain a multi-linear parametrization. Notice that PBTR exploits more structure than the state-of-the-art LPV subspace methods do and does not suffer from the curse-of-dimensionality.

It is also possible to use the polynomial non-convex method [33], which enforces available structure by directly parametrizing the regular state-space matrices. Notice that this method does not have a second estimation step. This method also does not suffer from the curse-of-dimensionality, and the surplus enforced structure slightly further reduces the parameter count. Notice that both PBTR and the polynomial non-convex method have a non-convex parametrization. Therefore they require an initial estimate (including a model or data tensor exists and equals:

\[ \langle T,U \rangle = \begin{bmatrix} \langle T_1,U \rangle \\ \vdots \\ \langle T_l,U \rangle \end{bmatrix}, \]  

(34)

where \( T_i \in R^{d_1,\ldots,d_N} \) is an appropriate part of \( T \).

The parametrization of PBTR is a tensor regression parametrization, and as a result multi-linear in nature. Additionally, the parametrization revolves around the

predictor-based state-space matrices. It can then be written as:

\[
\begin{align*}
\tilde{L}(\theta) &= \sum_{p} \tilde{L}_p(\theta) \circ \begin{bmatrix} 0_{p-1} \\ 1 \\ 0_{p-p} \end{bmatrix} \\
\tilde{L}_p(\theta) &= \sum_{i,j,\delta_1,\ldots,\delta_{p-2}} v_1^{(1)}(\theta_1) \circ v_2^{(2,1)}(\theta_2,1) \circ \ldots \\
&\circ v_2^{(\delta_2-2,j)}(\theta_2,p-1) \circ v_3^{(j,k)}(\theta_3) \circ v_4^{(k)} \\
\tilde{L}_{p-1}(\theta) &= \sum_{i,j,\delta_1,\ldots,\delta_{p-2}} v_1^{(i)}(\theta_1) \circ v_2^{(i,\delta_1)}(\theta_2,1) \circ \ldots \\
&\circ [I]_{\delta_2-2,i} \circ v_3^{(i,k)}(\theta_3) \circ v_4^{(k)}
\end{align*}
\]  

(35)

where each individual vector is parametrized element-wise. The sizes of the parameter group are as follows. The \( \theta_1 \) has \( ln \) parameters, \( \theta_2,1 \) has \( n^2m \) parameters for all \( i \in \{1,\ldots,p-1\} \), and \( \theta_3 \) has \( (l+r)nm \) parameters. Notice that this parametrization is not a direct parametrization in the LPV predictor-based state-space matrices (4), because the \( A^{(i)} \) are spuriously parametrized in order to obtain a multi-linear parametrization. Notice that PBTR exploits more structure than the state-of-the-art LPV subspace methods do and does not suffer from the curse-of-dimensionality.
The results presented in this paper are based on 100 Monte Carlo simulations. For every Monte Carlo simulation different realizations of both the input and the innovation vector were used. During every Monte Carlo simulation, first estimates of the state-space matrices are obtained from both the unregularized and the regularized variant of the LPV subspace method [31]. Then the estimate of the regularized variant is used as an initial estimate for the non-convex methods: PBTR and the method of [33]. It is worth noting that we do not consider the prediction error variant of the method of [33], because the authors indicated that that variant performs badly. The variant that we do use, fixes the parameters of $K$ to zero in order to somewhat relieve its involved parametrization. All methods are provided with the system order $n$, which is assumed to be known, and the information that $D = 0$ and $C$ is LTI.

We also present the following settings which are the same for every case. The matrix $K_i$ for $i = \{1, \ldots, m\}$ is obtained from the Discrete Algebraic Ricatti Equation (DARE) with $A^{(i)}$, $C$ and identity covariance of the concatenated process and measurement noise. Every signal of the input vector $u_k$ and innovation vector $e_k$ is white noise. The data size $N$ is chosen as 200, and both the past window $p$ and the future window $f$ are 6.

The quality of the estimates is evaluated by investigating the Variance Accounted For (VAF) on a validation data set different from the one used for identification, in the sense that different realizations of both the input and the innovation vector are used. The VAF for single-output systems is defined as [31]:

$$VAF(\hat{y}_k, \bar{y}_k) = \max \left\{ 1 - \frac{\text{var}(\hat{y}_k - \bar{y}_k)}{\text{var}(\bar{y}_k)} , 0 \right\} \times 100\%$$

Notice that the noise-free simulated output of the system can be used when evaluating the VAF, because the data is obtained from simulations. This allows the VAF to reach 100% when the model is equal to the true system modulo global state-coordinate transformations, such that the analysis becomes more clear. The noise-free (simulated) output of the system is denoted as $\bar{y}_k$. Similarly, $\hat{y}_k$ is used for the noise-free (simulated) model output. The $\text{var}(*)$ operator denotes the variance.

In the case that a non-convex method produces an estimate with an identification data VAF less than half the identification data VAF of the initial estimate, the refined estimate is rejected and substituted directly by the initial estimate. This is possible, because the identification data is available during estimation. Notice that this does not prevent local minima, but merely serves to reject poor optimization results.

The cases and their results are presented in the following subsection. A parameter count investigation is performed.

### 3.4 Algorithm

**Algorithm 3.1 The PBTR**

Define the cost function of PBTR as:

$$V_N(\theta) = \sum_{k=1}^{N} (y_k - \hat{y}_k(\theta))^{T}(y_k - \hat{y}_k(\theta)),$$  \hspace{1cm} (36a)

$$\hat{y}_k = <\bar{L}(\theta), \bar{Z}_k>$$  \hspace{1cm} (36b)

where $\hat{y}_k$ is the model output, $\bar{L}(\theta)$ is defined in (35) and $\bar{Z}_k$ is defined in the previous subsection. This is a multi-linear parametrization in the predictor-based state-space matrices with additional structure. It is possible to obtain a consistent estimate of all $\theta$ using multi-linear optimization [34], for cases where equation (6) is not an approximation but an equality. This can be done using Alternating Least Squares [34] or MATLAB’s ‘fmin’ command. Notice that the only indeterminacy is modulo global state-coordinate transformation, which is common. After obtaining an estimate of $\bar{L}$, an estimate of $CK^p$ can be directly and one-to-one constructed. The succeeding steps follow the same methodology as other predictor-based subspace methods as presented in Section 2.

This concludes the section on PBTR. In the next section, the simulation results are presented.

### 4 Simulations

In this section simulation results are presented in order to compare PBTR with state-of-the-art methods for several cases in terms of bias, variance and parameter count.

#### 4.1 Simulation settings

In this subsection, the general simulation settings and some definitions are presented.
formed in the last subsection.

### 4.2 Simulation results Case 1

This case uses the following LPV state-space system (3):

\[
A(1), A(2) = \begin{bmatrix}
3/20 & -3/60 \\
-1/6 & -1/30
\end{bmatrix},
\]

\[
B(1), B(2) = \begin{bmatrix}
1 & 0.2 \\
0 & 0.2
\end{bmatrix}, C = \begin{bmatrix}
1 & 0
\end{bmatrix},
\]

and the Signal-to-Noise Ratio (SNR) is 1. The remaining settings are as described in Subsection 4.1. The system is evaluated at two different affine scheduling sequences with:

\[
\mu_k^{(2)} = \cos(2\pi k \Pi / N)/2 + 0.2,
\]

where \(\Pi = 20\) for the first and \(\Pi = 4\) for the second scheduling sequence.

**Table 2**

<table>
<thead>
<tr>
<th>Scheduling</th>
<th>Method</th>
<th>VAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Pi = 20)</td>
<td>LPV-PBSID opt (kernel)</td>
<td>95.8</td>
</tr>
<tr>
<td></td>
<td>Reg. LPV-PBSID opt (kernel)</td>
<td>96.6</td>
</tr>
<tr>
<td></td>
<td>PBTR</td>
<td>98.0</td>
</tr>
<tr>
<td></td>
<td>Polynomial non-convex method</td>
<td>96.5</td>
</tr>
<tr>
<td>(\Pi = 4)</td>
<td>LPV-PBSID opt (kernel)</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Reg. LPV-PBSID opt (kernel)</td>
<td>97.0</td>
</tr>
<tr>
<td></td>
<td>PBTR</td>
<td>98.1</td>
</tr>
<tr>
<td></td>
<td>Polynomial non-convex method</td>
<td>96.7</td>
</tr>
</tbody>
</table>

From the results of Table 2 it can be seen that PBTR has superior VAF in comparison to the other methods. The other (polynomial) non-convex method has comparable VAF to state-of-the-art LPV subspace method. Furthermore, the VAF of the unregularized variant of the state-of-the-art LPV subspace method appears to vary considerably with the scheduling sequence. These results are further supported by Fig. 1 and 2.

### 4.3 Simulation results Case 2

This case uses the following LPV state-space system (3):

\[
A(1), A(2), A(3) = \begin{bmatrix}
1/15 & 1/15 & 1/30 & -1/60 & 29/435 & 2/81 \\
0 & -1/6 & -1/60 & 3/20 & 1/81 & 52/105
\end{bmatrix},
\]

\[
B(1), B(2), B(3) = \begin{bmatrix}
1 & 0.2 & 0.2 \\
0 & 0.2 & -0.2
\end{bmatrix}, C = \begin{bmatrix}
1 & 0
\end{bmatrix},
\]

and the Signal-to-Noise Ratio (SNR) is 2. The remaining settings are as described in Subsection 4.1. The system is evaluated at two different affine scheduling sequences with:

\[
\mu_k^{(2)} = \cos(2\pi k \Pi / N)/2 + 0.2
\]

\[
\mu_k^{(3)} = \cos(2\pi k \Pi / 2.5N + 0.5\pi)/3,
\]

where \(\Pi = 20\) for the first and \(\Pi = 4\) for the second scheduling sequence.

**Table 3**

<table>
<thead>
<tr>
<th>Scheduling</th>
<th>Method</th>
<th>VAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Pi = 20)</td>
<td>LPV-PBSID opt (kernel)</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Reg. LPV-PBSID opt (kernel)</td>
<td>97.4</td>
</tr>
<tr>
<td></td>
<td>PBTR</td>
<td>98.4</td>
</tr>
<tr>
<td></td>
<td>Polynomial non-convex method</td>
<td>97.6</td>
</tr>
<tr>
<td>(\Pi = 4)</td>
<td>LPV-PBSID opt (kernel)</td>
<td>7.3</td>
</tr>
<tr>
<td></td>
<td>Reg. LPV-PBSID opt (kernel)</td>
<td>97.7</td>
</tr>
<tr>
<td></td>
<td>PBTR</td>
<td>98.4</td>
</tr>
<tr>
<td></td>
<td>Polynomial non-convex method</td>
<td>97.6</td>
</tr>
</tbody>
</table>

From the results of Table 3 it can be seen that PBTR has superior VAF in comparison to the other methods.
Fig. 3. Boxplots of the VAF results of Case 2 for the evaluated methods at scheduling sequence 1. The methods are: 1. Reg. LPV-PBSID\textsuperscript{opt}, 2. PBTR, 3. Polynomial method.

Fig. 4. Boxplots of the VAF results of Case 2 for the evaluated methods at the scheduling sequence 2. The methods are: 1. Reg. LPV-PBSID\textsuperscript{opt}, 2. PBTR, 3. Polynomial method.

The other (polynomial) non-convex method has comparable VAF to state-of-the-art LPV subspace method. Furthermore, the VAF of the unregularized variant of the state-of-the-art LPV subspace method appears to vary considerably with the scheduling sequence. These results are further supported by Fig. 3 and 4.

4.4 Simulation results Case 3

This case uses the following LPV state-space system (3):

$$[A^{(1)}, A^{(2)}] = \begin{bmatrix}
-\frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} \\
-\frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20} & \frac{1}{20}
\end{bmatrix},$$

$$[B^{(1)}, B^{(2)}] = \begin{bmatrix}
1 & 0 & 0.2 \\
0 & 0.2 & 0 \\
0 & 0.2 & 0
\end{bmatrix},$$

and the Signal-to-Noise Ratio (SNR) is 0.5. The remaining settings are as described in Subsection 4.1. The system is evaluated at the affine scheduling sequence with:

$$\mu_k^{(2)} = \cos(2\pi k \frac{20}{N})/2 + 0.2,$$

Table 4

<table>
<thead>
<tr>
<th>Method</th>
<th>VAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPV-PBSID\textsuperscript{opt} (kernel)</td>
<td>81</td>
</tr>
<tr>
<td>Reg. LPV-PBSID\textsuperscript{opt} (kernel)</td>
<td>85.1</td>
</tr>
<tr>
<td>PBTR</td>
<td>90.8</td>
</tr>
<tr>
<td>Polynomial non-convex method</td>
<td>80.9</td>
</tr>
</tbody>
</table>

Fig. 5. Boxplots of the VAF results of Case 3 for the evaluated methods. The methods are: 1. Reg. LPV-PBSID\textsuperscript{opt}, 2. PBTR, 3. Polynomial method.

From the results of Table 4 it can be seen that PBTR has superior VAF in comparison to the other methods. The other (polynomial) non-convex method however fails to refine the initial estimates supplied by the state-of-the-art LPV subspace method. These results are supported by Fig. 5.

4.5 Parameter counts

The parameter counts of the evaluated methods for Cases 1 and 2 are presented in Table 5. It is visible that the PBTR has a parameter count roughly in between the state-of-the-art LPV subspace methods and the polynomial non-convex method. The PBTR does not suffer from the curse-of-dimensionality, while also having a superior performance in terms of VAF as shown in the previous subsections.

5 Conclusions

In this paper a novel method for LPV identification was presented, which is named PBTR. The benefit of PBTR over state-of-the-art LPV subspace methods is that it does not suffer from the curse-of-dimensionality. This was achieved by first pinpointing the origin of the curse-of-dimensionality, which appeared to be the ignoring of inherent structure of the LPV sub-Markov parameters,
and then using tensor regression to prevent it. This does make PBTR a non-convex method. The difference of PBTR with other non-convex methods is that it uses tensor regression to exploit only the structure necessary to avoid the curse-of-dimensionality. Though the formal proof remains an open issue, simulation results show that PBTR has better performance with respect to state-of-the-art LPV subspace techniques and non-convex techniques by looking at the variance.
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Table 5

**Comparison of the parameter counts for the (first) estimation step for some cases**

<table>
<thead>
<tr>
<th>Method</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPV-PBSID$_{opt}$ (primal)</td>
<td>252</td>
<td>2184</td>
</tr>
<tr>
<td>LPV-PBSID$_{opt}$ (dual)</td>
<td>188</td>
<td>188</td>
</tr>
<tr>
<td>PBTR (with free parametrization)</td>
<td>50</td>
<td>74</td>
</tr>
<tr>
<td>Polynomial method</td>
<td>18</td>
<td>26</td>
</tr>
</tbody>
</table>


