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Abstract

Augmented Reality has the potential to expand our
interaction with our surrounding environment. A
potential solution to improve this interactability
is Visible Light Communication through blinking
Light Emitting Diodes (LEDs). Data is encoded
and then transmitted by blinking the LED, a smart-
phone camera is then pointed at the LED to de-
code the message from the blinking light. The light
must blink at a high enough frequency, otherwise
the blinking LED causes flicker which has negative
health risks. In this research, an experiment is con-
ducted to check the viability of this technology, by
transmitting a message to multiple phones with dif-
ferent recording frame rates and checking whether
the technology functions adequately for each frame
rate. The viability is checked through multiple fac-
tors, with the most important one being flicker, due
to the negative health risks. If there is no flicker, the
throughput of the LED at that frame rate and blink-
ing frequency is checked at multiple distances. The
results show that only the highest recording frame
rate used in the experiment is viable and that the
ones below all cause flicker. This makes it hard to
consider the technology viable, due to it only func-
tioning on a limited amount of smartphones.

1 Introduction
Augmented Reality (AR) has the potential to expand our in-
teraction with our surrounding environment. An example of
this is Google Maps AR [6], which overlays the navigation
route on to the real physical world. This improvement of in-
teractability can enhance daily life, by making information
access a lot easier. However, current day devices that support
AR technologies treat appliances that can be encountered in
daily life as non-interactive objects. This can be changed by
using Visual Light Communication (VLC) methods, like tag-
ging these devices with tags such as ARTags [2] or Quick
Response (QR) codes [3] (Figure 1). However, these are ob-
trusive, do not naturally occur on these devices and thus have
to be added onto the appliance. Studies [1], [9], [15] have
shown that VLC can be done in a less obtrusive way, making
appliances interactable through Light Emitting Diode (LED)
lights on these appliances. LEDs are pervasive on daily life
appliances which makes them a great candidate for the im-
provement of AR interactability. Data is encoded and then
transmitted by rapidly blinking an LED light, a phone camera
can then be pointed at this rapidly blinking light and informa-
tion will appear on the phone screen in an AR environment.

There is, however, a problem with this system. The light
must blink fast enough that the phone camera can pick it up,
while the human eye should not be able to notice. If the light
blinks too slowly, the human eye will see the flashing and
this will result in flicker, which has negative health impli-
cations [10], [13]. Studies on this topic like LightAnchors
[1] and InfoLED [15] have only tested cameras with a high
video recording frame rate (120 and 240 Frames Per Second

Figure 1: Example of QR codes and AR, showing a full 3D model
of the camera [3].

(FPS)), which allows for the light to blink unnoticeably fast
while transmitting data at a sufficient speed. GLITTER [9]
has also studied the subject, however GLITTER uses a low
recording frame rate camera of 60 FPS, which does not allow
for the light to blink unnoticeably fast, thus having potential
health risks. With this in mind the choice is made to not com-
pare the results of this project with those from GLITTER [9].
Section 3 explains further why the focus of this project lies
with LightAnchors [1] and InfoLED [15].

The goal of this paper is to find out whether blinking LEDs
are a viable solution to AR interactability improvement. By
testing if data can be transmitted from LED to camera on a
wide ride range of smartphones with high recording frame
rate cameras to low recording frame rate cameras, at a high
enough data rate, at a practical viewing distance, without
causing flicker. With binary transmission the light blinking
rate is limited to the cameras frame rate. This may cause
problems with cameras that can only film up to 60 FPS, be-
cause according to [10] the threshold for humans to notice
flicker lies between 60 and 90 Hz and according to [13] as
well, any flashing between 3 Hz and 70 Hz (flicker) can
have negative health implications. Therefore, any blinking
between or up to these frequencies could be potentially dan-
gerous.

Everything is presented in the following structure. Section
2 lays out the methodology. Section 3 presents the contribu-
tion of this paper. Section 4 explains how the experiment is
set up and done. Section 5 lays out the results from the ex-
periment. Section 6 outlines the ethical aspects involved in
this project. Section 7 discusses and reflects upon the project.
Finally, Section 8 concludes the paper and presents potential
future work.

2 Methodology
This research tests whether the work done by [1] and [15]
is applicable to a broader spectrum of smartphones. How-
ever, before the experiment can be conducted, some methods
and concepts that are used in this work have to be explained.
These are: On-Off Keying (OOK), Manchester Code and why
flicker should be avoided.

On-Off Keying: This is the modulation method used to
encode the data and was also used by LightAnchors [1] and
InfoLED [15]. OOK is a simple form of modulation that is
done by changing the amplitude of the signal. This is then
combined with binary transmission to encode a message and
transmit it from the blinking LED. Simply said, if the ampli-



tude is low then this represents a binary ‘0’ and if the ampli-
tude is high this represents a binary ‘1’. A visual representa-
tion of this can be found in Figure 2. For the blinking LED,
this then translates to light off representing ‘0’ and light on
representing ‘1’. This would be binary OOK without Manch-
ester Code. The inclusion of that is explained in the next part.

Figure 2: How the receiver detects the LED being ‘On’ and ‘Off’.

Manchester Code: For Manchester Code, instead of rep-
resenting ‘0’ and ‘1’ as a low edge and a high edge in the
amplitude, the transition from low to high and high to low is
used. There are two ways of interpreting these changes as ‘0’
and ‘1’, but for this paper low to high is used for ‘0’ and high
to low is used for ‘1’. This then translates to LED off to on
being ‘0’ and LED on to off being ‘1’. A visual representa-
tion of this can be found in Figure 3. Manchester Code was
also used in the work of [15] to encode the data.

Figure 3: Two methods of Manchester Code, this paper uses first
method [8].

There are advantages and disadvantages to using Manch-
ester Code with blinking LEDs. The advantage is that OOK
with Manchester Code will always have a minimum blinking
frequency, while OOK without it could have an extended up-
per or lower edge, this is a repeated sequence of ’1111...’ or
’0000...’. An extended edge can lower the blinking frequency
and increase the risk of flicker, due the the light being on
and off for longer, thus lowering the blinking frequency. The

disadvantage of this, is that this halves the data rate of the
blinked LED, due to having to use two flashes of the light to
encode one bit of data. However, for this research the choice
was made to use OOK with Manchester Code, due to flicker
prevention being an important factor, which is explained in
the next part.

Flicker: Visual flicker is when a light source blinks at a
certain frequency where it is noticeable by humans, but the
brain can not process what is happening. This occurs in a
range from 5 Hz to 60 or 70 Hz, and for some individuals
even up to 90 Hz [10], [13]. This can have negative health
effects such as headaches, nausea, eye strain, reduced visual
performance and more [10]. Flicker can be especially en-
dangering towards individuals with photosensitive epilepsy.
According to [10], seizures can be triggered by blinking up
to 70 Hz, with 15 to 20 Hz being the most sensitive area. Due
to these health risks the choice was made to use Manchester
Code to have a minimum blinking frequency. If the minimum
blinking frequency is outside of this range, flicker should be
avoidable.

3 Contribution
What must also be laid out before the experiment can be
conducted is the contribution of this paper. As mentioned
before, LightAnchors [1] and InfoLED [15] have conducted
their research on phones with 120 and 240 FPS cameras. In
this paper, these are considered as phones with high frame
rate recording capabilities. The goal of this research is to
test whether the technology of binary transmission through
blinking LEDs is also applicable to a broader spectrum of
phones. Phones that do not have cameras that are able to film
at 120 FPS, but lower, thus being a phone with low frame
rate recording capabilities. The work from [9] uses a 60 FPS
camera with 30 Hz blinking, which is deep into the notice-
able flicker area according to [10] and [13]. Combined with
that their paper also does not mention flicker, while LightAn-
chors [1] and InfoLED [15] state they mostly avoid flicker.
The goal of this paper is to match the blinking speed to the
frame rate of the camera and gather data from this. This way,
combined with Manchester Code, flicker should be the most
preventable. The goal is then to compare the results of this pa-
per with those who mention to mostly prevent flicker, which
GLITTER [9] is not part of.

The method of VLC is only seen as viable or applicable
to this broader spectrum of phones if the following condi-
tions are met. First of all, the transmission data rate should
be high enough. OOK with Manchester Code should give a
data rate of half the blinking and camera frame rate, an ex-
ample of this would be 240 Hz blinking that should give 120
bits per second. For this experiment, it should not take more
than three seconds to transmit a message of five or less ASCII
characters. Secondly, the LED should be able to be scanned
at a practical distance. The further the camera is away from
the LED the higher the chance that a video frame is inter-
fered, which can result in dropped bits and error bursts. This
paper tests the ability to scan the LED up to 2 meters. For
dropped bits, there must not be more than 1 bit error every
10 bits, otherwise it would be hard to use bit error detection



methods. Nor should it take too many message cycles to scan
the LED. If there is visual flicker, then the scanning of the
LED on that frequency is aborted and the blinking frequency
is deemed unviable. The expectation is that 60 Hz blinking
causes flicker, while 120 and 240 Hz blinking do not cause
flicker.

4 Experiment Setup
The experiment is conducted using two different phones, a
low end and a high end phone. An iPhone 12 is used as the
high end phone and a Xiaomi Redmi Note 10 is used as the
low end phone. The iPhone can record at four different frame
rates, namely 30, 60, 120 and 240 FPS. For this experiment,
only 240 FPS is used. The Xiaomi can record from 30 up
to 120 FPS, but for this experiment only 60 and 120 FPS are
used. Video at 240 FPS is used as a baseline, since [1] and
[15] also used 240 FPS and showed working results. 120
FPS on the Xiaomi is used as high recording frame rate, but
on a different phone. 60 FPS on the Xiaomi is used as low
recording frame rate.

To modulate and blink an LED, an Arduino is used. This
is an Arduino Due with a shield on it that contains an LED.
Through software that can be uploaded to the Arduino, func-
tions are made that parse bits to Manchester code and then a
string of bits can be blinked by calling these functions. The
blinking frequency is adjustable by changing a global value
that controls the millisecond delay between light flashes. The
blinking frequencies are matching to the frame rate of the
camera that is filming, so 60 Hz for 60 FPS, 120 Hz for 120
FPS and so on. The message that is transmitted is “hello”,
this is converted to binary using the ASCII encoding scheme
and then this message is blinked through the Arduino’s soft-
ware. Due to the clock of the LED and the clock of camera
not being synchronous, there is a chance that the frame cap-
ture timing of the camera does not properly align with the
flashing of the LED. Instead, the timing then aligns with the
transition of the LED, where it captures the light going from
‘Off’ to ‘On’ or vice versa. This means the camera does not
capture a clear ‘On’ or ‘Off’ state of the LED, which must be
avoided since this gives decoding problems. This is fixed by
putting a fixed delay between each message cycle, which off-
sets the timing of the LED to be back in sync with the frame
capture timing. For this experiment this delay is the length
of 1.3 symbols, so at 60 Hz this would be 1.3/60th of a sec-
ond. A visual representation for clarification can be found in
Figure 4.

Scanning of the LED is done using video recordings and
then post image processing. This is done in separate steps
due to the scale of the project, making the process less com-
plicated due to time being limited. Before starting the record-
ing, the blinking frequency is checked for flicker by myself
and fellow students that were present during the experiment.
After the flicker check, the recording phone is put on a tripod
and then the blinking LED is filmed at 0.5, 1 and 2 meters
of distance. Figure 5 contains an example of how the exper-
iment is conducted. Due to the scale of the project, video
recording will also be done in a dark space to minimize inter-
ference. See Section 7 for a more in depth explanation on the

Figure 4: The ideal situation can be found in 4a, where the camera
perfectly aligns with an ‘On’ or ‘Off’ state of the blinking LED.
The black bar represents when the camera captures a frame. In 4b
it can be seen that in real life the LED does not instantly transition,
namely it takes a small amount of time. In the worst case scenario
the camera frame capture timing aligns with this transition period,
which means the frame captured is not a true ‘On’ or ‘Off’ state. In
4c the delay is introduced to fix this bad timing. After the delay, the
timing of the frame captures is more ideal, actually capturing a true
‘On’ or ‘Off’ state.

limitations of this project.
After all videos are recorded, these are uploaded to a com-

puter where they are processed using OpenCV. OpenCV is
an image processing library which can be used with Python
where video information can be processed frame by frame.
This is ideal for the processing of the imagery from videos,
since for each frame an area of interest has to be identified and
then information from this area has to be demodulated. Us-
ing OpenCV, a static area of interest is selected and then the
colour of this area is checked. The LED blinks a red light, so
from this area of interest the average RGB value is taken and
then for each frame the R-value is saved. Frames and their
data are then paired for the Manchester Code, with each pair
representing a bit. A bit string is then made out of these frame
pairs. If the first frame has a higher R-value than the second
frame, the light goes from “On” to “Off”, which demodulates
to a binary ‘1’ which is then added to the string. If the second
frame is brighter than the first, it goes from “Off” to “On”,
which demodulates to a binary ‘0’ in the string. If the pair
is neither of these, then this bit is considered a dropped bit
and demodulates to an ’x’ in the string. This string is then
checked to see whether the message was successfully trans-
ferred, this is done by matching sections of the bit string form
the LED with the bit string of the message. without exceeding
the interference limit that was defined in Section 3.

5 Results
This section first discusses blinking at 60 and 120 HZ with
the performance of the Xiaomi phone and it’s viability. Af-
terwards, blinking at 240 Hz and the iPhone’s performance is
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