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A B S T R A C T   

The mean overtopping discharge and the overtopping flow parameters related to individual overtopping events 
are often used to characterize the wave overtopping processes at dikes. Roughness, berms and oblique waves 
have significant effects on the wave overtopping processes at dikes while these effects are still not fully un
derstood. A 2DV OpenFOAM® model is validated using experimental data for predicting flow velocity and layer 
thickness at the waterside edge of the crest. The validated numerical model is then applied to investigate the 
effects of roughness and a berm on the flow velocity and layer thickness. The roughness is modelled by creating 
protrusions along the waterside slope. Numerical model outcomes indicate that existing empirical formulas 
underestimate wave overtopping quantities. Introducing a roughness factor to existing empirical formulas leads 
to better estimates of the flow characteristics. We found that the flow characteristics are more sensitive to the 
variation of the berm width than to the berm level. Model results demonstrate that existing formulas for pre
dicting the flow characteristics, as derived based on smooth straight slopes, also work well for slopes with a 
berm. Rayleigh and Weibull distribution functions are derived to estimate the flow velocity and layer thickness 
with exceedance probabilities below 10%. In order to take oblique waves into account, the 2D numerical model 
is extended into the 3D model domain. This 3D OpenFOAM® model is validated using measured mean over
topping discharges. The influence of oblique waves on the mean overtopping discharge in combination with a 
berm is analysed. The numerical model computations confirm that the reductive influence factor of oblique 
waves is dependant on the berm width.   

1. Introduction 

Wave overtopping is one of the main causes of dike breaching. 
Therefore, wave overtopping has to be taken into account for the design 
and safety assessment of dikes. Wave overtopping at dikes is usually 
characterized by the mean overtopping discharge and by the over
topping flow parameters such as flow velocity and layer thickness 
related to individual overtopping events. Previous failure analyses 
demonstrated that dike failures at the landside slope are mainly caused 
by individual overtopping events, particularly by the related over
topping flow velocities and layer thicknesses (Schüttrumpf, 2001; Van 
Gent, 2002a, 2002b; Schüttrumpf and Van Gent, 2003; Schüttrumpf and 
Oumeraci, 2005). Thus, for flooding events initiated by dike breaching 
due to wave overtopping, overtopping flow velocities and layer thick
nesses are more important than average overtopping discharges since 

the average overtopping discharge does not account for the effects of 
extreme individual overtopping events. However, the average over
topping discharge is still important as it is often used to determine the 
crest height of coastal structures. Nowadays, risks of coastal flood di
sasters are increasing as a result of climate change, sea level-rise and 
land subsidence (Temmerman et al., 2013). Against this background, 
some existing dikes may require reinforcement and adaption (Van Gent, 
2019). Berms and roughness elements at the seaside slopes of dikes are 
widely applied to reduce wave overtopping quantities. In practice, the 
direction of incoming waves in many circumstances is not perpendicular 
to the structure (Van Gent, 2021). Existing guidelines show that berms, 
roughness and oblique waves at the waterside of the dike have signifi
cant effects on wave overtopping processes. Therefore, the reductive 
effects of berms, roughness and oblique waves should be taken into 
account when predicting the wave overtopping quantities at dikes. 
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Extreme conditions, i.e. flow velocity and layer thickness with a low 
probability of exceedance during a storm event, are usually used to 
characterize the wave overtopping flow. The overtopping flow velocity 
and layer thickness at the waterside edge of a dike crest also provide 
important boundary conditions for the estimation of wave loading pa
rameters along the crest and at the landward slope. For example, the 
analytical and numerical models (Van Bergeijk et al., 2019, 2020) for 
predicting the flow parameters along the crest and landward slope both 
require estimates of the flow velocity and layer thickness at the water
side crest as the model input. Several predictors are available to estimate 
the extreme overtopping flow characteristics at the seaward edge of a 
dike crest. Schüttrumpf (2001) and Van Gent 2002a, 2002b used theo
retical and experimental investigations to develop empirical formulas 
for extreme overtopping flow velocity and layer thickness exceeded by 
2% of the incoming waves. The results were later combined in Schüt
trumpf and Van Gent (2003). EurOtop (2018) also provide empirical 
equations for estimating the 2%-values of flow velocity and flow 
thickness. Formentin et al. (2019) performed numerical model compu
tations and proposed formulas based on those by Schüttrumpf (2001) 
and Van Gent (2002a) for estimating flow characteristics at the water
side edge of the dike. Mares-Nasarre et al. 2019, 2021 extended the 
formulas given in Schüttrumpf and Van Gent (2003) for estimating the 
overtopping flow velocity and layer thickness for applications on rubble 
mound breakwater crests. 

Most of the empirical equations for the extreme flow velocity and 
layer thickness at the seaward edge of the dike crest are estimated using 
the following shape: 

u2% = cv2%

[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

g(Ru2% − Rc)
/

γa
f

√ ]b

(1)  

h2% = ch2%

[
(Ru2% − Rc)

/
γa

f

]b
(2)  

where cv2%, ch2% and b are empirical coefficients; Rc [m] is the freeboard 
which represents the crest level relative to the still water level (SWL); 
Ru2% [m] is the wave run-up height exceeded by 2% of the incoming 
waves, which can be estimated using Eq. (A. 1) proposed by Van Gent 
(2001) or Eqs. (A. 2) & (A. 3) as given in EurOtop (2018). Herein, γf [-] is 
the influence factor of slope roughness. The roughness influence factor 
γf is only included in the Van Gent (2002a) equations corresponding to a 
= 1; γf is not included (which means a is equal to 0) in other existing 
empirical formulas. Values of the empirical coefficients cv2% and ch2% 
provided in previous research are not consistent (see Table 1). The dif
ferences could be explained by different dike configurations, experi
mental instruments and procedures of determining the 2% values of flow 
parameters. Even though there is extensive literature on the overtopping 
flow characteristics at dikes, previous research mainly considered the 

dike configurations with smooth straight waterside slopes. It still re
mains unclear if the existing formulas are also applicable for predicting 
the flow characteristics over dikes that have a rough waterside slope 
with or without a berm. 

Apart from the overtopping flow velocity and layer thickness, esti
mates of the mean overtopping discharge still play an important role in 
the design and safety assessment of coastal structures. TAW (2002) and 
EurOtop (2018) provide overtopping equations which are widely used 
around the world, taking several influence factors (i.e. berms, rough
ness, oblique waves, vertical wall) into account. A lot of research (e.g. 
De Waal and Van der Meer, 1992; Capel, 2015; Van der Werf and Van 
Gent, 2018; Schoonees et al., 2021) has been conducted on each of these 
influence factors. Chen et al. (2020a; 2020b) studied the effects of the 
roughness in combination with a berm on overtopping discharges and 
proposed empirical equations based on the analysis of experimental 
results. Van Gent (2020) studied the effects of roughness and a berm in 
combination with oblique waves by means of physical model tests. An 
empirical equation to account for effects of oblique waves was proposed, 
in which an assumption was made that the influence factor of oblique 
waves was dependant on the berm width. However, this assumption has 
not been verified for various berm widths. Verification of this assump
tion is important for accurately predicting the mean overtopping 
discharge when oblique waves and a berm are present at the same time. 

Above all, the applicability of the existing formulas for estimating the 
overtopping flow characteristics at the waterside edge of the dike crest 
to dikes that have a bermed or rough waterside slope still remains un
known. Additionally, the dependency of the oblique wave influence on 
the berm width requires verification. Therefore, the objective of this 
study is the investigation of the effects of a berm, roughness and oblique 
waves on wave overtopping processes at dikes. 

For that purpose, the 2DV OpenFOAM® model by Chen et al. (2021), 
which has been validated for predicting the overtopping discharge at 
dikes, is applied in this study. Physical model tests presented in Van Gent 
(2002a) were used to validate this 2DV OpenFOAM® model for flow 
velocities and layer thicknesses at the waterside edge of the dike crest. 
Following that, the validated numerical model is applied to investigate 
the effects of roughness and a berm on the overtopping flow charac
teristics. A verification of the existing empirical formulas will be pro
vided. Then, the 2DV numerical model is further extended into a 3D 
numerical model to take the oblique waves into account which is first 
validated using the experiments from Van Gent (2020). The berm width 
is varied with the incident wave angle fixed at 30◦ in the 3D numerical 
tank. Herein, the incident wave angle is defined as the angle between the 
direction of incident waves and the perpendicular to the long axis of the 
dike. The influence of oblique waves on the mean overtopping discharge 
for different berm widths is analysed to check the dependency of the 
influence factor of oblique waves on the berm width. 

The paper is organized as follows. The methodology is described in 
Section 2. In Section 3, the validation of the 2D and 3D numerical 
models is presented. Section 4 is focused on the applications of the nu
merical models to study the effects of roughness, a berm and oblique 
waves on flow characteristics and overtopping discharges. In Section 5, 
the numerical model results are further discussed followed by the con
clusions in Section 6. 

2. Methodology 

In this section, the applied method for the 2D numerical modelling is 
first introduced, including a brief description of the 2D experiments that 
are used to validate the 2D numerical model. Then, the numerical model 
set-ups are introduced followed by the numerical experiments for 
studying the effects of roughness and a berm on overtopping flow pa
rameters. Hereafter, the method for the 3D numerical model is intro
duced in a similar way. 

Table 1 
Empirical coefficients for calculating the 2%-values of flow velocity and layer 
thickness at the waterside edge of the dike crest, in which α [◦] is the angle of the 
waterside slope of a dike.   

Waterside 
slope 

cv2%  ch2%  a b 

Van Gent 
(2002a) 

1/4 1.3 0.15 1 1 

Schüttrumpf 
(2001) 

1/6 1.37 0.33 0 1 

EurOtop 
(2018) 

1/3–1/5 1.4–1.5 0.2 for slopes of 
1/3 and 1/4; 
0.25 for a slope 
of 1/5; 0.3 for a 
slope of 1/6 

0 1 

Formentin 
et al. 
(2019) 

1/4, 1/2 0.12cot(α)+0.41  0.085cot(α) 0 1.35  

W. Chen et al.                                                                                                                                                                                                                                   
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2.1. numerical modelling 

2.1.1. Description of 2D physical tests 
The small-scale physical model tests in Van Gent (2002a) were per

formed in the Scheldt Flume at Deltares in the Netherlands. The flume 
has a length of 55 m and a height of 1.2 m. A foreshore with a slope of 
1:100 over a length of about 30 m was applied as shown in Fig. 1. A step 
with a 1:10 slope was constructed between the wave board and the start 
of the foreshore to obtain a sufficient depth at the wave board. The 
distance between the toe of the structure and the wave board was 40 m. 
The dike configuration with a slope of 1:4 is shown in Fig. 1. The slopes 
were smooth. The bottom elevation at the toe was 0.4 m and the crest 
elevation was 0.6 m above the bottom at the toe. 

Three wave gauges were installed near the toe to measure the surface 
elevation. The incident waves at the toe were determined by repeating 
the tests with the foreshore but without the structure in position using 
the method by Mansard and Funke (1980). The position at the waterside 

edge of the crest was measured. The overtopping flow velocity was 
measured using a velocity metre which was a propeller with a diameter 
of approximately 10 mm. It was capable of measuring velocities in the 
range of 0.5 m/s to 4 m/s for water-layers with a thickness larger than 2 
mm. The devices for measuring the layer thickness were accurate with 
the error smaller than 0.2 mm between 1 and 100 mm. 

Ten tests were selected to validate the 2DV OpenFOAM® model as 
presented in Table 2. The water depth at the toe varied between 0.35 m 
and 0.45 m. The irregular waves in tests T101~T104 were generated 
based on the TMA-spectra (Bouws et al., 1985). Tests T201~T206 were 
performed with double-peaked wave energy spectra which were ob
tained by superposition of two single-peaked TMA spectra. 

2.1.2. numerical model set-up 
The 2DV OpenFOAM® model by Chen et al. (2021) was applied in 

this study with the layout of the model adapted according to the physical 
tests in Van Gent (2002a). The length of the domain of the 2D physical 
tests was about 45 m. Simulating the entire domain in an OpenFOAM® 
model would be computationally expensive. In order to save computa
tional time, a part of the domain between 0 m and 28 m from the wave 
board was simulated in the OceanWave3D which is a computationally 
cheaper solver. The rest of the domain was simulated in the Open
FOAM® model as shown in Fig. 2. Since the flow characteristics are 
closely related to the wave run-up height according to previous litera
ture, the wave run-up height was also simulated using the numerical 
model. In order to obtain wave run-up heights, a different dike config
uration was modelled, in which the seaward slope was extended until 
the crest elevation reached 1.35 m such that no waves could overtop the 
crest. A constant pressure was applied at the atmosphere boundary 
which allowed the air to flow in and out and allowed the water to only 
flow out. The boundaries of the modelled impermeable structures and 
flume bottom were set as non-slip conditions. The turbulence was 

Fig. 1. Set-up of the physical model (adapted from Van Gent, 2002).  

Table 2 
Selected cases with wave conditions and measured results at the waterside edge 
of the dike crest from Van Gent (2002a).  

Test h_deep h_toe Hm0 [m] Tm-1,0 [s] h2% [m] u2% [m/s] 

T101 0.75 0.35 0.149 2.16 0.0143 1.53 
T102 0.75 0.35 0.142 1.84 0.0058 0.99 
T103 0.8 0.4 0.153 2.14 0.0212 1.74 
T104 0.85 0.45 0.147 1.78 0.0204 1.64 
T201 0.8 0.4 0.152 2.03 0.016 1.55 
T202 0.8 0.4 0.148 1.92 0.014 1.53 
T203 0.8 0.4 0.139 1.84 0.0117 1.44 
T204 0.8 0.4 0.13 1.86 0.0101 1.29 
T205 0.8 0.4 0.142 1.69 0.0076 1.09 
T206 0.8 0.4 0.138 1.62 0.0076 1.08  

Fig. 2. Numerical domains for OceanWave3D model and OpenFOAM® model. .  

W. Chen et al.                                                                                                                                                                                                                                   
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accounted for by applying a stabilized k − ω turbulence model devel
oped by Larsen and Fuhrman (2018). Each simulation was made lasting 
about 600 s, resulting in 280~350 waves depending on the wave period. 
This time duration was adopted to compromise the computational effort 
and the accuracy of the model results (Chen et al., 2021). 

2.1.2.1. Mesh. The numerical mesh was created by using blockMesh 
which is a mesh-generation tool implemented in the OpenFOAM®. The 
base mesh from the inlet boundary to the toe of the dike was orthogonal 
and conformal with grid size of 0.026 m × 0.026 m. The grids near the 
free water surface were refined to 0.013 m × 0.013 m, which yielded 
about 12 cells in vertical to resolve per wave height and was sufficient 
for modelling the wave propagation as shown in Chen et al. (2021). 
Quadrilateral grids parallel with the slope surface were created in the 
area where the structure located as shown in Fig. 3. The mesh near the 
structure was refined by applying ten layers of cells resulting in the grid 
size of 0.005 m in y direction. 

2.1.2.2. Wave generation. The waves2Foam toolbox developed by 
Jacobsen et al. (2012) was applied to generate and absorb waves using 
relaxation zones within the OpenFOAM® model. The relaxation tech
nique is an extension to Mayer et al. (1998) and a relaxation function is 
applied inside the relaxation zone 

αR(χ R) = 1 −
exp
(
χ 3.5

R

)
− 1

exp(1) − 1
for χ R ∈ [0; 1] (3)  

in the following way 

ϕ = αRϕcomputed + (1 − αR)ϕtarget (4)  

where ϕ represents the velocity field u or the water volume fraction α. αR 

is always 1 at the interface (χR) between the relaxation zone and the non- 
relaxed part of the numerical domain and the relaxation function is 
illustrated in Fig. 4. Steering files of wave board motion based on the 
single-peaked or double-peaked TMA spectrum were first input to the 
OceanWave3D. The generated irregular waves in OceanWave3D provide 
the target solution ϕtarget for the inlet relaxation zone (also named 
coupling zone) of waves2Foam (for detailed information about the 
coupling method, reference is made to Paulsen et al., 2014). The length 
of the inlet relaxation zone was about one wave length as suggested by 
Jacobsen et al. (2012). Since the steering files were not the original files 
of the experiments, the generated time series of free surface elevation 
were not consistent with the experimental ones but the input wave 
properties including spectral significant wave height and spectral wave 
period were the same as those in the physical model tests. 

2.1.2.3. Data postprocessing. The wave properties were determined 
using the results from three wave gauges defined near the position, 
where the toe of the structure was located. 30 probes were defined 
uniformly between 1.0 m and 1.05 m in vertical direction at the 
waterside edge of the crest in the OpenFOAM® model to detect the 
overtopping flow velocity and layer thickness. The water velocity at 5 
mm above the crest (which corresponded to the centre of the velocity 
propeller) was extracted to represent the overtopping flow velocity. The 
layer thickness was determined based on the fraction indicator α [-]. α =

1 means that a grid cell was totally filled with water. For the first cell 
with α < 1 from the bottom up, the water thickness in this cell was 
calculated as Δy ∗ α where Δy was the grid size in the vertical direction. 
The total water-layer thickness could then be determined by adding the 
thickness of all cells with α = 1 and the thickness Δy ∗ α in the first cell 
with α < 1. In order to obtain the wave run-up height, 100 probes were 
defined uniformly along the extended waterside slope between y = 0.55 
m and y = 1.35 m. The wave run-up heights were determined using the 
similar approach as that for layer thickness. 

The tests listed in Table 2 were simulated and the numerically 
modelled wave properties and flow characteristics were compared with 
the experimental results for model validation. The Nash-Sutcliff model 
efficiency coefficient (NSE) is used to assess the predictive power of the 
OpenFOAM® model as is defined as follows: 

NSE = 1 −

∑N
i=1(xi − yi)

2

∑N
i=1(xi − x)2 (5)  

where N is the number of measurements; xi is the measured value and x 
is the mean value of the measurement data; yi is the predicted value. 

Fig. 3. Mesh around the structure in the 2D OpenFOAM® model with the grid size Δy=0.005 m near the crest.  

Fig. 4. Variation of αR(χR) in relaxation zones (from Jacobsen et al., 2012). .  

W. Chen et al.                                                                                                                                                                                                                                   
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NSE = 1 represents a perfect match of predicted values to the measured 
results. NSE = 0 means that the predicted results are as accurate as the 
mean of the measured results. NSE < 0 indicates that the mean value of 
the measured data is a better predictor than the numerical model. 

2.1.3. Numerical experiments 
The wave run-up height present in Eqs. (1) & (2) is the fictitious 2% 

wave run-up height. If the fictitious 2% wave run-up level is higher than 
the crest level, the roughness of the seaward slope is only effective up to 
the crest level and not up to the fictitious wave run-up level. However, 
the roughness reduction factor included in the formula for wave run-up 
(Eq. (A.1) or (A.2)) represented the roughness of the seaward slope 
effective up to the fictitious wave run-up level, the roughness factor was 
therefore included in Eqs. (1) & (2) suggested by Van Gent (2002) to 
correct for the effect of roughness between fictitious wave run-up level 
and the crest level. In contrast, other research assumed that the rough
ness influence was completely accounted by the wave run-up height and 
therefore it is not necessary to include the roughness influence factor in 
Eqs. (1) & (2). In order to check whether the roughness influence factor 
should or should not be included in Eqs. (1) & (2), the roughness was 
modelled by creating protrusions at the seaward slope as shown in Fig. 5. 
The protrusion height was 0.5 cm. For modelling the wave run-up height 
at the rough slope, the roughness was applied at the entire extended 
waterside slope which was often the case for determining the roughness 
factor in the physical experiments. Different wave conditions were 
simulated. The roughness factor was determined by comparing the wave 
run-up heights at a rough slope with those at a smooth slope (γf =

Ru2%− rough/Ru2%− smooth). Simulated cases can be found in Table B.1. 
The effect of a berm on the flow velocity and layer thickness was 

investigated by changing the berm width and the berm level relative to 
SWL. The berm width was changed in the range of 0 to 0.5 m (0 m, 0.1 m, 
0.2 m, 0.3 m, 0.4 m, 0.5 m) and the berm level was varied in the range of 
0.7~0.9 m (0.7 m, 0.75 m, 0.8 m, 0.85 m, 0.9 m) by changing the berm 
position with the water level fixed at 0.8 m. The two wave conditions 
W103 based on single-peaked TMA spectrum and W201 based on 
double-peaked TMA spectrum used in the validation cases T103 and 
T201 were applied here. The berm influence factor was determined by 
comparing the wave run-up heights at smooth slope with a berm to the 
run-up heights at a smooth straight slope (γb = Ru2%− berm/Ru2%− straight). 
Table B.2 presents the simulated cases for the investigation of the berm 
influence. 

2.2. Numerical modelling 

2.2.1. Description of 3D physical tests 
The experiments from Van Gent (2020), which were used to validate 

the 3D numerical model, were performed in the Delta Basin (50 m × 50 
m) at Deltares in the Netherlands. The layout of the model and tested 
cross-section are shown in Fig. 6. The angle between the long axis of the 
structure and the wave generator was 30◦. The berm width was fixed at 
0.3 m through the experiments. The overtopping measurements with 

smooth slopes were used in the present paper. 
The irregular waves were generated based on a JONSWAP wave 

spectrum with a peak enhancement factor of 3.3. Waves were measured 
at 4 m distance from the toe of the structure. The overtopping water was 
collected using a chute guiding into the overtopping box. One wave 
gauge was installed in the overtopping box to measure the water surface 
elevation, based on which the volume of the overtopping water can be 
determined. The overtopping discharges were measured at four posi
tions (q3 to q6) for the smooth slope as shown in Fig. 6a. The final 
average overtopping discharge were obtained using the mean values of 
the discharges at q3 to q6. 

2.2.2. Numerical model set-up 
In order to take the oblique waves into account, the 2DV Open

FOAM® model was extended with the second horizontal domain to
wards a 3D numerical model. Considering we are more interested in the 
trend of the oblique wave influence changing with the variation of the 
berm width than the accuracy of the absolute values of the numerically 
modelled average overtopping discharge, the 3D numerical model is 
used in a qualitative way. Additionally, the whole Delta Basin was too 
large to model in three dimension and therefore the size of the wave 
basin was reduced in the numerical model to compromise between the 
computational time and the model accuracy. The relaxation zone at the 
inlet was used to generate waves. Two relaxation zones were added at 
the side walls to absorb reflected waves from the structure. Fig. 7a 
presents an empty numerical basin which was used to calibrate the wave 
conditions in order to ensure the simulated wave conditions are close to 
the experimentally measured results. Fig. 7b shows the layout of the 
three-dimensional numerical model with the structure in position. The 
structure was rotated by an angle of 30◦ corresponding to β = 30◦. The 
slopes were smooth. 

2.2.2.4. Mesh. For the empty 3D numerical wave basin, the mesh was 
orthogonal and conformal. It presents 3 zones in x direction with vari
able cell size. On the first zone from x = 0 m to x = 9 m, the grid size ∆x 
decreased linearly from 0.07 m to 0.046 m. On the second zone (x = 9 m 
to 16.5 m), the grid size ∆x was constant and equalled to 0.046 m. On 
the third zone (x = 16.5 m to 23 m), the grid size ∆x grew linearly to 
0.06 m. The grid size ∆y in y direction near the initial free surface level 
was constant at 0.037 m and gradually increased to 0.046 m near the 
bottom and near the atmosphere boundary. In z direction, the grid size 
∆z was constant which was equal to 0.1 m. The mesh of the numerical 
basin with a structure was somewhat different from the mesh of the 
empty numerical basin. The base mesh without the structure was not 
strictly orthogonal. Instead, it gradually became oblique from the inlet 
boundary to the structure such that the grids near the structure were 
parallel with the slope surface of the dikes. The grid size ∆x was constant 
and equal to 0.046 m in the region where the dike was located. The grid 
size in y direction was the same as that of the empty numerical wave 
basin. In z direction, the grid size ∆z in the range of z = 7 m to 9 m is 
constant and equalled to 0.05 m and increased linearly up to 0.12 m at 
the side walls. The reason for the finer mesh in the range of z = 7 m to 9 
m is explained later in Section 2.2.2.2. The structure was removed using 
snappyHexMesh with one level of refinement around the structure. The 
mesh generated in this way was more regular and more computationally 
efficient than the mesh created by removing the structure from the 
orthogonal and conformal base mesh. Overall, the 3D mesh was rela
tively coarse compared with the above 2D numerical mesh. 

2.2.2.5. Wave generation. The irregular waves were generated using the 
relaxation zone technique implemented in waves2Foam (as introduced 
in Section 2.1.2.2) based on the JONSWAP spectrum using the first- 
order irregular wave theory that is a simple linear superposition of 
first order Stokes waves. The generated wave signal was not the same as 
that from the experiments since the original steering file from the 

Fig. 5. Refined mesh around protrusions along the waterside slope.  
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experiments was not available, but had similar wave properties as the 
experiments.  Two relaxation zones were applied at the side walls to 
absorb reflected waves from the structure. The width of each side wall 
relaxation zone was 2 m. The simulated wave condition was first cali
brated in an empty numerical wave basin without the structure in po
sition as shown in Fig. 7a to ensure the numerically generated wave 
properties were close to the experimental ones. The calibrated wave 
condition was applied later to the numerical model with the structure in 

position. One set of wave gauges (WG_loc10 and WG_loc10’) were 
defined at the start of the basin in both empty numerical model and the 
model including the structure, in order to check the efficiency of the side 
wall relaxation zone in absorbing the reflected waves from the structure 
by comparing the incident waves predicted by the models with and 
without the structure. 

The 3D simulation period was set at 200 s, which took three weeks to 
compute parallelizing the case into 22 processors (2.7 GHz). Therefore, 

Fig. 6. Three-dimensional physical model set-up with a) layout of the model in the wave basin and b) tested cross-section (from Van Gent, 2020). .  
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considering the 3D numerical modelling was extremely time- 
consuming, only one 200 s numerical simulation (Hm0 = 0.199 m, 
Tm− 1,0 = 2.57 s, h = 0.8 m and β = 30◦) was performed for the validation 
of the 3D numerical model. Since the application of side wall relaxation 
zones would affect the incident waves along the z direction especially 
near the side relaxation zones, the waves along the z direction were not 
entirely uniform. The range (z = 7 m to 9 m) in which the wave prop
erties were nearly uniform was determined using nine sets of wave 
gauges (WG_loc1 to WG_loc9 in Fig. 7a) defined along the z direction 
(See Table 3). A set of faces along the crest edge were selected in the 
range of z = 7 m to 9 m as shown in Fig. 7b to extract the overtopping 
flux using the approach given by Jacobsen (2017) based on which the 
mean overtopping discharge could be obtained. Thus, the grid size along 
the width of the basin between z = 7 m and 9 m was finer than the 
remaining region. Then, the numerically modelled overtopping 
discharge can be compared with the physically measured discharge to 
validate the 3D numerical model. 

2.2.3. Numerical experiments 
Van Gent (2020) proposed an empirical formula for estimating the 

influence of oblique waves on the mean overtopping discharge as 
follows: 

γβ = cos2β + 0.35
(
1 − cos2β

)
(

1 +
B

Hm0

)− 1

(6)  

Where γβ [-] is the influence factor of oblique waves. β [◦] is the angle 
between the direction of the waves and the perpendicular to the long 
axis of the dike. B [m] is the berm width. However, the berm width was 
fixed through the experiments, so the ratio B/Hm0 was varied in the 
physical tests by varying the wave height but not by varying the berm 
width. Therefore, the dependency of the influence factor of oblique 
waves on B/Hm0 in Eq. (6) is partly an assumption. In order to check the 
dependency of the oblique wave factor on berm width, 3D numerical 
experiments were performed on five berm widths (0 m, 0.1 m, 0.3 m, 
0.4 m, 0.6 m). The TAW (2002) overtopping Eq. (7) for breaking waves 
was used to obtain the oblique wave factors: 

q
̅̅̅̅̅̅̅̅̅̅̅

gH3
m0

√ =
0.067
̅̅̅̅̅̅̅̅̅
tanα

√ ξm− 1,0exp

(

Cb
Rc

Hm0ξm− 1,0γbγf γβ

)

(7) 

In order to determine the values of the oblique wave factor, the berm 
influence factor γb should be determined first. One reference case with a 
smooth straight waterside slope and with a perpendicular incident wave 
direction relative to the structure was simulated in the 2DV OpenFOAM® 
model, which saved a lot of computational time. Overtopping discharges 
over different berm widths with perpendicular incident waves direction 
were also simulated using the 2D numerical model. A mesh resolution 
similar to the 3D model at z = 6 m (Fig. 7b) was applied in the 2D nu
merical model. In both 2D and 3D numerical models, the same wave 
condition with Hm0 = 0.199 m, Tm− ,10 = 2.57 s and h = 0.8 m was imposed. 
The coefficient Cb in Eq. (7) was first calibrated using the 2D model results 
of the reference case. The berm influence factors can then be calculated by 
solving the Eq. (7) with γβ = 1 and γf = 1 based on the 2D numerical data. 
With the coefficient Cb and berm factor γb known, the values of influence 
factor of the oblique waves can be determined using the 3D model results. 

Fig. 7. Layout of a) the numerical wave basin without the structure in position and b) the numerical wave basin with the structure in position.  

Table 3 
Modelled wave properties Hm0 and Tm− 1,0 in an empty 3D numerical basin (the 
experimental wave properties are: Hm0 = 0.199 m, Tm− 1,0 = 2.57 s and sm− 1,0 =

0.019). .   

x [m] z [m] Hm0 [m] Tm-1,0 [s] sm-1,0 [-] 

WG_loc1 7.3, 8.61, 9.05 3 0.127 2.43 0.014 
WG_loc2 4 0.158 2.46 0.017 
WG_loc3 5 0.180 2.51 0.018 
WG_loc4 6 0.192 2.57 0.019 
WG_loc5 7 0.198 2.65 0.018 
WG_loc6 8 0.199 2.67 0.018 
WG_loc7 9 0.198 2.65 0.018 
WG_loc8 10 0.192 2.57 0.019 
WG_loc9 11 0.180 2.51 0.018  
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3. Model validation 

3.1. Validation of the 2D numerical model 

3.1.1. Wave characteristics 
Since the original measured wave spectrum and wave height distri

bution were not available for comparison with numerically modelled 
results, the theoretical results (i.e. a Rayleigh wave height distribution 
and a TMA wave energy spectrum) were used here. Fig. 8 shows a 
detailed comparison between the numerically modelled and theoretical 
TMA wave spectrum (Fig. 8a) and wave height distribution (Fig. 8b) for 
test T104. The numerical wave spectrum was determined near the toe of 
the dike. The input for the wave generation in the numerical model was 
based on the theoretical wave spectrum. Although the peak wave period 
is very close to the theoretical peak, the modelled incident wave spec
trum shifts slightly to the left compared to the theoretical spectrum as 
shown in Fig. 8a. This can be caused by nonlinear wave interactions that 
cause some energy transfer to lower frequencies in the relatively shallow 
water near the toe of the structure. Fig. 8b shows that the modelled wave 
height distribution follows the Rayleigh distribution in general with 
some deviation for large wave heights. This deviation can arise from the 
wave breaking due to the small water depth at the toe of the structure. 
Overall, the modelled wave spectrum and wave height distribution 
match the theoretical results reasonably. Although not presented in this 
paper for sake of brevity, similar results were found for other cases. 
Numerically modelled and measured wave characteristics for all 
selected cases were compared as shown in Fig. 9. The numerical data for 
the model validation are presented in Table B.3. A good agreement can 
be observed from Fig. 9a between the numerical and experimental sig
nificant wave height with a mean absolute percentage error (MAPE) of 
1%. However, Fig. 9b shows that the spectral wave period was over
estimated by the numerical model with MAPE = 16%. Although the total 
amount of wave energy is computed accurately, it seems as if the wave 
energy is distributed too much to the lower frequencies. 

In order to find a better solution for the overestimation of wave 
period, sensitivity analysis of the wave period Tm− 1,0 of one test T104 
with the grid size and length of the inlet relaxation zone was performed 
as presented in Fig. 10. It shows that refining the mesh or increasing the 
length of the inlet relaxation zone did not lead to significant improve
ment of the estimates of Tm− 1,0. The overestimation of the wave period 
might be related to the wave breaking. The wave breaking could happen 

Fig. 8. Comparison between the numerically modelled (at the toe of the dike) 
and theoretical (a) wave spectrum of incident waves and (b) wave height dis
tribution for test T104 (input for the theoretical wave spectrum: Hm0 = 0.15 m, 
Tp = 2.0 s, h = 0.85 m). The black dash line in (b) represents the Rayleigh 
distribution. 

Fig. 9. Comparison between modelled and measured wave characteristics with (a) Significant wave height Hm0 and (b) Spectral wave period Tm− 1,0.  
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due to the presence of foreshore and it cannot be dealt with very well by 
the OceanWave3D as the wave breaking is taken into account by using a 
parameterization method, which led to inaccuracies of the wave period. 
The spectral wave period Tm− 1,0 given by OceanWave3D was 1.93 s. This 
overestimation of the wave period in OceanWave3D further caused the 
overestimation (Tm− 1,0 = 1.98 s) in the OpenFOAM model. A second 
potential explanation of the difference may be related to the shorter 
computations (about 300 waves) compared to the experiments (1000 
waves). Since the main focus of this study is the overtopping behaviour 
predicted by the numerical model, we will not further explore the so
lution in this paper and recommend to further investigate this issue in 
the future. Consequently, the overestimation of the wave period could 
cause an overestimation of the flow velocity and the layer thickness, 
which will be explained later in Section 3.1.2. 

3.1.2. Flow velocity and layer thickness 
The calculated flow velocities and layer thickness using Van Gent 

(2002a) Eqs. (1) & (2) were first compared with the experimental re
sults. The wave run-up height presented in Eqs. (1) & (2) was calculated 
using Eq. (A. 1). The green squares in Fig. 11 represent the comparison 

between the measured results from experiments and calculated ones in 
which the experimental wave height and wave period were applied. 
Since the empirical equations were derived based on the extensive 
experimental data presented in Van Gent (2002a) and the experimental 
data for the model validation were just a part of the entire dataset, slight 
deviations between the calculated and measured results can be seen in 
Fig. 11. Nevertheless, there is an overall good agreement for both flow 
velocity and layer thickness. It is worth noting that applying the wave 
properties given by the numerical model to calculate the flow charac
teristics resulted in larger flow velocities and layer thickness (see yellow 
triangles). The numerical and experimental significant wave heights 
were almost the same as shown in Fig. 9a while the numerical wave 
periods were obviously larger than the experimental ones, so Fig. 11 
indicates that larger wave periods led to larger values of flow 
characteristics. 

Therefore, before directly comparing the numerically modelled flow 
velocities and layer thicknesses with the experimental ones, the 
modelled flow characteristics for each case were first modified by taking 
the overestimation of the spectral wave period into account using the 
following equation: 

Fig. 10. Sensitivity of the numerically modelled spectral wave period Tm− 1,0 (a) with the grid size: 0.65 cm × 0.65 cm, 1.3 cm × 1.3 cm, 2.6 cm × 2.6 cm (from left to 
right) and (b) with the length of the inlet relaxation zone: 5 m, 7 m, 9 m (from left to right). The experimentally measured Tm− 1,0− exp is 1.78 s. 

Fig. 11. Comparison between measured and estimated flow parameters with a) flow velocity and b) layer thickness exceeded by 2% of the incident waves given by 
empirical equations using the experimental and numerical wave characteristics. . 

W. Chen et al.                                                                                                                                                                                                                                   



Applied Ocean Research 118 (2022) 102971

10

x2%OFmod =
x2%OF

x2%cal− OF
/

x2%cal− exp
(8)  

where x2%OFmod [m/s] is the modified modelled flow velocity or layer 
thickness; x2%OF is the original modelled flow parameter; x2%cal− OF [m/s] 
is the calculated flow parameter using the empirical equations (Van 
Gent, 2002a) in which the numerically modelled wave characteristics 
were used; x2%cal− exp is the calculated flow parameter using the empirical 
equations Van Gent (2002a) in which the experimental wave charac
teristics were applied. 

The comparisons between the modified modelled and the measured 
flow characteristics are shown in Fig. 12. The modified modelled flow 
velocity matches well with the measured results with a NSE of 0.75. In 
contrast, the NSE for the modified layer thickness is 0.03. The low value 
of NSE is mainly caused by the overestimation of the layer thickness 
given by the OpenFOAM® model. On average, the numerical model 
overestimates the layer thickness with a factor of 1.3 and dividing the 

modified modelled results of the layer thickness by 1.3 can increase the 
NSE from 0.03 to 0.83, illustrating that the trend in the layer thickness is 
well captured by the numerical model. This overestimation can be 
related to different time series of waves used in the OpenFOAM model 
and the experiments. Another possible cause might be the quality of free 
surface capture. The interface between water and air was not very sharp 
and could smear out over two layers of grid cells in the numerical model, 
which can further result in an overestimation of the layer thickness. 
Similar overestimation of layer thickness by OpenFOAM® models can 
also be found in Van Bergeijk et al. (2020). Refining the mesh near the 
waterside slope and crest can to some extent reduce the overestimation. 
Nevertheless, a fine mesh would significantly increase the computa
tional time especially for the slope covered by protruding blocks. 
Therefore, the grid size of 0.005 m in vertical direction is adopted to 
comprise between the computational efficiency and the model accuracy 
of layer thicknesses. Despite of a low value of NSE (0.03), the over
estimation with a factor of 1.3 is considered as being acceptable given 
the spreading that is normally observed when dealing with measure
ments of wave overtopping parameters (see for instance Fig.9 in Mar
es-Nasarre et al., 2019). 

Considering the wave run-up height is a key parameter for estimating 
the flow velocity and layer thickness (see Eqs. (1) & (2)), the modelled 
wave run-up heights were compared to the empirical equations (A.1 and 
A.2) as the wave run-up height was not measured in the experiments from 
Van Gent (2001). Fig. 13 shows that the model results match well with the 
Van Gent (2001) run-up equation (A.1) with a NSE of 0.56 while the 
EurOtop (2018) equations (A.2 & A.3) overestimate the wave run-up 
height with a factor of 1.2 and with a NSE of − 3.9. The difference be
tween Van Gent (2001) and EurOtop (2018) run-up equations mainly lies 
around the transition between breaking and non-breaking wave conditions; 
most of the data in this study are close to this transition between breaking 
and non-breaking waves. A smooth transition at a certain value of the Iri
barren parameter ξm− 1,0 was proposed by Van Gent (2001) considering the 
derivative with respect to ξm− 1,0 of Eq. (A.1) should be continuous in a 
physical sense. EurOtop (2018) proposed an abrupt transition near the 
transition between breaking and non-breaking wave conditions based on 
the analysis of extensive datasets. Fig. 13 indicates that the model results 
match better with Van Gent (2001) run-up equation (A.1) than with the 
EurOtop (2018) equations (A.2, A.3). 

Since this study focuses on the predictions of flow parameters and the 
influence of berms and roughness on these flow parameters (instead of 
on the accuracy of the incident wave characteristics), the numerical 

Fig. 12. Comparison between the measured flow parameters and the modified flow parameters given by OpenFOAM® model taking the overestimation of the wave 
period into account. . 

Fig. 13. Modelled and calculated wave run-up heights using Van Gent (2001) 
run-up equation (A.1) and EurOtop (2018) run-up equations (A.2, A.3). . 
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model is regarded as being capable of predicting the flow velocities and 
layer thickness sufficiently accurate. 

3.2. Validation of the 3D numerical model 

3.2.1. Wave characteristics 
The incident waves at the start (WG_loc10 and WG_loc10’) of the 3D 

numerical wave basin with and without the structure were compared as 
shown in Fig. 14. A good agreement on both the time series of incident 
waves and the wave energy spectrum between the model with structure 
and the model without structure can be seen in Fig. 14, which indicates 
that there was little wave reflection at the side walls interfering the 
incident waves. Table 4 presents the wave properties measured by the 
wave gauges near the inlet in the numerical basins with and without the 

structure. The incident wave height at the inlet of the basin is slightly 
larger compared with the wave height in an empty wave basin. Never
theless, the difference is small, which is acceptable. 

3.2.2. Mean overtopping discharge 
The overtopping flux was extracted in the range of z = 7 m to 9 m where 

the waves were nearly uniform along the z axis. The measured and 
modelled wave conditions and overtopping discharges are given in Table 5. 
The modelled average overtopping discharge is 1.9 l/s/m which is about 
three times of the measured overtopping rate (qexp = 0.65 l/s/m). One of 
the causes for this overestimation might be the short simulation time (200 
s) which could lead to more uncertainties than a long simulation time (e.g. 
1000 waves) of the estimation of overtopping rates. However, EurOtop 
(2018) stated that empirical equations estimated overtopping discharges at 
best within a factor of 1 to 3 of the actual overtopping discharges. There
fore, this overestimation with a factor of 3 is reasonable (see for instance 
Suzuki et al., 2017). The trend of the overtopping discharge due to oblique 
waves changing with the berm width is more of interest in this study than 
the absolute values of the overtopping discharge themselves. This means 
that the 3D numerical model is used in a qualitative way. Hence, although 
only one test condition was simulated for the 3D model validation, this 
model validation is regarded as being acceptable in this study. The wave 
conditions and numerical model settings for this validation test are later 
enforced for other 3D simulations in which only the berm width is different 
to find the trend of the influence factor of oblique waves varying with the 
berm width. 

4. Effects of roughness, a berm and oblique waves on 
overtopping parameters 

The validated OpenFOAM® models were then applied to investigate 

Fig. 14. Comparison of incident waves between the numerical wave basins with and without the structure.  

Table 4 
Wave properties near the inlet in the numerical wave basins with and without 
structure.   

Hm0 [m] Tm-1,0 [s] sm-1,0 [-] 

With structure 0.19 2.65 0.017 
Without structure 0.187 2.65 0.017  

Table 5 
Measured and modelled wave characteristics and average overtopping rates.   

Experiment OpenFOAM® 

Hm0 [m] 0.199 0.198 
Tm-1,0 [s] 2.57 2.66 
sm-1,0 [-] 0.019 0.018 
q [l/s/m] 0.65 1.9  
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Fig. 15. Comparison between numerically modelled a) flow velocities as well as b) layer thickness and the calculated ones over the rough slope using the Van Gent 
(2002a) Eqs. (1) & (2) with and without including the roughness factor γf . 

Fig. 16. The influence of berm width (B) and berm level (dh) on the extreme overtopping flow velocity u2% and layer thickness h2% with W103 representing the wave 
condition based on single-peaked TMA spectrum: Hm0 = 0.152 m, Tm− 1,0 = 2.51 s, h = 0.8 m and W201 representing the wave condition based on double-peaked TMA 
spectrum: Hm0 = 0.149 m, Tm− 1,0 = 2.32 s, h = 0.8 m. 
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the effects of roughness, berm and oblique waves on flow parameters 
and overtopping discharges. In this section, the results of both 2D and 
3D numerical experiments were analysed. 

4.1. The influence of roughness on flow parameters 

According to the literature review, it still remains unclear whether to 
include the roughness reduction factor in Eqs. (1) & (2). To figure this 
out, the roughness was modelled in the 2DV numerical model by 
creating protrusions along the waterside slope. The modelled flow 
characteristics were compared with the calculated ones using empirical 
equations with and without the roughness influence factor. The values of 
roughness factor were obtained by comparing the wave run-up height at 
the rough slopes with that at the smooth slope. Since the 2DV numerical 
model was validated based on the experimental results in Van Gent 
(2002a), only the Van Gent (2002a) equations for flow characteristics 

including and excluding the roughness factor were considered here. 
Fig. 15 shows the comparison between modelled and calculated flow 

characteristics using the Van Gent (2002a) equations with and without 
the roughness influence factor. For calculations of flow velocities and 
layer thicknesses, the modelled wave run-up heights at the rough slope 
were used instead of using the empirical equation (A.1) for the wave 
run-up height. It can be observed in Fig. 15 that excluding the roughness 
factor in Eqs. (1) & (2) leads to underestimation of flow characteristics. 
Including the roughness factor leads to better estimates of flow velocities 
improving the NSE from − 0.5 to 0.35. However, including the roughness 
factor still underestimates the layer thicknesses with a factor of 0.84 of 
the numerically modelled layer thickness. Nevertheless, it can reduce 
the underestimation to some extent, considering that excluding the 
roughness factor results in a factor of 0.77. This underestimation of the 
layer thickness could partly be caused by the slight overestimation of 
layer thicknesses given by the OpenFOAM® model as shown in Fig. 12b. 

Fig. 17. Comparison between the modelled flow parameters and the calculated values using modelled wave run-up heights by empirical equations with the berm 
width varying in the range of 0 m to 0.5 m and the berm level in the range of − 0.1~0.1 m. W103 represents the wave condition based on single-peaked TMA 
spectrum: Hm0 = 0.152 m, Tm− 1,0 = 2.51 s, h = 0.8 m and W201 represents the wave condition based on double-peaked TMA spectrum: Hm0 = 0.149 m, Tm− 1,0 = 2.32 
s, h = 0.8 m. 
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For the smooth straight slope, the numerically modelled layer thick
nesses are about 1.16 times of the estimated ones using the empirical 
equations. Dividing the OpenFOAM® modelled layer thicknesses by 
1.16 and including the roughness factor in Eq. (2) finally lead to esti
mates of layer thicknesses with a factor of 0.97 of the numerically 
modelled ones and a NSE of 0.85. These results indicate that it is indeed 
better to include the roughness factor in Eqs. (1) & (2) as proposed. The 
roughness factor in this study only varied in the narrow range of 0.88 to 
0.95. Therefore, the difference between including and excluding the 
roughness factor in Eqs. (1) & (2) for smaller values of the roughness 
factor can be larger. Empirical equations similar to Eqs. (1) & (2) but 
excluding the roughness factor could lead to estimates of flow charac
teristics that are too low and thus unsafe. 

4.2. The influence of a berm on flow parameters at the waterside edge of 
the crest 

In order to study the berm influence, the berm width was varied in 
the range of 0 m to 0.5 m and berm level relative to SWL was changed in 
the range of − 0.1 m to 0.1 m by changing the berm position. Fig. 16 
shows the influence of berm width and berm level on the flow velocity 
and layer thickness. It can be seen that the flow parameters are sensitive 
to the variations in the berm width. The flow velocity and the layer 
thickness could be reduced by nearly 30% and 40% respectively due to 
the application of a berm. In contrast, the berm level did not have a 
significant reductive effect on the flow characteristics. 

The modelled flow characteristics at smooth slopes with a berm were 
first compared to the Van Gent (2002a) empirical formulas Eqs. (1) & ((2)). 
In order to calculate the flow parameters using Eqs. ((1) & (2)), the wave 
run-up height needs to be known. It is worth mentioning that the flow 
parameters on the horizontal axis in Fig. 17 were calculated using the 

numerically modelled wave run-up heights instead of using the empirical 
run-up equation (A. 1). Fig. 17 shows that the calculated flow velocities 
match well with the OpenFOAM® model results with a NSE of 0.79. The 
calculated values of the layer thickness are generally smaller than the 
modelled results leading to NSE = 0.24. This is caused by the slight over
estimation of the layer thickness given by the OpenFOAM® model as 
presented in Fig. 12b. Overall, the numerical results demonstrate that the 
relationships between the flow parameters and the wave run-up height as 
given in Van Gent (2002a) equations ((1) & (2)) are also valid for smooth 
slopes with a berm, which implies that the berm influence is accounted for 
by the wave run-up height. Thus, the investigation of the berm effect on 
flow characteristics comes down to the investigation of the influence of a 
berm on the wave run-up height. 

Fig. 18a shows the comparison between the modelled run-up heights at 
straight slope as well as slopes with a berm and the calculated ones using 
Van Gent (2001) equation (A. 1) and EurOtop (2018) equations (A. 2) & (A. 
3). The berm factor γb, which represents the reductive influence of a berm 
on overtopping discharge or run-up height, in EurOtop (2018) equations 
(A. 2) & (A. 3) was determined using the empirical equation (A. 4). In the 
Van Gent (2001) equation, the berm effect was taken into account by 

Fig. 18. Comparisons between a) modelled and calculated wave run-up heights over straight and bermed slopes using Van Gent (2001) equations and EurOtop 
(2018) equations; b) modelled and calculated berm influence factors using empirical equations proposed by Van Gent (2001) and EurOtop (2018). 

Table 6 
Numerical results of 3D OpenFOAM® model for different berm widths with the 
wave direction relative to the structure β = 30∘.  

case B [m] Hm0 [m] Tm-1,0 [s] sm-1,0 [-] q [l/s/m] 

B00 0 0.198 2.66 0.018 3.1 
B10 0.1 0.198 2.66 0.018 2.5 
B30 0.3 0.198 2.66 0.018 1.9 
B40 0.4 0.198 2.66 0.018 1.6 
B60 0.6 0.198 2.66 0.018 1.2  

Fig. 19. Relationship between the influence factor of oblique waves with β =

30∘ and the relative berm width with the red dash line denoting the empirical 
formula (Eq. (6)) proposed by Van Gent (2020) (For interpretation of the ref
erences to color in this figure legend, the reader is referred to the web version of 
this article). 
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adopting a characteristic slope to be used in the breaker parameter. Thus, 
no additional reduction factor for berms is required. The characteristic 
slope was defined as tanφ = 2cBERMHm0/L where cBERM was set at 2. 
Fig. 18a shows that the calculated wave run-up heights using Van Gent 
(2001) equation (A. 1) match very well with the modelled values while 
EurOtop (2018) equations (A. 2), (A. 3) & (A. 4) overestimate the wave 
run-up heights. Solid marks in Fig. 18a denote the data of cases for model 
validation. Fig. 18b shows the comparison between the berm factors ob
tained based on the OpenFOAM® model results and those determined 
using empirical equations. EurOtop (2018) berm equation (A. 4) underes
timate the berm factors, which means that the equations overestimate the 
reductive influence of a berm on wave run-up heights. Since no berm factor 
was used in Van Gent (2001) run-up equation (A. 1), the berm effects were 
determined by comparing the calculated run-up heights taking the berm 
into account to those without considering the berm using the equation (A. 
1). There is a good agreement between the calculated berm factors applying 
Van Gent (2001) approach and the numerically modelled ones with NSE =
0.94. Therefore, it could be concluded based on the model results that the 
existing empirical formulas proposed by Van Gent, 2001, 2002a for flow 
characteristics and run-up heights are also applicable for slopes with a 
berm. 

4.3. The influence of oblique waves on the overtopping discharge 

The above 2DV numerical model was extended into the 3D model 
domain, considering the oblique waves in combination with the berm in
fluence. The berm influence was determined by comparing the overtopping 
discharge at slopes with a berm to that at a straight slope using a 2DV 
numerical model. Based on that, the oblique wave factors could be deter
mined using the method described in Section 2.2.2. Results of the 3D 
OpenFOAM® models are given in Table 6. Fig. 19 shows that the influence 
factor of oblique waves overall decreases as the relative berm width in
creases, which indicates the influence of oblique waves on the overtopping 
discharge is dependant on the berm width. The blue dash line in Fig. 19 
represents the fitting curve of the numerical data. Even though the absolute 
values of the oblique wave factor based on the OpenFOAM® model results 
somewhat deviate from the empirical formula (Eq. (6)) with a vertical shift 
of 0.023, the trend is in accordance with the trend of the relationship be
tween the influence of oblique waves and berm width as indicated by Eq. 
(6). The 3D numerical model results verified the dependency of the effect of 
oblique waves on the berm width. 

5. Discussion 

5.1. Distribution functions for flow parameters 

Extreme overtopping events are important to assess the safety of 
dikes. The distributions of extreme overtopping parameters also provide 
valuable information, apart from 2%-values of the flow parameters for 
predicting the cover erosion, which are discussed in this section. Hughes 
et al. (2012) suggested Rayleigh distributions for the upper 10% of the 
values of flow velocity and flow thickness. The 10% of the values was 
used since the extreme values were more relevant to the stability of 
coastal structures and the entire rank-ordered values led to more scatter. 
However, Mares-Nasarre et al. (2019) proposed an exponential distri
bution function for values of the flow layer thickness associated with 
exceedance probabilities under 2% and a Rayleigh distribution function 
for flow velocities with exceedance probabilities under 2%. Hence, we 
also analysed the distribution functions of the extreme flow parameters 
with exceedance probabilities below 10% based on the 2D numerical 
model results as suggested by Hughes et al. (2012). Flow parameters 
from each numerical test were rank-ordered and the Weibull distribu
tion suggested by Hughes et al. (2012) were fit to the upper 10% of the 
values to determine the distribution functions for the overtopping flow 
velocity and layer thickness. 

The Weibull distribution functions for flow velocity and layer 
thickness are given as below: 

F
(

u
u2%

)

= 1 − exp
[

−

(

a1
u

u2%

)b1
]

(9)  

F
(

h
h2%

)

= 1 − exp
[

−

(

a2
h

h2%

)b2
]

(10)  

in which F represents the probability that an incident wave will lead to a 
flow parameter smaller than a specified flow parameter. u and h are the 
flow velocity and layer thickness respectively, with an exceedance proba
bility under 10%; u2% and h2% were used to make u and h dimensionless as 
recommended by Mares-Nasarre et al. (2019); a1 and a2 are empirical 
coefficients to be calibrated; b1 and b2 are shape factors to be calibrated. 
The shape factor equal to 1 corresponds to an exponential distribution and 
equal to 2 corresponds to a Rayleigh distribution. The peak values of flow 
velocity and layer thickness were ranked in descending order for each 
numerical test, based on which the upper 10% (about 300 × 10%) values 
were selected. The a1 and b1 were calibrated based on the selected values 
for each numerical test applying the least square method. Eqs. (9) & (10) 
are applied on the number of incident waves in a storm. Thus, the ex
ceedance probability corresponding to each value of the flow velocity was 

Fig. 20. Fitted cumulative distribution function of (a) flow velocity and (b) 
layer thickness in equivalent probability plot. W103 represents the wave con
dition based on single-peaked TMA spectrum: Hm0 = 0.152 m, Tm− 1,0 = 2.51 s, 
h = 0.8 m and W201 represents the wave condition based on double-peaked 
TMA spectrum: Hm0 = 0.149 m, Tm− 1,0 = 2.32 s, h = 0.8 m. 
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calculated as k/N where k is the rank of the flow velocity value and N is the 
number of incoming waves. 41 cases in total were simulated using the 2D 
numerical model, which yielded 41 sets of a1 and b1. The optimal values of 
a1 and b1 were determined as the median of the 41 values. The same 
method was applied to layer thickness and the optimal values of a2 and b2 
can also be obtained. 

Fig. 20 shows the fitted cumulative distribution functions with 
R2=0.97 for the flow velocity and R2 = 0.96 for the layer thickness. The 
calibrated distribution functions for flow velocity and layer thickness 
with exceedance probabilities under 10% are presented as: 

F
(

u
u2%

)

= 1 − exp
[

−

(

2
u

u2%

)2]

(11)  

F
(

h
h2%

)

= 1 − exp
[

−

(

2.6
h

h2%

)1.5]

(12) 

The distribution of the flow velocity with b1 = 2 implies a Rayleigh 
distribution function, which is in accordance with previous research 
(Hughes et al., 2012; Mares-Nasarre et al., 2019). However, the distri
bution of layer thickness with b2 = 1.5 does not correspond to a Rayleigh 
distribution suggested by Hughes et al. (2012) nor an exponential dis
tribution proposed by Mares-Nasarre et al. (2019). Only seven cases 
were considered in Hughes et al. (2012), which could lead to many 
uncertainties about the results. Mares-Nasarre et al. (2019) suggested 
that if the flow velocity followed a Rayleigh distribution function, the 
layer thickness would be expected to follow an exponential distribution 
considering the 1/2-power relationship between the flow velocity and 
layer thickness exceeded by 2% of the incoming waves as shown in Eq. 
(13). However, the empirical coefficient C in Eq. (13) can be different for 
a different exceedance percentage than 2%. Thus, the layer thickness 
does not necessarily follow an exponential distribution function. Fig.11 
in Mares-Nasarre et al. (2019) also indicates that the layer thickness did 
not follow the exponential distribution function perfectly. The differ
ence between the distribution functions of the layer thickness in this 
study and in Mares-Nasarre et al. (2019) could also be caused by 
different exceedance probabilities (10% in this study and 2% in Mar
es-Nasarre et al., 2019) being used for deriving the cumulative distri
bution functions. 

u2% = C
̅̅̅̅̅̅̅̅̅̅
gh2%

√
(13)  

5.2. Application and limitation of the 2D and 3D numerical models 

The 2DV OpenFOAM® model showed a reasonable agreement with 
the measured flow velocities and layer thickness. The validated 2D nu
merical model was then applied to investigate the influence of roughness 
and a berm on flow velocity and layer thickness. The roughness was 
modelled by creating protrusions along the waterside slope. Model re
sults indicate that the roughness reduction factor should be included in 
empirical Eqs. (1) & (2) even though the wave run-up height already 
takes the roughness influence into account. The existing formulas 
excluding the roughness factor could underestimate the flow charac
teristics over rough slopes. Since the flow velocity is a key input 
parameter in some erosion models (e.g., Dean et al., 2010), underesti
mation of the flow velocity might lead to underestimation of the cover 
erosion. This would be dangerous for reliability evaluation of coastal 
structures. Only one type of roughness element was modelled since this 
study aims to determine whether the roughness reduction factor should, 
or should not, be included in Eqs. (1) & (2). It is recommended to 
investigate the effects of different types of roughness elements with a 
wider range of roughness factor on the flow characteristics through 
physical or numerical experiments. 

For the berm influence on the flow characteristics, model results 
demonstrate that the existing empirical Eqs. (1) & (2) proposed by Van 
Gent (2002a) were also applicable for the bermed slope. The berm 

influence on the flow characteristics was accounted for by the wave run-up 
height, which is different from the roughness influence that needed to be 
included in Eqs. (1) & (2) even though the wave run-up height had included 
the roughness effect. Model results of the berm infuence factor showed a 
good agreement with the exiting empirical equation (A.1). The effect of a 
berm was further analysed in combination with the oblique waves for the 
average overtopping discharge. The 2D numerical model was extended into 
a 3D model in order to include the oblique waves. Model results verified the 
assumption made in Van Gent (2020) that the influence of oblique waves 
on the mean overtopping discharge depends on the berm width. The 3D 
numerical simulations are extremely computationally expensive. A single 
simulation for 200 s took three weeks to compute using 22 processors (2.7 
GHz) in parallel. Thus, only one test was modelled for validation and one 
wave direction relative to the structure was simulated. Considering the 3D 
numerical model was used in a qualitative way, the model validation was 
regarded as being acceptable. Then, the same wave conditions and nu
merical settings for the validation test were enforced for other 3D simula
tions except that the berm was varied. Although the incident waves at the 
position of the wave gauge at loc10 are not or hardly affected by the side 
relaxation zones, the wave interaction at the structure in the sections be
tween z = 7 m to 9 m could be affected by the side relaxation zones in the 
numerical wave basin with the reduced size. However, if this interference 
would be present, it existed for all the simulated cases and it is expected 
that the interference of incident waves has limited influence on the trend. 
Nevertheless, for more accurate predictions of the average overtopping 
discharge resulted from oblique waves, it is recommended to model the 
entire physical wave basin and to validate the 3D numerical model with 
more experimental data if the computational efficiency improves in the 
future. Additionally, the performance of the 3D numerical model can be 
further improved by using finer mesh. The sensitivity of mean overtopping 
discharges caused by perpendicular waves with the grid size was performed 
by Chen et al. (2020) which showed that finer mesh would lead to smaller 
mean overtopping discharges. 

In the 3D numerical model, the flow characteristics were not ana
lysed as no experimental data were available for validating the flow 
characteristics in three dimensions. It remains unknow how the oblique 
waves affect the flow velocity and layer thickness, which is recom
mended for future investigation. 

6. Conclusion 

Wave overtopping must be considered for the design and evaluation of 
coastal structures. The accurate estimates of overtopping flow parameters 
at the crest related to individual overtopping events are important for 
assessing the stability of the landward slope of dikes. The mean over
topping discharge is a key parameter in determining the crest level of dikes. 
Berms, roughness and oblique waves have significant effects on wave 
overtopping. Thus, their effects should be taken into account when pre
dicting the wave overtopping process at dikes. This paper presents a nu
merical investigation of the effects of roughness, berm and oblique waves 
on wave overtopping processes at dikes. Both overtopping flow charac
teristics and the mean overtopping discharge were studied. 

Ten tests selected from Van Gent (2002a) were used to validate the 2D 
OpenFOAM® model for predicting the overtopping flow velocity and layer 
thickness at the waterside edge of the dike crest. The spectral wave period 
was overestimated by the numerical model, which might be caused by the 
limitations of the OceanWave3D in dealing with the wave breaking and by 
the shorter simulation time of the numerical model. Further research on 
solving this problem is recommended. The model was shown to perform 
reasonably for simulating the flow characteristics. The validated model was 
then applied to investigate the effects of roughness and a berm on flow 
characteristics at the waterside edge of the crest. Model results show that if 
the roughness factor was excluded from the existing empirical Eqs. (1) & 
(2), the flow characteristics would be underestimated. Including the 
roughness factor as shown in Eqs. (1) & (2) leads to better estimates of flow 
velocities and layer thicknesses. 
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Thirty numerical tests were performed to study the berm influence 
on the flow velocity and layer thickness. Model results show that the 
flow parameters are sensitive to the berm width while they are not 
significantly influenced by the berm level. Existing empirical Eqs. (1) & 
(2) with coefficients by Van Gent (2002a) work well for estimating the 
flow parameters over the slopes with a berm. The berm influence was 
accounted for by the wave run-up height. It is recommended to use Eq. 
(A.1) to calculate the wave run-up height over slopes with a berm. 

Distribution functions were derived based on the numerical model 
results for the flow velocity and layer thickness with exceedance prob
abilities below 10%. The extreme flow velocities follow a Rayleigh 
distribution function while the layer thickness follows a Weibull distri
bution function. 

A 3D OpenFOAM® model was also developed to take the oblique 
waves into account by extending the 2D OpenFOAM® model into the 3D 
domain. Model results show that the influence of the oblique waves on 
the mean overtopping discharge depends on the berm width. It is rec
ommended to investigate the effect of oblique waves in combination 
with a berm and/or roughness on the flow velocity and layer thickness. 
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Appendix A. Empirical formulas for wave run-up height 

Van Gent (2001) developed empirical equations (A. 1) for estimating Ru2%. 

Ru2%

γHm0
= c0ξm− 1,0forξm− 1,0 ≤ p  

Ru2%

γHm0
= c1 − c2

/

ξm− 1,0forξm− 1,0 ≥ p (A. 1)  

where c0=1.35, c1=4.7, c2 = 0.25c2
1/c0 and p = 0.5c1/c0. Hm0 [m] is the spectral significant wave height. γ [-] (γ = γf γβ) is the reduction factor taking 

the influence of roughness (γf ) and oblique wave attack (γβ) into account. ξm− 1,0 [-] (ξm− 1,0 = tan(α)/√

(

2πHm0
gT2

m− 1,0

)

) is the Iribarren number. EurOtop 

(2018) also provide a method to estimate Ru2% as follows. 

Ru2%

Hm0
= 1.65γf γβγbξm− 1,0 (A. 2)  

with a maximum of 

Ru2%

Hm0
= 1.0γf γβ

(

4 −
1.5
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
γbξm− 1,0

√

)

(A. 3)  

where γb [-] is the influence factor of berms, which can be calculated using the following equations. 

γb = 1 − rB(1 − rdh) if 0.6 ≤ γb ≤ 1.0 (A. 4)  

Where rB and rdh are calculated using the following equations. 

rB =
B

Lberm
(A. 5)  

rdh = 0.5 − 0.5cos
(

π dh

Ru2%

)

for a berm above still water level (A. 6) 

rdh = 0.5 − 0.5cos
(

π dh
2Hm0

)

for a berm below still water level     where Lberm [m] is the characteristic berm length; dh [m] is the berm level relative to 

the SWL; 

W. Chen et al.                                                                                                                                                                                                                                   



Applied Ocean Research 118 (2022) 102971

18

Appendix B. Numerical data 

Table B.1–Table B.3 
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