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Abstract—Floating car data present a cost-effective approach to observing the traffic state. This paper explores whether floating cars can substitute stationary detection devices (e.g., induction loops) for observers within traffic responsive control systems. A rule-based traffic control method at the local intersection level is proposed in this paper by utilizing the floating car data. The control method involves a three-fold approach: link-level speed forecasting, data-driven traffic flow estimation, and split optimization. To estimate traffic flow, a multivariable linear regression model is developed by utilizing forecasted link-level speed, signal control variables, and link length as predictors. The method is tested using a controller (hardware)-independent software-in-the-loop approach. Compared with the existing fixed-time control operating in Starnberg, Germany, the proposed method is able to improve the level of service of the signalized intersection when tested for different levels of market penetration of the floating cars. The findings underpin the use of floating car data in online traffic control applications; the benefits will increase with an increase in market penetration of floating cars. Overall, this paper presents a fully integrated technical system that is ready to be used in the field. The proposed system can be implemented at the tactical level of urban traffic-control hierarchy employed in Germany.
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I. INTRODUCTION

In Germany, urban traffic signal control is structured hierarchically [1]. The hierarchy has three levels of decision with respect to the spatial and temporal scope. At the top, strategic level accounts for the long-term and large scale changes of the traffic flow, e.g., provisions of different signal programs for peak and off-peak period. In the middle, tactical level accounts for the mid-term changes, still sticking to the general strategy, e.g., coordination of several intersections by adjusting some of the control variables. At the bottom, operational level responds to the short-term changes in traffic demand, e.g., public transport prioritization. In recent years, control algorithms have been developed to comply with the control hierarchy. A rule based control is usually employed at the operational level and a model based control at the tactical level. Rule-based control runs through a logical flow chart every time step and decision is made based on the predefined logical rules. On the contrary, model-based control utilizes an inherent model and optimization algorithm [2], [3]. In lieu of transparency, the model based control algorithms are difficult to be interpreted by the traffic engineers who are the end-users of such traffic control products. Therefore, this paper focuses on product usability and ease with which system is supplied by the traffic engineers as the key criteria while developing a rule-based control method for tactical level of implementation in Germany. The proposed control algorithm can be integrated within the traffic engineer’s workstation so that the product can be tested and deployed in the field through one system.

The traffic signal control can be categorized into two distinctive methods, fixed-time and traffic responsive. As for the fixed-time control, the signal parameters including cycle length and phase sequence are fixed beforehand [4], while in traffic responsive control the signal parameters are served based on the vehicular demand detected. The fixed-time control does not require the detectors thus making the installation, operation and maintenance cost-effective but it can be vulnerable to the unforeseen changes of traffic demand. The traffic responsive controls often rely on optimization methods and traffic data, which is gathered from the stationary observers such as induction loops or cameras [5]. In contrast to the stationary observers, floating car data (FCD) are emerging means to observe the traffic state where the car itself acts as a probe. The probes are fitted with the consumer GPS navigation devices, mobile phones, or Bluetooth devices which can transmit the location data or time stamp to the control center. The FCD is also available commercially through TomTom or INRIX in...
the form of link-level speed and travel time data. Reference [6] notes that TomTom uses several data collection sources such as portable navigation devices (PND), smartphone navigation applications, automotive in-dash and on-dash devices, fleet management solutions, 3rd party smartphone navigation applications, and public traffic information. Through the large fleet of GPS devices, TomTom manages to collect the FCD on a continuous sampling basis. In addition to real-time FCD, TomTom also uses a historical traffic data base as a background source for the data fusion process to improve the confidence level of the link-level speed estimates. Therefore, the FCD in this context can be considered as transport Big Data that is composed of abundant traffic data from public traffic information and multiple nomadic devices such as PND and smartphones. With this capability of FCD, this study aims to develop a framework for utilizing the commercially available FCD as a possible alternative of the stationary detection systems (e.g., the induction loops) to act as an observer in the traffic control architecture.

To test the performance of traffic control within simulation environment, three approaches exist: emulation-in-the-loop simulation (EILS), software-in-the-loop simulation (SILS), and hardware-in-the-loop simulation (HILS) [7], [8]. EILS approach utilizes an application programing interface (API) to interact with the traffic simulator. Although EILS provides higher simulation speed, lower installation costs, and perfect coupling with the traffic simulator, it does not match the variety and sophistication provided by a field controller. Moreover, EILS does not have any latency in updating the control variables as the whole process is run within the simulation environment. Since latency occurs during the generation of data and communication of data between different components, HILS and SILS represent the systems performing operations in real-time. HILS uses actual hardware while SILS uses a virtual controller (hardware). The inability of HILS to run faster or slower than the real time makes SILS a preferred approach. However, there exist different types of controller hardware used in the field to implement a traffic signal control system. The SILS approaches developed previously do not take into account the controller’s specifications which differ from manufacturer to manufacturer. There is a need to address this research gap. We have utilized the TRENDS kernel software [9] which is used in the core of many traffic controller units in the DACH area (Germany, Switzerland, and Austria). It is still the beginning phase for the FCD; therefore, SILS approach can test various scenarios of varying market penetrations which are not yet available in reality.

Consequently, this paper aims to develop a traffic signal retiming strategy by updating the splits at the local signalized intersections level to respond to the mid-term changes in the traffic demand. The decision interval for control action is set as 15 minutes. Instead of using raw floating car data, the method uses processed and aggregated link-level speed data. A modified form of single exponential smoothing, utilizing intermittent floating car data, is applied to forecast the link speed for next decision interval. Afterwards, a multivariable linear regression method is developed to estimate the traffic flow per lane using forecasted link-level speed, control variables, and infrastructural characteristics in the form of link length. By utilizing the flow estimates from regression model, the splits are updated based on the control actions set by a rule-based algorithm. Optimization of traffic signal timing plans using transport Big Data is recently being highlighted by many researchers based on its effectiveness in terms of delay reduction at signalized intersections, thus this study is a timely approach and will provide expected benefits of the transport Big Data (i.e., pre-processed and aggregated FCD in this study) in terms of traffic signal operations. With this main objective, the study investigates the impact of penetration rate of FCD on the effectiveness of traffic control strategy and evaluates the performance of the proposed traffic control method using controller independent software-in-the-loop simulation (i.e., case study). The traffic signal retiming strategy is tested at the signalized intersections located in Starnberg, Germany, and the performance the proposed approach is assessed against the existing fixed-time signal control in Starnberg.

The key contributions of this paper are as follows. First, this paper utilizes pre-processed and aggregated FCD in developing a traffic signal retiming strategy for tactical level of control which can be useful for small-and medium level cities seeking to reduce the delay at the signalized intersections in a cost-effective way. Second, this paper presents a fully integrated technical system with which traffic engineers can design, test and deploy the traffic control product. Moreover, the control method itself is transparent since it is rule-based; hence, the end-users can understand the underlying mechanics of the system. Third, this paper presents a SILS approach to test the rule-based control method which uses the same software as in the controller (hardware) units. The SILS approach not only emphasizes the need to create open systems but also provides a robust testing solution.

The structure of this paper is as follows. Section 2 reviews the state-of-the-art. Section 3 describes the study area in Starnberg, Germany. The system architecture of the software-in-the-loop simulations is presented in section 4. The methodology is discussed in section 5 and the results are presented in section 6. Lastly, section 7 draws conclusions and provides suggestions for future research.

II. LITERATURE REVIEW

The fundamental distinction between the FCD and fixed-location sensor data is that FCD represent the sample of overall traffic. Besides, the floating cars can be located anywhere in the network and are not necessarily distributed uniformly over spatial and temporal scale. Neumann [10], [11] mentions that substantial market penetration of probe vehicles is needed for traffic signal control. He notes that traffic signals are the ideal places to collect the data since vehicles are clustered there. Neumann’s works show that the accuracy of traffic state estimation could be improved by aggregating over longer intervals and also using data fusion techniques to incorporate the ground-truth estimates of the traffic demand.

The FCD have been used in past for both urban and motorway traffic management schemes. Reference [12] presents the fusion of loop detector and FCD in traffic management center of Berlin, Germany. The taxi and bus FCD are used to
complement the loop detector so as to analyze the real-time level of service on the roads. In project COLOMBO [13], a decentralized traffic control based on FCD is proposed where every traffic light acted as an individual agent which can also coordinate with the other agents. The traffic control is shown to work with the low penetration of FCD as it uses the makes use of speed and acceleration instead of the number of cars on a particular approach. Afterwards, a swarm optimization based traffic control algorithm is devised; it has been shown that this algorithm can match the performance of the actuated traffic signal control at 25% of market penetration of FCD. This paper also utilizes the decentralized framework where the neighboring traffic lights can share the state of their control variables but develops a rule-based traffic signal retiming strategy. Reference [14] presents an adaptive traffic signal control based on FCD. They use a greedy algorithm which assigns more green to the approach which has more floating cars. In cases when the system does not detect any floating car, the algorithm falls back to the fixed time signal program. However, the spatial and temporal variability of FCD may influence the results of the greedy algorithm.

For motorways, [15] develops a FCD based variable speed limit (VSL) system. The performance of this system is compared with the existing induction loop based VSL system. The results indicate the FCD based VSL system, even at 6%–8% of market penetration, approximates the loop based VSL and underpin potential of FCD in designing traffic management strategies for motorways. Reference [16] notes that the FCD can be used to derive the travel times over a section of the motorway and this information can be utilized to design the better and cost-effective sectional control strategies for motorways. They made use of a fully deployed an operational fleet of 200,000 floating cars running on Belgian motorways. With such a high penetration of FCD, the findings suggest that the traditional camera based section control can be replaced by the fleet (FCD) based traffic management.

In contrast to above works, the commercially available FCD not only use real-time information but also enriches the historical database with this information. Such databases can contain the link-level traffic state information in the form of speed or travel times. The advantage of maintaining a historical database is that it can be used in online traffic management applications by avoiding the influence of spatio-temporal variability of FCD. Therefore, this paper emphasized the usage of a historical traffic database created by FCD and attempts to fill that gap by designing a transparent rule-based control at the tactical level for traffic engineers.

### III. System Description

The network consists of three neighboring intersections located in Starnberg, Germany (see Fig. 1). The main corridor is German federal highway B2 which runs through the city. Therefore, Starnberg city, affected by the heavy through traffic, makes an ideal example case for this paper to test a tactical level of control strategy. Following intersections are considered: (1) Söckinger Straße-Bahnhofstr., (2) Hauptstr.-Tiefgarage, and (3) Hanfelderstr.-Wittelsbacherstr.-Münchenerstr.

### IV. System Architecture

This section describes the system architecture to test our rule-based control method. We have developed an SILS approach, which is independent of traffic light signal system control equipment (i.e., hardware) to test the control method.

#### A. Traffic Simulator: VISSIM

VISSIM 7.00 is used in this paper [17]. It is a microscopic, time step and behavior-based simulation model, which uses the psycho-physical car-following model for longitudinal movements and a rule-based algorithm for lateral movements. The VISSIM network of three intersections located in Starnberg is shown in Fig. 1.

1) **Network Data:** This paper utilizes the VISSIM settings from the work of Lüßmann [3]. In his dissertation, VISSIM parameters for desired speed, acceleration and deceleration distributions were calibrated by conducted field measurements for a corridor in Munich. It is assumed that the urban driving behavior for Starnberg, which is close to Munich, can be sufficiently captured by using those parameters. Wiedemann 74 model [18] is chosen as the car following model. 2% of heavy goods vehicles are included in vehicle composition which is the default setting in VISSIM.

2) **Floating Car Data in VISSIM:** Instance of the vehicle type (private car) is created. Afterwards, a new vehicle class is created which included this instance. The percentage of the vehicle types can be changed under the header of vehicle composition. In this menu, the desired market penetration can be provided to the instances of the vehicle types which represent probe vehicles in this simulation study. The creation of vehicle class helps in collecting the desired output from the simulation. Link level data is collected every cycle of the signal program [17].

3) **Variable Demand:** Traffic demand scenario is constructed for two hours (see Fig. 2). First 30 minutes-time
periods, T01 and T02, are chosen as the warm up period so that the network gets filled. Afterward, eight flow intervals of 15 minutes of duration, numbered from T1 to T8, are created. The demand for main corridor, O1 and O5, forms a peak. The routing decisions are defined with low turning ratios to facilitate heavy though traffic.

B. Creation of Basic Intersection Supply With CROSSIG

CROSSIG [19] is a state-of-the-art workstation for traffic engineers to plan and test control mechanisms for light signal systems and supply them with data in a quality-assured way. In addition, CROSSIG is the basic platform for creating traffic-technological data, which is required for further applications such as TRELAN/TRENDS [9], [20] and VISSIM [17]. At first, the data about the signal groups, conflict points and intergreen matrix is supplied in CROSSIG. Afterwards, the signal programs, switch-on and switch-off programs, interstages and stage sequence plans are generated for the respective intersection. Table I shows the basic intersection data for the fixed time control which is operating in Starnberg.

C. User Specific Control With TRELAN

TRELAN stands for TRaffic Engineering LANguage with which user-defined control programs can be created. TRELAN is based on the German guidelines for traffic signals which use flow charts to depict the complete process of traffic-actuated control. The description language TRELAN and the graphical editor openTRELAN make traffic control transparent and conveniently transferable into the controllers [20]. openTRELAN is used to develop the control method in this paper.

openTRELAN also has an inbuilt compiler which makes it easier for the end user to compile the source text by using graphical interface. Successful compilation generates two files: *.vxe and *.vad file. The vxe file contains a flow diagram, created using openTRELAN and produced by TRELAN compiler. The vad file includes the source code for the flow diagram which is required for debugger in the TRENDS system [20].

1) VL Detector Variables: The relevant link speed data can be retrieved from VISSIM and supplied to the virtual traffic control to process this data. New variables in TRELAN are created to retrieve the information about the link speed. These variables are denoted as VL1, VL2,...,VL64, with value ranges from $-3200$ to $+3200$. These detectors are controlled via the BALANCE telegram [21].

D. TRENDS Control System

TRENDS stands for TRaffic ENgineering Development System. It is a computer-based system which can test and visualize the functionality and performance of traffic control methods, in a cost-effective manner, before deploying in the field. TRENDS kernel is the intelligent part of TRENDS, and it forms the core around which the controller is layered.

Since TRENDS kernel processes the compiled TRELAN file, a traffic light signal system can be planned and tested independent of the controller’s manufacturer. The vxe and vad file become the input for TRENDS. TRENDS is a comprehensive concept which puts full control in the hands of the user since the traffic workflow being used for running the actual controller is the same workflow running on test station [9].

E. Creating Controller Supply

The traffic engineering data, created with TRELAN/TRENDS, describe the signal control for an intersection. The data are then transmitted to the microcomputer of the controller and are used for the control actions generated by TRENDS kernel. The controller supply data is generated from TRELAN/TRENDS test station in the form of controller supply file (*.stg) and TRELAN supply file (*.vxb). The stg file contains all the information about the technical layout of the signal and the relevant traffic engineering data; while, the vxb file includes all the traffic engineering data necessary for realizing the signal control in the controller. The vxb file resembles a container with data in a binary format and it is embedded in the storage system of the controller’s operating system so that TRENDS kernel can process this data to realize traffic signal control [9].

F. Software-in-the-Loop Simulation

Fig. 3 shows the system architecture for the SILS used in this paper. VISSIM provides application programming interface (API) as add-ons to automate user-specific workflow.
External signal control is one such application which allows user to link external controller with the traffic simulator [17]. The source code of signal controller DLL for VISSIM comprises a frame which facilitates the communication between VISSIM and TRENDS kernel which inherits actual control strategy. For the purpose of this paper, TKController52.dll provides an interface between kernel (ObjKern.dll) and microscopic traffic simulation model (VISSIM). Moreover, TKController52.dll facilitates the exchange of information between VISSIM data format and TRENDS data format.

V. METHODOLOGY

This section provides a three-fold methodology for rule-based signal re-timing strategy: link-level speed forecasting, traffic flow estimation, and split optimization. First, the link-level speed data, processed and aggregated by VISSIM, is retrieved every cycle length of the signal program. Then, a modified form of exponential smoothing technique is used to forecast link-level speed which could also make use of intermittent data. Second, a multivariable regression model is developed to estimate traffic flow per lane for an approach. Lastly, split optimization uses the flow estimates of various approaches and generates new splits in the ratio of traffic flow to saturation flow. The strategy is of reactive in nature and it updates splits after every 15 minutes. The proposed strategy qualifies as the rule-based traffic control method [2] since it can be coded with openTRELAN and it is suitable for the tactical level of traffic control [1].

A. Link-Level Speed Forecasting

The method aims at tactical level of decision making. Therefore, the time-frame for the control actions is set to ten times the cycle time. From now on, the time frame will be referred as decision interval in this paper. The control action is of reactive type. Based on the data from the last decision interval, control variables are set for the next decision interval.

1) Processing Link-Level Speed Data From VISSIM: VISSIM processes and aggregates the speed data coming from the probe vehicles. Then VISSIM sends the processed and aggregated link-level speed profile every cycle, i.e., the speed observations for the time period of one cycle length of the signal program to the TRENDS kernel. In this way, the speed forecasting method utilizes the observed speed data per cycle for ten cycles in the decision interval. If the link segments in VISSIM are created by joining a number of links together, the link-level speed data is computed via harmonic mean of individual link speeds.

2) Forecasting Method: Single exponential smoothing technique is used to forecast the average link speed for the next decision interval [22]. With spatial and temporal variability of floating cars in the overall traffic, the traditional single exponential smoothing algorithm is modified so that a suitable forecast can be produced in case of missing data in a time interval. The value of smoothing constant ($\alpha$) is selected as 0.2 suggested by [23] and [24]. The proposed algorithm (see Fig. 4), is able to handle the intermittent data. A further modification is also involved in case of low traffic flowing on the roadway. Since this paper utilizes the floating car data, low penetration of probe vehicles in overall low traffic may not be sufficient for this algorithm to produce a reliable forecast. In that case, the forecasted average link speed for next decision period is set to progressive speed (with a lower bound of 0.85 times the design road speed) at which platoons of vehicles can pass a sequence of intersections without stopping [2]. Moreover, the use of progressive speed aligns towards one of the contribution of this work, i.e., design of a tactical level traffic control method [2] since it can be coded with openTRELAN and it is suitable for the tactical level of traffic control [1].
variables other than speed. When the traffic state changes from uncongested to congested regime, traffic flow starts behaving differently with link speed. In uncongested conditions, the traffic flow can be described as the multivalued function of speed, i.e., the speed is not varied much with a change in traffic flow [25]. When the traffic state approaches congested phase, link speed decreases with an increase in traffic flow. From modeling point of view, speed to flow conversion is easier in congested phase. In this paper, regression based relationship between the speed and flow is developed, which is compatible with the rule based control framework [2] as it can generate approximate estimates of the response variable and provide a substantial nature of evidence about the changes in response when input is changed.

In an urban scenario, traffic state is governed by the presence of traffic lights. Not only link speed, but also factors such as cycle length, ratio of green to cycle time, link length, and the manner in which vehicles arrive at the intersection affect the traffic state. The link length is the geometric property of the road way. Cycle time and green time for various approaches can be retrieved from the controller. However, it is difficult to get the precise value about the vehicle’s arrival pattern in lieu of any detection device. Therefore, next section describes an approach to quantify vehicle’s arrival pattern by enabling the communication between the neighboring controllers.

2) Arrival Factor: A novel parameter, called as arrival factor, $A$, is introduced in this paper to explain the variability of link speed with respect to the control parameters such as green time, cycle time, and offset between the neighboring traffic signals. Our preliminary experiments show that the link speed increases with the degree of coordination between the neighboring signals and with $tg/tu$ as more vehicles can pass through the coordinated intersection without making a stop.

The value of $A$ is set as $tg/tu$ when there is no upstream intersection in the network. $tg$ and $tu$ refer to the green time and cycle time for an intersection respectively. In the cases of neighboring intersections, the arrivals on a particular intersection are dictated by the presence of an upstream signal. Then $A$ is set as the ratio of shared green time between downstream and upstream intersection to the green time of the upstream intersection. The shared green time is determined by using the progression speed and the offset between the intersections. The progression speed is chosen as 45 km/h [2].

The inclusion of $A$ in the rule-based control method was challenging as the traffic signal program works in a cyclic way. The signal program starts from zero and then ends at the cycle time, and then the clock returns to the zero again for the next cycle. It is therefore important to know the green time shared between the two intersections when computing the arrival factor. The problem occurs when the green time for a phase starts in one cycle and continues to the next cycle. Therefore, the logical rules were developed to divides the green band into two: from the start of the green up to the absolute time where cycle ends and then from zero to the end of the green time. In this way, algorithm arrival_factor (Fig. 5) makes use of continuous timeline. Then it calls the function sharedG (Fig. 6) to compute the respective amount of the shared green time between the two intersections.

1: Algorithm: arrival_factor
2: Input: start and end of green time: $[a, b]$ and $[c, d]$ where $a$ and $b$ are start and end of green for intersection 1; $c$ and $d$ respectively for intersection 2.
3: Output: arrival factor $A$ such that $0 \leq A \leq 1$
4: Variables: $S$ is used to store the shared offset between two intersections. $G$ denotes the green time for upstream intersection. The value of $G$ would be $a \sim b$ or $c \sim d$ depending on which intersection is positioned upstream. $C$ denotes absolute time when cycle ends.
5: if $a < b$ $\&\&$ $c < d$ then
6: $S = sharedG(a, b, c, d)$
7: else if $a > b$ $\&\&$ $c < d$ then
8: $S = sharedG(a, C, b, d) + sharedG(0, b, c, d)$
9: else if $a < b$ $\&\&$ $c > d$ then
10: $S = sharedG(a, b, C) + sharedG(a, b, 0, d)$
11: else if $a > b$ $\&\&$ $c > d$ then
12: $S = sharedG(0, b, 0, d) + sharedG(a, C, c, C)$
13: end if
14: return $A = S/G$

Fig. 5. Algorithm to compute arrival factor $A$.

1: Algorithm: shared_green (sharedG)
2: Input: Two green time intervals for which shared offset is to be determined. The two intervals are noted as: $[a, b]$ and $[c, d]$.
3: Output: shared green band $S$ between two neighboring intersections
4: if $(c \leq a \leq d) || (c \leq b \leq d)$ then
5: if $a \geq c$ $\&\&$ $b \leq d$ then
6: $S = b - a$
7: else if $a \leq c$ $\&\&$ $b \geq d$ then
8: $S = d - c$
9: else if $a \geq c$ $\&\&$ $b \geq d$ then
10: $S = d - a$
11: else if $a \leq c$ $\&\&$ $b \leq d$ then
12: $S = b - c$
13: end if
14: else
15: $S = 0$
16: end if
17: return $S$

Fig. 6. Algorithm to compute the green time shared between the neighboring controllers.

The control marks in CROSSIG are used to enable communication between the neighboring controllers so that they can exchange variables for above algorithms [20].

3) Preliminary Variables for Regression Modeling: Based on the hypotheses, it can be inferred that the link speed gets affected by cycle length, ratio of green to cycle time, link length, and the manner in which vehicles arrive at the intersection. In our preliminary experiments, link speed is found to be positively correlated with respect to these variables. An increase in green time within one cycle would increase the link speed. Longer the links, more will be the speed
as vehicles begin to decelerate near to the intersection and the upstream of the link would be free from these effects. If vehicles are passing the intersection in groups or platoons, less intersection delay would contribute to increased speed. Therefore, multivariable linear regression is employed to deal with the joint distribution of the predictor variables.

Traffic flow per lane is used as the response variable instead of traffic flow. The relationship of independent variables with that of dependent variable, i.e., traffic flow per lane is drawn roughly. If the speed is lower, more will be the traffic flow due to the friction among the vehicles prevailing on the link. Since capacity of an approach at an intersection is governed by the ratio of green to cycle time, higher the capacity more vehicles will pass through the intersection. At this stage, it is however difficult to predict the possible signs of other predictor variables as the joint distribution of link speed with the rest of the predictors would affect the relation. The hypotheses thus formed bring us to the next section to test the hypotheses by setting up a controlled experiment to collect data and build the regression model.

4) Synthetic Data: Data have been collected from VISSIM simulation runs. Since the three intersections located in Starnberg have distinct geometry in terms of link lengths, number of approaches and different stages for the signal plan, intersection specific regression models are developed. The link lengths are assumed to be fixed. Since three intersections have same cycle length of 90 s, the same cycle length is considered for the data collection. The rest of the variables are varied in simulation environment to generate diverse data for performing regression analysis, e.g., the green time of various approaches, the adjust factor by altering the level of coordination between the neighboring intersections. The volume to capacity ratio is varied from very low (0.2) to close to saturation (1.0) in order to produce free flow as well as close to capacity conditions. Moreover, the simulation is run for ten times with different random seed in order to incorporate the possible random variations existing due to vehicle arrival and departure patterns. Data collection is done for an interval of 15 minutes. Table II presents the descriptive statistics.

5) Regression Model Estimation and Validation: Four independent variables are considered as explanatory or predictor variables: link speed ($v$), ratio of green to cycle time ($\frac{tg}{tu}$), link length ($L$) and arrival factor ($A$). Further interaction terms-product of two predictors-or power terms can be added to help explain as much variance as possible in the response variable. Cycle time is not considered explicitly as independent variable as it has been shown in [25] that cycle time does not influence speed significantly. Further, the remaining effects are covered by the inclusion of ratio of cycle to green time. As explained earlier in this paper, average link speed $v$ responds to the changes in the ratio of green to cycle time $tg/tu$, link length $L$, and arrival factor $A$. Therefore, it is important to include these interactions in the model. The fundamental diagram shows that speed-flow relation is non-linear in nature; hence, a square term is added to explain the same. Thus, the initial variable selection has provided us with four independent ($v$, $\frac{tg}{tu}$, $L$ and $A$), four derived variables ($v^2$, $v\frac{tg}{tu}$, $vL$, and $vA$), flow per lane $\left(\frac{Q}{L}\right)$ as the response variable.

To arrive at the optimal model, stepwise approach is used. The predictors, being insignificant (p-value > 0.05), are removed in this iterative procedure. The models thus obtained are checked for their performance on the test data. Besides, Cook’s distance is used to identify the outliers in the predictors and assess their impact on the response variable [26].

Since, the model contains the interaction and power terms, Belsley collinearity diagnostics is used [26]. The cases where multicollinearity is detected, the predictors are centered on the mean [27]. The mean values ($\mu$) used for centering are provided in Table III for four independent variable.

The regression model presented in Table III is calibrated for the 70% of the data and is validated on the remaining 30% of the data. The test and training error for the model are also provided in Table III for four independent variable.

C. Updating Splits
1) Assumptions: The method to update the splits is based on the following assumptions.

1) Saturation flow of a lane is assumed as 2000 veh/h. For future studies, it is advised to use a field-calibrated saturation flow.

2) Capacity of a lane is defined as: $C_i = \frac{tg_i}{tu} \cdot q_{s,i}$. Here, $C_i$ refers to the capacity of lane $i$ in veh/h. $\frac{tg_i}{tu}$ is the green time allotted to lane $i$ in s. $tu$ is the cycle time in s. $q_{s,i}$ is the saturation flow for lane $i$ in veh/h.

3) Link length is fixed.

4) Regression coefficients are estimated beforehand.

5) Cycle length, offset, and stage sequence are fixed.

6) Traffic flow is assumed to be uniformly distributed across all the lanes.

7) Left turning movements are not considered explicitly. Even if there exists exclusive left-turning lane, single lane approach is applied to calculate traffic flow for that approach. In single lane approach, the traffic flow for all the movements is summed up and presented as a whole for that approach.

8) If regression model estimates negative flow, then the value of traffic flow for that approach is set as 50 veh/h thus signifying low traffic flow conditions. The negative flow is possible only in the cases when speed is high.
TABLE III
PARAMETERS’ ESTIMATES FOR THE INTERSECTION

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>534.49</td>
<td>345.42</td>
<td>121.66</td>
</tr>
<tr>
<td>p-value</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$v$ (km/h)</td>
<td>-17.141</td>
<td>-26.588</td>
<td>-31.114</td>
</tr>
<tr>
<td></td>
<td>0.90477</td>
<td>1.0297</td>
<td>1.0461</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$t_a/t_0$</td>
<td>1183.9</td>
<td>1614.3</td>
<td>1487.2</td>
</tr>
<tr>
<td></td>
<td>57.732</td>
<td>48.1</td>
<td>38.841</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$A$</td>
<td>470.8</td>
<td>360.08</td>
<td>451.66</td>
</tr>
<tr>
<td></td>
<td>36.401</td>
<td>34.096</td>
<td>30.964</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$L$ (km)</td>
<td>403.18</td>
<td>559.57</td>
<td>1635.6</td>
</tr>
<tr>
<td></td>
<td>35.569</td>
<td>60.603</td>
<td>71.065</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$v_A$</td>
<td>23.925</td>
<td>41.162</td>
<td>40.355</td>
</tr>
<tr>
<td></td>
<td>3.4855</td>
<td>3.8966</td>
<td>3.6299</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$vL$</td>
<td>-8473.8</td>
<td>-13.412</td>
<td>47544</td>
</tr>
<tr>
<td></td>
<td>3.244</td>
<td>6.009</td>
<td>9.9436</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$v^2$</td>
<td>-0.82017</td>
<td>-1.0364</td>
<td>-0.78316</td>
</tr>
<tr>
<td></td>
<td>0.0874</td>
<td>0.0329</td>
<td>0.10098</td>
</tr>
<tr>
<td></td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
<td>&lt;0.05</td>
</tr>
<tr>
<td>$\mu(v_t)$</td>
<td>0.25</td>
<td>0.27</td>
<td>0.18</td>
</tr>
<tr>
<td>$\mu(t_a/t_0)$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>$\mu(A)$</td>
<td>0.5</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>$\mu(L)$</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Sample size</td>
<td>830</td>
<td>735</td>
<td>1050</td>
</tr>
<tr>
<td>Training error</td>
<td>166</td>
<td>136</td>
<td>101</td>
</tr>
<tr>
<td>Test error</td>
<td>159.9</td>
<td>139.59</td>
<td>119.51</td>
</tr>
<tr>
<td>Adj. R-squared</td>
<td>0.711</td>
<td>0.679</td>
<td>0.777</td>
</tr>
<tr>
<td>F-statistics</td>
<td>292</td>
<td>223</td>
<td>523</td>
</tr>
<tr>
<td>p-value</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Belsley condition index</td>
<td>7.44</td>
<td>8.05</td>
<td>13.2</td>
</tr>
</tbody>
</table>

2) **Method**: The split optimization method is based on [28] and it utilizes the traffic flow estimates from the regression model. The steps are described below:

1) Find critical flow per lane in the stage which would be the maximum of the flow for various approaches in the same stage. The flow per lane depends on the level of coordination between the signals and this dependence is expressed by arrival factor in previous section.

2) Compute the required green time for a stage by dividing the critical flow per lane by the saturation flow.

3) Check if minimum green time conditions are met. If not then increase the required green time computed in step 2 to the minimum green time value.

4) Compute the available green time by subtracting the sum of intergreen times from the cycle time.

5) Allocate the available green time, calculated in step 4, in proportion to the ratio of critical flow to the saturation flow for a stage, and given the conditions for minimum green time are met.

VI. IMPLEMENTING TRAFFIC SIGNAL RE-TIMING STRATEGY

A. Scenarios

The base case is the fixed-time control running a morning time plan (see Table I). Three different values of market penetration of floating cars, to cover low to high penetration, are considered: 20%, 50%, and 100%.

B. Performance Measure

Average delay per vehicle for the specific intersection is used as the measure of performance. Average delay per vehicle is an indication of the time that a vehicle spends in waiting before it could cross the intersection. The data is retrieved from VISSIM by utilizing its node evaluation feature. The evaluation for three intersections is carried out separately in two ways. First, the vehicle delay is averaged for two hours of simulation run, i.e., the periods T1 to T8. Second, the vehicle delay is averaged individually for the eight time intervals, T1 to T8 and presented as a trend graph.

C. Results for Two Hours of Simulation Run

For two hours of simulation run, average delay per vehicle is computed at the intersection level for all the scenarios. Table IV provides a comparison of the values of average delay per vehicle between the base case and three other cases representing different market penetration of floating cars for the demand pattern presented in Fig. 2. The student t-test (assuming unequal variance) is conducted to test if there exists a significant difference between the values of performance measure for two cases, i.e., between base case and one other market penetration scenario at 95% and 90% of confidence level.

As evident from the Table IV, the intersection 1, 2 and 3 are operating at level of service (LOS) ‘C’, ‘B’ and ‘D’ respectively for the base case [28], [29]. For 20% market penetration of the floating cars, the average delay per vehicle is not significantly different from the base case for all three intersections. The intersections continue to operate at the LOS observed for the base case which signifies that the FCD can replace induction loops in the traffic control loop at low market penetration of 20%.

For 50% market penetration of the floating cars, intersection 1 does not report any significant changes in the average delay per vehicle. For intersection 2, significant savings are reported at 90% of confidence level. The intersection 3 improves its LOS to ‘C’ when estimated at 90% of confidence level.

<table>
<thead>
<tr>
<th>Intersections</th>
<th>Base case</th>
<th>FCD Market penetration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fixed time</td>
<td>20%</td>
</tr>
<tr>
<td>#1</td>
<td>Mean</td>
<td>32.42</td>
</tr>
<tr>
<td></td>
<td>p-value (T&lt;0) two-tail significance</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>Significance</td>
<td>0.34</td>
</tr>
<tr>
<td>#2</td>
<td>Mean</td>
<td>17.31</td>
</tr>
<tr>
<td></td>
<td>p-value (T&lt;0) two-tail significance</td>
<td>2.57</td>
</tr>
<tr>
<td></td>
<td>Significance</td>
<td>0.43</td>
</tr>
<tr>
<td>#3</td>
<td>Mean</td>
<td>52.89</td>
</tr>
<tr>
<td></td>
<td>p-value (T&lt;0) two-tail significance</td>
<td>2.02</td>
</tr>
<tr>
<td></td>
<td>Significance</td>
<td>0.24</td>
</tr>
</tbody>
</table>

** indicates statistically significant difference of means at 95% CI.
* indicates statistically significant difference of means at 90% CI.
Note: CI refers to the confidence interval.

TABLE IV
STATISTICAL RESULTS OF AVERAGE DELAY PER VEHICLE (S)
The best outcomes are reported for 100% market penetration of the floating cars. Estimated at 95% of confidence level, the LOS for intersection 2 and 3 is improved to ‘A’ and ‘C’ respectively. Intersection 3 reported a saving of 51.87% in average delay per vehicle when compared with that of the base case and operated in the acceptable level of service.

Intersection 1 does not show significant changes in the values of average delay per vehicle as this intersection has wide variation in the infrastructural characteristics, i.e., the link length which limited the predictive power of the regression model. The impact of link length on link speed and traffic flow within the regression model can be an interesting research question for future.

D. Results for Distinct Time Intervals With 15 Minutes of Duration

This section presents a detailed graphical analysis for the performance measure, i.e., average delay per vehicle. Two hours of simulation run is divided into eight periods, each of 15 minutes of duration. The trend of average delay per vehicle is shown in Fig. 7 which follows the demand pattern for the base case at intersection 1 as it first increases and then decreases after the time period T6. The intersection 1 is found to be operating at the acceptable levels of service during the eight time intervals for varying market penetration of the probe vehicles.

Intersection 2 suffers increasingly larger delays for the time intervals T5, T6, and T7 for the base case. The part of the delay is contributed due to the intersection 3 (refer Fig. 1) as this intersection presents a bottleneck for the incoming demand given the amount of green time it can allot to the main direction in the base case scenario. At the intersection 2, the resulting queues due to the presence of upstream intersection 3 and the incoming traffic coming from intersection 1 add to the delay occurred to the vehicles.

The value of average delay per vehicle for intersection 3 reaches to 90 s per vehicle for the time interval T5 which also coincides with the traffic demand peak (refer Fig. 2). It reflects that the intersection 3 is operating at the worst level of service, i.e., ‘F’ for that particular time period. The proposed traffic control method is able to alleviate the situation for intersection 3 by giving more green time to the main directional phases and thus bringing down the average delay per vehicle. As a result, the traffic situation also gets improved at the intersection 2.

VII. CONCLUSION

This paper has proposed a fully integrated technical system where floating cars are utilized to retime the traffic signals. It has been shown that the traffic signal retiming strategy based on FCD can perform better than the fixed time controls in reducing the delays at the intersection. The best outcomes are observed in the scenarios when the whole population could act as the probes. This technical system is highly useful for the small and medium-sized cities which often lack the detection facilities to determine the current traffic state. These cities, especially those which suffer the heavy through traffic, can utilize the potential of such a cost-effective solution proposed in this paper. Moreover, the proposed system is controller (hardware) independent and can be readily used by the traffic engineers as it brings transparency within the traffic responsive control framework at the tactical level.

The commercially available FCD use historical dataset to improve the reliability. Therefore, the data fusion of historical data could enhance the outcomes of the proposed strategy in this paper. These commercial products open up new possibilities to incorporate the FCD in devising traffic control strategies. The future research direction will be to test the...
system with commercially available data from TomTom HD FLOW.
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