Comparison of Implicit and Explicit Vegetation Representations in SWAN Hindcasting Wave Dissipation by Coastal Wetlands in Chesapeake Bay
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Abstract: Assessing the accuracy of nearshore numerical models—such as SWAN—is important to ensure their effectiveness in representing physical processes and predicting flood hazards. In particular, for application to coastal wetlands, it is important that the model accurately represents wave attenuation by vegetation. In SWAN, vegetation might be implemented either implicitly, using an enhanced bottom friction; or explicitly represented as drag on an immersed body. While previous studies suggest that the implicit representation underestimates dissipation, field data has only recently been used to assess fully submerged vegetation. Therefore, the present study investigates the performance of both the implicit and explicit representations of vegetation in SWAN in simulating wave attenuation over a natural emergent marsh. The wave and flow modules within Delft3D are used to create an open-ocean model to simulate offshore wave conditions. The domain is then decomposed to simulate nearshore processes and provide the boundary conditions necessary to run a standalone SWAN model. Here, the implicit and explicit representations of vegetation are finally assessed. Results show that treating vegetation simply as enhanced bottom roughness (implicitly) under-represents the complexity of wave-vegetation interaction and, consequently, underestimates wave energy dissipation (error > 30%). The explicit vegetation representation, however, shows good agreement with field data (error < 20%).
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1. Introduction

1.1. Background

Coastal zones have experienced massive population growth for decades, leading to large densely populated urban centers that have dramatically changed coastal environments around the world. These regions are often exposed to potentially destructive hurricanes or coastal storms that can lead to large economic and societal losses if not properly forecasted or mitigated. To properly represent and quantify coastal flood hazards, complex numerical modeling is carried out for nearshore, and offshore wave climates. Accurately modeling wave climates means incorporating a variety of complex processes, such as wind-wave generation, energy transfer between frequencies; and dissipation by wave breaking.
bottom friction and vegetation. Among these complex processes, wave dissipation and the resulting storm surge reduction by vegetation has garnered interest for its potential as a cost-effective soft countermeasure in flood mitigation and protection [1,2].

Camfield [3] and Kobayashi et al. [4] both formulated analytical solutions to describe the dissipation waves experience as they propagate over vegetation. Both solutions derived the drag imposed by vegetation using the Manning roughness coefficient (n) [5], which was traditionally used to describe bottom roughness of flows over open channels and flood plains. This implicit approach expressed the drag related to vegetation as an enhanced bottom friction, ignoring the influence of vegetation height, density and diameter on the magnitude of the drag forces. Studies like [6–9] continued to use this formulation in both numerical and physical modeling studies; however, these studies have also identified the need to describe the force applied by vegetation as both a bottom friction and drag force. This conclusion is reinforced by [10–12], which revealed the complexity of the wave dissipation process. They identified how vegetation height, density, and diameter can spatially vary dissipation rates horizontally and vertically across vegetation fields [13]. Further emphasis was placed on the impact of flexible vegetation on wave dissipation, showing that flexible vegetation can lead to a reduction of wave dissipation and change in velocity profile [14,15]. These findings were further elaborated on in [16] which identified an effective length at which relative motion between the blade and water is significant. This suggests that to implement flexible vegetation the effective length can be used in numerical models as opposed to just the length. Cavallaro et al. [17] also showed that the drag coefficient is influenced by the ratio between plant length and water depth.

These findings have led to several assessments of the vegetation representations in the widely-used nearshore numerical models, such as SWAN [2,18–20] and XBeach [21]. Smith et al. [19] indicated the potential limitations of using n to represent wave dissipation by vegetation and supported its conclusions with laboratory data. Nowacki et al. [20] conducted an assessment similar to Smith et al. [19] on fully submerged sea grass, indicating the potential shortcomings of relating vegetation characteristics to friction length and bottom friction by relation. Such assessments—where the formulations and input parameters of the numerical model are evaluated—may identify areas of improvement and, accordingly, improve how we manage coastal hazards.

Using field data collected during Hurricane Joaquin (2015), this paper focuses on the implementation of vegetation in the SWAN numerical model [22] providing a comparison between the: (i) implicit approach, where vegetation is represented as an enhanced bottom friction through the use of n, and (ii) the explicit approach, where vegetation is represented as drag on an immersed body, while simultaneously providing additional information on wave dissipation during extreme weather events. It is important to mention that the SWAN model cannot directly simulate diffraction, which may be important over wetlands. Other models such as the aforementioned XBeach model and 2DH Boussinesq models described in [23–25], which resolve individual waves, can capture this physics directly. However, SWAN is one of the most commonly used nearshore models for replication of storm waves (forced by hurricane winds) over vegetation fields at large spatial scales because it is phase-averaged and therefore able to simulate large domains over long time periods.

1.2. SWAN Model Description

SWAN is a widely-used spectral (phase-averaged) numerical model which predicts the evolution of wave energy in space and time. It assumes that a random sea state is composed of an infinite number of linear waves whose height are a function of wave frequency and the direction of wave propagation. For an individual wave train, the rate of change of wave energy (action) flux is balanced by the wave energy transfer among different wave components in different directions and different frequencies as well as energy input and dissipation. The basic conservation equation follows [22]:

\[
\frac{\partial A}{\partial t} + \frac{\partial c_x A}{\partial x} + \frac{\partial c_y A}{\partial y} + \frac{\partial c_\theta A}{\partial \theta} + \frac{\partial c_\sigma A}{\partial \sigma} = \frac{S_{tot}}{\sigma},
\]

(1)
\[ S_{tot} = S_{in} + S_{nl4} + S_{nl3} + S_{ds,w} + S_{ds,b} + S_{ds,br}, \]  
where \( A \) is the wave action density, \( \sigma \) is the relative frequency; \( c_x, c_y, c_{\theta}, \) and \( c_{\sigma} \) are the propagation speeds in \( x, y, \) directional and frequency space; and \( (S_{tot}) \) represents source (input) and sink (dissipation) terms. Source terms represent wind input \( (S_{in}) \), quadruplet \( (S_{nl4}) \) and triad \( (S_{nl3}) \) wave–wave interactions; while sink terms represent dissipation by white-capping \( (S_{ds,w}) \), bottom friction \( (S_{ds,b}) \) and depth-limited wave breaking \( (S_{ds,br}) \).

With the implicit approach, vegetation may be represented in \( S_{ds,b} \) by means of the Madsen formula [26]. This requires the conversion of the Manning roughness coefficient into a friction length \( (K_N) \), as shown below from Equation (3) to Equation (6):

\[
K_N = H_{exp} \left[ - \left( 1 + \frac{kH^4}{n \sqrt{g}} \right) \right], 
\]

\[
\frac{1}{4 \sqrt{f_w}} + \log \frac{1}{4 \sqrt{f_w}} = -0.08 + \log \frac{a_b}{K_N}, 
\]

\[
C_b = f_w \frac{g}{\sqrt{2}} U_{rms}, 
\]

\[
S_{ds,b} = -C_b \frac{\sigma^2}{g^2 \sinh^2(kd)} E(\sigma, \theta), 
\]

where \( S_{ds,b} \) is the energy dissipation due to bottom friction, \( C_b \) is the drag coefficient, \( \sigma \) is the frequency, \( k \) is the wave number, \( E(\sigma, \theta) \) is the total energy in both the frequency and directional space, \( H \) is the significant wave height, \( n \) is the Manning roughness coefficient, \( f_w \) is the non-dimensional friction factor, \( a_b \) is the representative near-bottom excursion amplitude, and the bottom orbital motion. This suggests that in SWAN, vegetation represented implicitly is treated as an enhanced bottom friction value, made to represent the increase resistance that occurs when the waves interact with the saltmarsh.

The adjustment of the Madsen bottom friction formulation is done through the selection of the appropriate \( n \) values. The magnitude of the \( n \) is dependent on characteristics, such as: material, surface irregularities, flood plain cross section, obstructions in the flood plain, and vegetation [27]. The influence these characteristics have on the overall \( n \) is determined by survey and laboratory tests and can be influenced by personal judgment [27]. Once these values are determined, it is advised to compare roughness results to areas with similar characteristics. This uncertainty was addressed by the United States National Land Cover Data base (NLCD) [28], which gives coastal regions \( n \) values for use by engineers in the United States.

There are still key interactions that the \( n \) may not properly represent, such as resistance due to drag forces on the water column. Drag caused by water flowing through marshland can vary vertically or horizontally and have a higher impact on the water column than the manning bottom roughness coefficient [11]. Both studies of Dalrymple et al. [13] and Méndez et al. [10] focus on representing vegetation as a field of stiff cylinders, allowing them to assign vegetation characteristics to the cylinders. The drag force between the vegetation and the wave field acts on the surface area of the cylinders. The explicit vegetation representation stems from the study of [13] on wave diffraction due to areas of energy dissipation, which expresses energy losses as work carried out by the vegetation on the incoming wave and is shown in Equation (7). This method assumes stiff vegetation, ignoring the influence of sway on the wave dissipation. In SWAN, the Dalrymple formula is modified by [29] for irregular waves, giving the mean rate of energy dissipation per unit horizontal area due to wave damping by vegetation shown in Equation (7). Where \( (\rho) \) references to the density of ocean water, \( (C_D) \) is the drag coefficient of the vegetation, \( (b_v) \) is the stem diameter, \( (N_v) \) is the number of plants,
whose range varies between 0.5 m to 1 m at the mouth. The main channel is 5 km to 7 km wide, well as horizontally. This highlights the complexity of the dissipation process, as described in [13]; a complexity that is not addressed when using the implicit manning roughness implementation.

\[ \epsilon_v = \frac{1}{2\sqrt{\pi}} \rho C_D b_w N_c \frac{g k^3 \sinh k h + 3 \sinh k h}{2k} \frac{\cosh k h}{H_{rms}} \]

Neumeier and Amos [11] show that vegetation characteristics used in Equation (7) not only vary horizontally across a marsh but also vertically, causing the dissipation profiles to vary vertically as well as horizontally. This highlights the complexity of the dissipation process, as described in [13]; a complexity that is not addressed when using the implicit manning roughness implementation.

1.3. Site Description

The Chesapeake Bay is the largest estuarine ecosystem in the United States stretching 195 miles inland from the coast of Virginia and Maryland on the east coast of the United States, as shown in Figure 1. The estuary has a relatively shallow depth that experiences moderate mixing between salt and fresh water from the north to the south of the estuary. It experiences a semi-diurnal tidal cycle whose range varies between 0.5 m to 1 m at the mouth. The main channel is 5 km to 7 km wide, 23 m deep, and is bordered by marsh and two major cities (Baltimore and Washington D.C.) [30]. The position of this main navigational channel is shown in Figure 1a to the left of the Eastern shore Project site indicated by the red box. At the mouth of the Chesapeake Bay another smaller bay called the South Bay can be seen accented in blue to the right of the Eastern Shore Project site shown in Figure 1a. Unlike the Chesapeake Bay, this bay is dominated by marshland and is bordered by a system of barrier islands. The Eastern Shore Project site is located between the mouths of these two regions, which is outlined in red in Figure 1a, with the instrumented marsh indicated by the gray box in Figure 1b.

![Figure 1. (a) The location of the Eastern Shore Project site outlined in red, along with the south bay shown in blue and important flow patterns indicated by arrows; and (b) The bathymetric map of the Eastern Shore Project site, as well as the location of the marsh of interest (shown in Gray), the significant flow patterns (flood in black arrows, ebb in red arrows), and the two main inlets which are numbered. The grid cells of the bathymetric figure have a 1-km resolution.](image)

There are two main inlets that contribute to the hydrodynamic forcing at the Eastern Shore Project site, indicated by the numbers 1 and 2 in Figure 1b. Waves penetrate through these two inlets generated in the Atlantic by offshore storms, which can vary from seasonal storms to category four hurricanes. Therefore, the wave climate oscillates between swell and locally generated wind waves; however, the relatively shallow bathymetry prevents waves above inlet 2 from penetrating to the site unless a high enough storm surge is present. Inlet 1 has a gentle slope of 0.6 percent, transitioning from a
depth of 7 m to 1 m over 1 km. The incoming wave climate approaches from the main channel but has a majority of its energy dissipated through breaking just outside the Eastern Shore Project site as a result of the aforementioned slope, and resulting shallowness of the Eastern Shore Project site. Inlet 2 transitions from a depth of about 7 m to 2 m over a length of 2 km, resulting in a very gentle slope of 0.2 percent. Inlet 2 is open to offshore wave conditions but like inlet 1 this incoming wave climate sees a majority of its energy dissipate through breaking as a result of the slope and shallowness.

Similar to the mouth of the Chesapeake Bay, the Eastern Shore Project site experiences a semi-diurnal tide cycle with a tidal range varying between 0.5 m to 1 m. With the most landward portion of the site lying 1 m above mean sea level, the site is only partially inundated during high spring tide and is completely dry during low spring tide. During the transition from flood to ebb, the dominant flow to the research site enters from the mouth of the South Bay indicated by the red arrows in Figure 1. The flow continues around Raccoon Island and exits through inlet 1, into the main channel of the Chesapeake Bay.

The project site is covered by Spartina Alterniflora, a saltmarsh plant found commonly along the eastern coast of the United States. The wider area also consists of deciduous coastal forest, coastal shrubland and coastal grassland. These various vegetation types each contribute to the mitigation of flood hazards impacting the surrounding community.

1.4. Data Description

The field data is recorded using 4 Trublue 255-70530 pressure gauges set along the marsh from the leading edge to the rear. These pressure gauges provide temperature (Celsius) and pressure (PSI) readings, taken at intervals of a 0.25 s from 24 September to 2 October of 2015. The gauges have an accuracy of ±0.5% FS TEB with a resolution of 0.01% FS or better (FS meaning full scale or difference between the highest and lowest measurement, and TEB means total error band which includes errors due to non-linearity, hysteresis, non-repeatability and thermal effects). The pressure time series is converted to a water level time series where the significant wave heights ($H_s$) and periods can be extracted through spectral analysis. These results are then used to validate the model. Figure 2 shows the position of the Trublue sensors on a transect crossing the research site, both horizontally and vertically.

![Figure 2](image_url)

**Figure 2.** The position of the sensors horizontally and vertically across the marsh. The elevations are measured relative to the mean sea level (MSL) which is indicated by the blue line of the vertical profile.

Bathymetric data, as described in [31] is also used in the present study. Additional data was also collected at the research site on topography and vegetation, by means of surveys. The bathymetric and topographic features are provided at a resolution of 5 m. The vegetation is sampled at 8 different positions along a transect across the marsh shown in Figure 2, below. High-resolution bathymetric data was also required for the larger nearshore domains, this was provided by means of a high-resolution Virginia Beach Digital Elevation Model [32].

GEBCO data was used for open ocean bathymetry [33]. National Oceanic and Atmospheric Administration (NOAA) wave data using moored buoys along the coast of the United States [34] is
used to validate the regional model results. Regional model tide data was provided by the TPXO7.2 tidal model [35]. Landcover data used in the SWAN standalone model to identify vegetation cover at the research site which was provided [28].

1.4.1. General Wave Climate

Figure 3 shows the wave climate recorded by the four Trublue pressure sensors on the marsh. Figure 3a show a decrease in wave energy across all frequencies from sensors 1 to 4, with most of the energy focused between 2 Hz to 5 Hz. This indicates a locally generated wind wave climate entering the marsh at sensor 1. Figure 3b indicates a transition of the $T_p$ range from 2 s–10 s to 2 s–16 s, suggesting a transition of wave energy from high to low frequencies. Figure 3c shows a range of $H_s$ from 0.02 m to 0.42 m, with the peak wave height occurring on 27 September. During the time of interest, the wave heights are reduced by about 80% from sensor 1 to sensor 4. Figure 3d shows the water levels recorded at the marsh about the NAVD88 vertical datum as well as the tide cycle during this time. The storm surge is the difference between the water level and the astronomical tide. Like the $H_s$ the peak water level occurs during 27 September where it reaches 1.15 m resulting in a storm surge of about 0.4 m. From Figure 3b–d there are gaps in the wave data caused by cutoffs applied at points where the water levels are too low for the pressure sensors to reliably record accurate data. The cutoff applied for sensors 1 to 3 are 0.3 m above the vertical datum; for sensor 4 the cutoff is applied at 0.5 m above the vertical datum.
Figure 3. (a) Spectral Profile, determined for the hour of 23:00 26 September 2015; (b) the Tp; (c) the Hs; and (d) the water level, for the 4 Trublue sensors across the marsh. The readings from figures (b) to (d) are taken from 25 September to 2 October 2015.
1.4.2. Wind

Wind and sea level air pressure are provided by the ECMWF (European Center for Medium range Weather Forecast) atmospheric operational model. The data provided by the ECMWF encompasses the whole of the Gulf of Mexico as well as part of the Atlantic Ocean just off the east coast of the United States. The grid has a 0.141 degree or 15.5 km north–south and a 12.5 km east–west resolution with a time step of 6 h between each wind velocity and pressure reading [36]. The local accuracy of this wind model was verified by Garzon et al. [37]. The ECMWF winds were compared with local weather stations, the highest correlation occurred at the mouth of Chesapeake Bay where it reached over 95% correlation to station data [37].

2. Modeling Approach

In order to run the SWAN standalone model (SSAM) for the study area, boundary conditions needed to be determined. This was done through the creation of a Delft 3D Flow + Wave model that recreates the necessary offshore and nearshore wave conditions. This Methodology section is therefore broken down into three parts, each describing the models mentioned above. These parts include: (i) the largest (2120 km by 2483 km) Open Ocean model (OOM), whose purpose is to recreate offshore wave climate and storm surge due to meteorological forcing; (ii) the Nearshore Processes Model (NPM), which refines portions of the OOM to recreate the nearshore processes necessary to produce boundary conditions; and (iii) the SWAN Standalone model (SSAM), which uses the boundary conditions produced by the NPM to assess the vegetation representations.

2.1. Open Ocean Model (OOM)

The OOM model was created in Delft3D Flow + Wave modules using the meteorological data, GEBCO bathymetry and TPXO7.2 tide data [35]. The Delft 3D Flow and Wave modules were two-way coupled, meaning that the Wave module passed information on radiation stresses to the Flow module, and the Flow module passed information on water depth and flow speed to the wave module [38]. The time step for this computation is set to 10 min with the coupling interval set to 60 min. Riemann boundary conditions are selected for this model in order to minimize reflection.

The final setup of the OOM model consists of two computational grids shown in Figure 4, a 0.075-degree (8.25 km) resolution outer domain and a 0.015-degree (1.6km) resolution inner domain (which was decomposed from the larger grid), three 0.141-degree equidistant meteorological grids, and 0.008 degree (0.9 km) bathymetric grid. The time step is set at 12 s and the simulations cover 15 days, starting on 20 September 2015 and ending on 5 October 2015. The bottom friction for the wave module uses the JONSWAP formulation with a roughness coefficient of 0.06 to indicate a wave climate between swell and wind sea states [39,40]. The wind drag values were adjusted to 0.001 and 0.002 as a result of calibration which indicated that lower wind drags resulted in more accurate modeled peak periods. The formulation for wave dissipation by whitecapping (deep-water wave breaking) was changed from the Komen et al. [41] formulation to the Van der Westhuysen et al. [42] formulation for the same reason, as suggested in [42].
which was provided by the data discussed in Section 2.1. The NPM was also used to create water level, current velocity and wind velocity fields that were applied to the SSAM.

These points provided the wave characteristics necessary to run the SSAM. From the NPM, boundary conditions for the SSAM are extracted as spectral data (.sp2) for 20 observation points. These points provided the wave characteristics necessary to run the SSAM. The NPM was also used to create water level, current velocity and wind velocity fields that were applied to the SSAM.

2.2. Nearshore Processes Model (NPM)

After the completion of the OOM, its inner domain was broken down into three increasingly smaller domains. Each domain is reduced by a factor of 5—relative to the preceding domain size—until a near 5-m resolution is achieved, to match that of the SSAM. The NPM is forced by the OOM, therefore, all physical processes are the same. However, parameters such as the Manning roughness for the flow module and the breaker parameter, which controls the ratio of breaking waves to local water depth, were adjusted to calibrate the model because it had been too dissipative, resulting in larger errors for the water levels. The bottom roughness for the flow module, specified here using Manning $n$, is therefore set to 0.015. The SWAN breaker parameter was set to 0.5 due to the shallow and relatively flat characteristics of the research site, as discussed in [43,44]. These regions required finer bathymetry which was provided by the data discussed in Section 2.1.

2.3. SWAN Standalone Model (SSAM)

From the NPM, boundary conditions for the SSAM are extracted as spectral data (.sp2) for 20 observation points. These points provided the wave characteristics necessary to run the SSAM.
The land cover file used for the explicit vegetation implementation in SWAN takes advantage of the "NPLANTS" command to create vegetation cover of varying density. The landcover file indicates that the vegetated regions have a uniform density equivalent to 100% of the density provided by the SWAN command file. The vegetation height, density and diameter are all specified to match those observed in the field [31]. These values were averaged and applied as constant values across the marsh (density: 344 stems/m², vegetation height: 0.71 m and diameter: 5.2 mm).

The selection of the drag coefficient for the explicit representation is based on three formulations; the first of which was proposed by Méndez et al. [10], demonstrated in Equation (8), which was determined through laboratory experiments using flexible plastic strips to represent the vegetation.

\[ C_D = \frac{2200}{Re^{2.2}} + 0.08 \]  

where \( Re \) is the Reynolds number, determined as a function of velocity, stem diameter, viscosity and density. The second formulation is that of Jadhav and Chen [45], which was determined from field observations taken during a tropical cyclone shown in Equation (9).

\[ C_D = \frac{2600}{Re} + 0.36 \]  

The final formulation was determined using the drag relation discussed by Smith et al. [19], who used synthetic Spartina Alterniflora in a laboratory experiment to produce Equation (10).

\[ C_D = \frac{744}{Re^{1.27}} + 0.76 \]  

Unlike Equation (8), both Equations (9) and (10) were developed with field data of Spartina Alterniflora plants. Since the vegetation species is constant throughout the marsh, the diameter does not change significantly; however, the velocity—used to determine \( Re \)—is strongly dependent on the wave climate. Therefore, to determine which current velocity best represents the 20 September to 6 October wave climate largest, smallest, and average current velocities that occur at the Eastern Shore research site are used to determine the \( Re \). The current velocity during the period of interest varies from 0.1 m/s to 0.7 m/s giving a range of \( Re \) values from 430 to 5000.

For the implicit vegetation representation, a second land cover file uses Equation (3) to determine \( K_N \) values for the different portions of the marsh. These are implemented in SWAN using the Madsen bottom friction formulation (Equations (3)–(6)), effectively implementing the Manning “\( n \)” as an adjusted friction length.

Both files require the identification of vegetation types in the region. The vegetation was identified using the Virginia Gap land cover data [28]. This dataset classifies many land cover types into their own classification and presents them on a map that encompasses the entire United States. This data showed that the research site was completely covered by saltmarsh, which has an \( n \) value of 0.035 [46].

3. Results

The OOM results are validated using observed data provided by the National Oceanic and Atmospheric Association [34]. These buoys and tide stations provide the \( H_s \), \( T_p \), wave direction and water level between 20 September and 6 October, 2015. The NPM, as well as the SSAM, are both validated using the Trublue pressure sensor data shown in Figure 3.

3.1. Open Ocean Model

The NOAA buoy and tide station data used to validate the OOM is shown in Figures 5 and 6 along with their corresponding correlation coefficient and normalized root mean squared error. Figure 5a,b show the comparison of the \( H_s \) and Wave direction. The model recreates the \( H_s \) with the largest
correlation of 0.88 occurring at buoys 44096 and 44099 and the smallest NRMSE of 0.20 occurring at buoy 44099. The highest correlation of 0.77 for wave direction is achieved at buoys 44099 and 44100 with buoy 44096 achieving the lowest NRMSE of 0.16. Figure 6a,b show the comparison between the peak period and the water level. The model recreates the observed peak period with the highest correlation of 0.77 occurring at buoys 44099 and 44100 and the lowest NRMSE of 0.17 occurring at buoy 44099. The model water levels in Figure 6b achieve a correlation of 0.86 and NRMSE of 0.41 with the observed buoy data.

Figure 5. Comparison between the observed (blue) and model (red) results. The legend on the left indicates correlation coefficient (Cor) and normalized root mean square error (NRMSE): (a) Comparison between the significant wave heights \((H_s)\); and (b) Comparison between the wave directions.
Figure 6. Comparison between the observed (blue) and model (red) results. The legend on the left indicates correlation coefficient (Cor) and normalized root mean square error (NRMSE): (a) Comparison between the peak periods (Tp); and (b) Comparison between the water levels.

3.2. Nearshore Processes Model

Like the OOM, the Domain Decomposition model adequately recreates the observed wave heights (Figure 7), with a correlation coefficient for $H_s$ of 0.8 with a 0.15 normalized root mean square error. The water levels correlation coefficient is 0.98, with a normalized root mean square error of 0.16. The NPM correlation reveals that the model consistently underestimates the lower water levels (Figure 7d). The model also underestimates larger wave heights while overestimating the smaller wave heights.
Figure 7. Significant wave height (Hs) and water level validation for the NPM against Sensor 1 (the only gauge in a non-vegetated area): (a,b) show the data comparison; while (c,d) show the correlation between the observed and modeled data. The gray portions of the data show regions of inaccuracy that were not addressed.

3.3. SWAN Standalone Model Validation & Comparison

The validation for the SSAM is shown in Figure 8 along with the correlation for the explicit representation. When comparing the SSAM results to the observed data, it is evident that the explicit vegetation representation more accurately replicates the wave attenuation by the saltmarsh (Figure 8). Although at the first sensor the accuracy is not as distinguishable as it is at the forth sensor. The explicit representation achieves a correlation of 0.73 at sensor one which increases to 0.95, 0.97 and 0.94 from sensors 2 to 4 respectively. The normalized root mean square error for sensors 1 to 4 are 0.18, 0.11, 0.08 and 0.08. The implicit vegetation representation achieves correlation coefficients of 0.92, 0.91, and 0.90 and normalized root mean square errors of 0.36, 0.89 and 0.96 for sensor 2, 3 and 4, respectively.
3.3.1. Explicit Representation: Drag Coefficient Profiles

The highest water levels and wave heights were recorded at the marsh on 27 September of 2015, and therefore, our analyses will focus on this period. The three current velocities used to determine the drag coefficients are indicated in Figure 9 and are 0.1 m/s (red), 0.29 m/s (blue) and 0.7 m/s (green). The most accurate results were created using the Jadhav and Chen 2012 [37] drag formulation with the average current velocities indicated by the dashed dark blue line in Figure 9. In general, the Hs is reduced by approximately 40% at 50 m into marsh and 80% at 160 m into marsh. Looking at Figure 9, the lower drag forces representing the higher current velocities shown in red perform the best at the front edge of the marsh while the lowest velocities perform the best at the back end of the marsh.

Figure 8. Comparison between the Hs at each sensor, for both Implicit and Explicit representations. The legend in the top right shows the correlation coefficient (Cor) and normalized root mean square error of each sensor (NRMSE). Panels (a–c) show the results for Sensor 2, 3 and 4, respectively.
Very little change occurs, with the most accurate results occurring in the first 50 m, where vegetation is not present over the entire region. The wave height is reduced by 20% over the first 50 m when using the manning approach, eventually reducing the wave height by 50% in the first 160 m.

The model showed a very small sensitivity to the use of Manning roughness coefficient shows the wave dissipation for manning roughness values that were varied from 0.035 to 0.150 (Figure 10). Very little change occurs, with the most accurate results occurring in the first 50 m, where vegetation is not present over the entire region. The wave height is reduced by 20% over the first 50 m when using the manning approach, eventually reducing the wave height by 50% in the first 160 m.

3.3.2. Implicit Representation: Manning Roughness Coefficient Profiles

The model showed a very small sensitivity to the use of Manning roughness coefficient shows the wave dissipation for manning roughness values that were varied from 0.035 to 0.150 (Figure 10). The current velocities are 0.7 m/s, 0.29 m/s and 0.1 m/s respectively. The magnitudes (in parentheses) next to the formulations are the drag coefficients that were calculated using the previously described current velocities. The black dots with the bars indicate a 20% error above and below the field data readings.

**Figure 9.** Comparison between the Anderson & Smith 2014 [10], the Jadhav & Chen 2012 [35] and the Mendez & Losada 1999 [8] drag formulations indicated in the legend. The graph is also color coded based on the highest (Red), lowest (Green) and average (Blue) current velocities produced by Delft3D on 27 September 2015. The current velocities are 0.7 m/s, 0.29 m/s and 0.1 m/s respectively. The magnitudes (in parentheses) next to the formulations are the drag coefficients that were calculated based on the highest (Red), lowest (Green) and average (Blue) current velocities produced by Delft3D on 27 September 2015.

**Figure 10.** Wave dissipation profiles for varied Manning roughness coefficients (implicit representation). The magnitudes of the Manning roughness coefficients are color coded, with their results indicated.
3.3.3. Wave Energy Dissipation Processes

Figure 11 shows the energy dissipation rates across the marsh for both the implicit (gray) and explicit (red) vegetation representations. Both profiles show a region of significant dissipation occurring at the leading edge of the marsh; around 50 m into Figure 11a. The Implicit representation produced a dissipation of 4.2 J/s/m² while the Explicit representation produced a dissipation of 5.8 J/s/m². This occurred in the breaker area where a large fraction of the energy dissipation is taking place. Figure 11b,c separated the energy dissipation process into their associated dissipation mechanisms. Figure 11b shows the explicit run which experienced dissipation by whitecapping, bottom friction and explicit vegetation dissipation. Figure 11b shows that the Implicit run experienced dissipation by bottom friction, the implicit vegetation, whitecapping and other forms of wave breaking.
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**Figure 11.** (a) Energy dissipation rates for the explicit (red) and implicit (gray) dissipation across the marshland shown in green. Panels (b) and (c) separate the dissipation rates by mechanism (bottom friction (gray), wave breaking (dark blue), whitecapping (light blue), implicit vegetation (black) and explicit vegetation (red)). The explicit representation is shown in panel (b) while the implicit representation is shown in panel (c).

In the implicit run, wave breaking produces the highest dissipation rate at 3.1 J/m/s² at the beginning of the breaker region but is then overtaken by the dissipation due to the implicit vegetation at around 30 m from the leading edge of the marsh shown in Figure 11c (presence of vegetation shown in green). The implicit vegetation produces a peak dissipation rate of 1.1 J/m/s² in the breaker region and continues further into the rear of the marsh than the wave breaking, which dominated the first 30 m.

The explicit run, on the other hand, is completely dominated by dissipation due to vegetation where the peak dissipation rate of 5.4 J/s/m² is experienced in the breaker region. Dissipation by bottom friction is experienced at a peak rate of 0.1 J/s/m², much smaller than the implicit run. However, like the implicit run, the explicit run also showed whitecapping in the offshore portion in
front of the marsh, which is completely overtaken by other dissipation mechanisms shoreward of the
marsh edge.

The main difference between the two runs is the role that wave breaking plays in the implicit run
when compared to the explicit run. By excluding the influence of the various vegetation properties on
wave attenuation (implicit representation), waves are able to retain their energy further shoreward
resulting in intense wave breaking over the first 50 m of marsh (Figure 11b). On the other hand—with
the explicit representation—the waves experience significant attenuation by vegetation; such that the
breaking criteria (ratio of breaking wave height to water depth) is not violated and, thus prevents
intense wave breaking (Figure 11a) [2].

4. Discussion

This section will discuss the validation of the OOM and NPM models as well as the comparison
between the implicit and explicit representations. Section 4.1 briefly describes the observed trends of
the three models and how they manifested themselves from the OOM model to the SSAM. Section 4.2
focuses on the difference in wave dissipation rate and dissipation mechanism between the two
implementations. The results are also compared to existing research to identify how this paper
compares the current work.

4.1. Model Calibration and Validation

The OOM model was able to recreate the observed wave climate with reasonable accuracy but
showed a tendency to underestimate the significant wave heights, peak periods and water levels.
To alleviate this issue whitecapping, computational grid resolution, bathymetric grid resolution and
wind drag were adjusted through sensitivity analysis, producing the results shown in Figures 5 and 6.

The adjustment of the whitecapping from the default formulation of Komen et al. [41] to that of
Van der Westhuysen et al. [42] was done because the findings in [42] indicated an underestimation
of peak periods in mixed wind and swell sea states when using the Komen et al. [41] formulation.
This indicates that the wave climate is a mixed sea state whose energy distribution is impacted by the
presence of whitecapping in the model which demands a reasonable amount of attention.

The refining of the bathymetric and computational grids to 0.015 degrees improved the results,
indicating that key bathymetric features were not captured when a coarser grid resolution of 0.075
was used. There were also 1- to 2-m differences in depth which can impact the extent to which bottom
friction and wave breaking affect the development of the incoming wave climate.

The wind drag also proved to have major impact on the peak periods, with lower wind drag
coefficient values such as the 0.01 and 0.02 producing larger peak periods. The wind drag influence
how much energy is transferred across the wind sea interface as well as the celerity of the incoming
wave climate. The wind drag and whitecapping are also interconnected within SWAN, magnifying the
influence the wind drag has on the peak period.

The underestimation of water level and significant wave height, observed in the OOM,
was minimal in the NPM (Figure 7). However, the NPM model showed difficulty in recreating
the observed spectral profile (Figure 12). As shown in Figure 12, the numerical model transfers an
excessive amount of energy to higher frequencies while neglecting energy transfer to lower frequencies,
as the water depth becomes shallower. This is seen from the Inlet shoreward, where the modeled
spectra show a peak forming at ~0.4 Hz (at the center) which migrates to 0.5 Hz (at the Boundary).
This results in an overestimation of wave energy at higher frequencies compared to the observed data
at Sensor 1 (Figure 12).

It is also possible that the underestimation of the peak period in the OOM model is translating
to the error in spectral profile, however at the Eastern Shore Project site new factors, such as
triad wave–wave interactions and the ratio of breaking waves to local water depth (breaker index),
become more influential to the development of spectral profiles due to the shallowness of the NPM
when compared to the OOM. Therefore, it is necessary to further study the development of the spectral profile in this region.

Figure 12. Variation in wave spectral density (determined for the hour of 23:00 26 September 2015) across the research site leading up to the Sensor 1.

These factors are a fraction of a large group of variables that can influence the final wave characteristics of the OOM and NPM. The number of variables calibrated in these models are a testament to the complexity of the wave generation and propagation process. Due to the complexity of these processes, numerical models will rarely be able to perfectly recreate observed wave climates. Regardless, the OOM and NPM models have demonstrated that these tools can be used to model bulk parameters such as significant wave height and water levels to a NRMSE below 20%, which is beneficial to further assessment of the Chesapeake Bay coastal region.

4.2. Explicit Versus Implicit Vegetation Representations

The SSAM was able to appropriately recreate the observed wave climate across the marsh using the explicit vegetation implementation (Figure 9) but significantly less so when the implicit representation was used (Figure 10). Along with general performance, the two vegetation representations produced different wave dissipation mechanisms which can be very important when considering the morphological stability of the marsh. The minor errors in the explicit representation may be
attributed to the constant drag coefficient and vegetation characteristics, which are not representative of real-world conditions where these variables vary horizontally and vertically across the marsh. The significant overestimation of significant wave height in the implicit representation, on the other hand, suggests that treating vegetation dissipation as merely enhanced bottom friction ignores the more complex processes occurring throughout the water column, as discussed in [11]. A more detailed discussion of the two implementations are presented below.

For the explicit representation, SWAN performed the best when using the Jadhav and Chen [45] drag coefficient formulation and the average current velocity of 0.29 m/s (Figure 9). This finding differs from that of Vuik et al. [2], who found that the Méndez et al. [10] formulation resulted in a better agreement with their observed field data. In the present study, [10] is the second-best fitting drag coefficient for the observed field data. Both the forcing and vegetation details differ between this study and [2]. The vegetation present in [2] is submerged, similar to the vegetation present in the laboratory experiment where [10] was derived. Jadhav and Chen [45] shared similar forcing and vegetation characteristics to the Eastern Shore Project site, it therefore may be more appropriate to recreate the observed field data, as shown in Figure 9.

Additionally, the drag coefficient was held constant throughout the marsh which, though relatively accurate, is not representative of real-world conditions. As presented in Section 2.3, the drag coefficient is a function of the Reynolds number which itself is a function of current velocity. Current velocity is not naturally constant and can be influenced by vegetation density, vegetation height and water depth as describe in [11]. Neumeier and Amos [11] observed that vegetation characteristic vary based on wave forcing, from the front to the back of the marsh; which was observed in the vegetation data of the Eastern Shore Project site, shown in [31]. These characteristics influence the vertical and horizontal rate of change in the current velocity, the development of boundary layers, and creation of free streaming regions [11], all of which can impact the dissipation rate.

For the implicit representation, the Manning “n” values of 0.055, 0.080 and 0.150 performed the same. This is likely caused by the limit placed on the friction factor formulation applied in SWAN, as discussed in [20]; overcoming this limitation would require an adjustment of the source code in order to change the friction factor formulation to that of [47]. However, it is important to note that the formulation used in [20] was implemented for fully submerged sea grass which behaves differently to the emergent vegetation observed at the Eastern Shore Project site. An n value of 0.055 was ultimately chosen as the appropriate value for the implicit representation because it represents marsh vegetation, whereas the other two represent coastal shrubs (n = 0.080) and coastal forest (n = 0.150).

When comparing the explicit Jadhav and Chen [45] drag formulation (Figure 9) and the implicit Manning, n = 0.055 (Figure 10), the explicit representation outperforms. Both implementations had high correlation coefficients across the marsh but differed greatly in NRMSE. While the explicit representation maintains a NRMSE below 0.15 (or 15%) from sensors 2 to 4, the implicit representation produced NRMSE that exceeded 0.30 from sensor 2 to 4. These results showed that the implicit representation, using the SWAN default friction factor formulation, cannot adequately recreate the wave dissipation produced by emergent marsh vegetation. The magnitude of the bottom friction applied through the implicit representation is not large enough to appropriately mimic the vertically and horizontally varied drag forces across the marsh.

Figure 11 showed that the representations not only differed in the magnitude of wave dissipation but also in the dissipation mechanisms they produced. While the explicit representation showed that a majority of the wave energy is being dissipated by the vegetation throughout the marsh, the implicit representation is initially dominated by wave breaking at the leading edge of the marsh. The vegetation does become the dominant form of dissipation once the flatter parts of the marsh are reached, but the amount of dissipation that the vegetation is responsible for in the implicit representation is a small fraction of that in the explicit representation.

These characteristics can be observed in [2, 20] who also separated the breaker mechanisms present on marsh lands. The dissipation mechanisms in the implicit representation more closely resembles
a mud flat than a salt marsh, which can also be seen in [2] who conducted a similar break down for an unvegetated region. These dissipation mechanisms can become important when assessing the morphological changes of a salt marsh and should be considered when conducting this type of modeling.

5. Conclusions

The results showed an under performance by the implicit representation of vegetation when compared to the explicit representation, when using the default Manning-based friction factor formulation currently implemented in SWAN, corroborating the findings of Smith et al. [19] and [20]. The inability for the implicit representation to produce a friction factor large enough to fully recreate the magnitude of dissipation produced by densely vegetated marsh limits its applicability in modeling these regions. Furthermore, the implementations produced different types of dissipation mechanisms which may influence the modeling accuracy of morphological models in coastal regions. The work done in this paper is a first step in a wide range of analysis that can be carried out. Further assessment is needed on the friction factor implementation, in order to determine whether the improved performance by the implicit representation observed in [20] holds true for emergent vegetation. This would shed light on where the limits of this implementation lie, and provide guidance to coastal engineers who apply numerical modeling to investigate vegetated intertidal areas.


Acknowledgments: We are grateful to Madeline Keefer and the Fulbright Netherlands-America Foundation for initiating research on this topic. We also thank Stefan Aarninkhof and Marcel Zijlema for their expert advice.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish the results.

References


32. DOC; NOAA; NESDIS; NCEI. *Virginia Beach Coastal Digital Elevation Model*; National Oceanic and Atmospheric Administration: Silver Spring, MD, USA, 2007.


34. NOAA; NWS; NDBC; UD. *National Data Buoy Center*; National Centers for Environmental Information: Asheville, NC, USA, 1971.


36. ECMWF. *Ecmwf’s operational model analysis, starting in 2011*; Research Data Archive at the National Center for Atmospheric Research, Computational and Information Systems Laboratory: Boulder, CO, USA, 2011.


44. Nelson, R.C. Depth limited design wave heights in very flat regions. Coast. Eng. 1994, 23, 43–59. [CrossRef]


© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).