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The material-point method (MPM) is a continuum-based numerical tool to simulate problems that involve large deformations. Within MPM, a continuum is discretized by defining a set of Lagrangian particles, called material points, which store all relevant material properties. The method adopts an Eulerian background grid, where the equations of motion are solved at every time step. The solution on the background grid is used to subsequently update all material-point properties, such as displacement, velocity, and stress. In this way, MPM incorporates both Eulerian and Lagrangian descriptions. Similarly to other combined Eulerian-Lagrangian techniques, MPM attempts to avoid the numerical difficulties arising from nonlinear convective terms associated with an Eulerian problem formulation, while preventing grid distortion, typically encountered within mesh-based Lagrangian formulations.

Over the years, MPM has been successfully applied to many complex problems from engineering and computer graphics. Despite its impressive performance for these applications, the method still suffers from several numerical shortcomings, such as stability issues, inaccurate mapping of the material-point data, and unphysical oscillations that arise when material points travel from one element to another, the so-called grid crossing errors. This dissertation provides an overview of the existing literature that addresses these drawbacks, and introduces new mathematical techniques that improve the performance of MPM.

Previous studies have indicated that the use of higher-order B-spline basis functions within MPM mitigates the grid-crossing errors, thereby improving the accuracy of the method. This thesis combines the B-spline approach, known as BSMPM, with an alternative technique to project the information from material points to the background grid. The mapping technique is based on cubic-spline interpolation and Gauss quadrature. The numerical results show that the proposed approach further increases the accuracy of the method and leads to higher-order convergence. Moreover, the extension of BSMPM to unstructured grids using Powell-Sabin splines is discussed.

After that, this dissertation compares MPM to the optimal transportation meshfree (OTM) method. Both MPM and the OTM method have been developed to efficiently solve partial differential equations that arise from the conservation laws in continuum mechanics. However, the methods are derived in a different fashion and have been studied independently of one another. This thesis provides a direct step-by-step comparison of the MPM and OTM algorithms. Based on this comparison, the conditions, under which the two approaches can be related to each other, are derived, thereby bridging the gap between the MPM and OTM communities. In addition, the thesis introduces a novel unified approach that combines the design principles from BSMPM and the OTM method. The proposed approach is significantly cheaper and more robust than the standard OTM method and allows for the use of a consistent mass matrix without stability issues that are typically encountered in MPM computations.
Finally, this thesis introduces a novel function reconstruction technique that combines the well-known least-squares method with local Taylor basis functions, called Taylor least squares (TLS). The technique reconstructs functions from scattered data, while preserving their integral values. In conjunction with MPM or a related method, the TLS technique locally approximates quantities of interest, such as stress and density, and when used with a suitable quadrature rule, conserves the total mass and linear momentum after transferring the material-point information to the grid. The integration of the technique into MPM, dual domain material-point method (DDMPM), and BSMPM significantly improves the results of these methods. For the considered one-dimensional examples, the TLS function reconstruction technique resembles the approximation properties of the highly-accurate cubic-spline reconstruction, while preserving the physical aspects of the standard algorithm.
I

INTRODUCTION AND BACKGROUND
This chapter gives a brief introduction to this dissertation. Section 1.1 provides the motivation for the conducted research. Section 1.2 presents its main objectives. Section 1.3 describes the structure of the dissertation.
1.1. MOTIVATION
The material-point method (MPM) [1, 2] is a numerical tool to simulate problems that involve large deformations. In MPM, the material is represented by a set of particles that move through a fixed background grid. These particles are referred to as material points. They carry the physical properties of the continuum such as the mass, strain, and stress. Similarly to the finite element method (FEM) [3], the discretized governing equations are assembled and subsequently solved at the background grid. Essentially, within each time step throughout the simulation, MPM performs the following solution procedure. First, the information available at the material points is projected to the nodes of the background grid. Then, the discretized governing equations are assembled and solved on the grid nodes. Finally, the obtained information is mapped back to update the material points.

MPM has proven to be successful in solving complex engineering problems that involve large strains, multi-phase interactions, and history-dependent material behavior. Over the years, MPM has been applied to a wide range of applications, including modeling of failure phenomena in single- and multi-phase media [4–9], pile installation [10], crack growth [11, 12], fluid-structure and fluid-membrane interaction [13–16], snow and ice dynamics [17–19], explosion and shock waves [20, 21], metal forming [22], and soft tissue damage [23]. Figure 1.1 provides application examples of MPM.

![Figure 1.1: Modeling of soft tissue damage [23] (left) and snow dynamics [17] (right) using MPM.](image)

Despite its impressive performance for a variety of computer graphics and engineering problems, MPM still suffers from several shortcomings. For example, when material points travel from one cell to another, they generate unphysical oscillations in the forces, frequently referred to as grid-crossing error [24]. This is due to the use of piecewise-linear basis functions, whose gradients are discontinuous on element boundaries. The direct mapping of the scattered material-point data to the background grid can also introduce significant numerical inaccuracies [25, 26]. In addition, MPM contains FEM-type type errors originating from mass-lumping and interpolation, as well as time-stepping errors [27, 28].

Due to the complex interplay between the background grid and particles within the method, the application of theories developed for closely related FEM is problematic. Therefore, MPM lacks a generic framework to analyze its numerical artifacts. Nevertheless, much research has been conducted to overcome the numerical shortcomings of MPM. For instance, methods such as the generalized interpolation material-point
1.2. DISSERTATION OBJECTIVES

This dissertation has the following objectives:

- **Overview of the existing development trends within MPM.** A significant part of existing research on MPM is dedicated to further development and improvement of the method. It includes studies on time integration within MPM, its formulation, and reduction of grid-crossing errors. However, to the author’s best knowledge, no detailed overview of such studies has been provided in the literature yet. Therefore, this thesis aims to identify the main development courses within MPM research and categorize the existing studies accordingly.

- **Connection to meshfree methods.** MPM originates from particle methods, but is frequently classified as a meshfree method (see Chapter 2 for more details). This dissertation highlights the connection between MPM and meshfree methods by showing a close relation between MPM and the optimal transportation meshfree (OTM) method [32], which is a genuinely meshfree method. This study bridges the gap between the MPM and OTM communities. In addition, it proposes a possible way to unify BSMPM and the OTM method.

- **Further development of BSMPM.** BSMPM provides a fundamental solution to the grid-crossing issue in MPM by replacing piecewise-linear basis functions with at least $C^1$-continuous higher-order B-spline basis functions. This dissertation further improves the accuracy of BSMPM by combining the method with advanced techniques for mapping the material-point information to the degrees of freedom (DOFs). Moreover, it discusses the extension of BSMPM to unstructured grids, which typically originate from complex real-life problems.

- **Development of an advanced technique to reconstruct functions from scattered data points and its application to MPM and related methods.** As was mentioned previously, numerical shortcomings of MPM are partially caused by the direct mapping of material-point data to the background grid. Although a modified mapping generally improves the accuracy of the MPM solution, the standard reconstruction techniques might lead to the loss of physical properties of the method. In fact, while MPM projection conserves the mass and linear momentum of the system, most standard mapping techniques do not guarantee that. For this reason, this thesis introduces a novel technique to reconstruct functions from scattered data points, which preserves the a priori known integral values. This allows for the conservation of the mass and linear momentum of the system when material-point information is mapped to the background grid within MPM. It should be noted that despite being developed within the MPM framework, the proposed technique can be applied as a conservative projection scheme to problems unrelated to MPM or meshfree methods.
1.3. DISSERTATION OUTLINE

This dissertation consists of four parts and is divided into seven chapters:

Part I: Introduction and background

Chapter 1: Introduction
An introduction to the dissertation is provided.

Chapter 2: Overview of the material-point method
MPM is introduced and an overview of studies that further develop and improve the method is given.

Part II: Methodological improvements of MPM

Chapter 3: Further development of the B-spline material-point method
First, BSMPM is combined with an advanced technique to map the material-point data to the background grid. After that, the extension of the method to unstructured grids is discussed.

Chapter 4: Comparison and unification with optimal transportation mesh-free method
The OTM method is introduced. Conditions, under which the MPM and OTM algorithms can be related, are identified. A possible manner to unify the methods is proposed.

Part III: Taylor least-squares function reconstruction and its application to MPM

Chapter 5: Conservative Taylor least-squares reconstruction with application to material-point methods
A novel function reconstruction technique, called Taylor least squares (TLS), is proposed. The TLS technique is applied within one-dimensional MPM computations.

Chapter 6: Discussion: Extension of Taylor least-squares function reconstruction technique to two-dimensional problems and its application to the material-point method
The TLS technique is extended to two-dimensional problems. Issues with its application within two-dimensional MPM simulations are discussed.

Part IV: Closure

Chapter 7: Conclusions
The conclusions are drawn and outlook to further research is provided.

The notation used throughout this dissertation is introduced in the first part of Chap-
ter 2. For an advanced reader, who is familiar with BSMPM, Chapter 3 provides additional insights into it, but is not essential for the understanding of other chapters. Furthermore, Parts II and III of the dissertation can be considered independently of one another.
This chapter introduces the material-point method (MPM) and gives the details of its single-phase formulation. Although multi-phase formulations are generally used for the simulation of complex materials, such as saturated soils, the single-phase formulation provides sufficient complexity to analyze the method from the mathematical point of view. The chapter is structured as follows. Section 2.1 explains the main physical assumptions behind MPM, places it in the context of meshfree methods, and gives a short description of its predecessors. Section 2.2 introduces the governing equations that can capture the deformation of a one-phase material. Section 2.3 discretizes these equations in space and time. Section 2.4 provides the original MPM algorithm as well as a modified version. Section 2.5 describes the basis functions that are typically adopted for MPM computations. Finally, Section 2.6 attempts to categorize the fundamental research on MPM in a number of groups. Sections 2.6.1 to 2.6.4 are devoted to the main development trends in the MPM community, while Section 2.6.5 describes a number of techniques that combine different research areas as well as improvement strategies that do not fall within the general research trends from the previous sections. Although this chapter discusses some applications of MPM and related methods, this topic forms a voluminous subject and is outside the scope of this thesis.
2. Overview of the Material-Point Method

2.1. Background

2.1.1. Continuum-based Framework

As was mentioned previously, the material-point method is a numerical method that was designed to simulate materials that undergo large deformations. Although in reality, any matter is composed of discrete molecules and atoms, the physical model of MPM is based on the assumption that matter is distributed continuously throughout the occupied space. This hypothetical material is called a continuum. Alternatively, matter can be treated discretely as a collection of separate blocks or particles. Discrete modeling techniques, such as the molecular dynamics [33, 34] method and the discrete element method [35], are particularly suitable for simulations where the problem size and discontinuities of the material are on a comparable scale. However, discrete models of macroscopic problems are computationally expensive. Therefore, continuum-based methods are typically used for large-scale simulations.

The deformation of a continuum is captured by means of its kinematical description (e.g., [36]). Two classical descriptions frequently used in continuum mechanics are the Lagrangian and Eulerian descriptions. The Eulerian description fixes attention on a given region of space and considers spatial coordinates and time as independent variables. In the Lagrangian description, the independent variables are time and material coordinates. This implies that an individual particle of the continuum is followed through space and time. Traditionally, this is envisioned by a boat drifting down a river. In the Lagrangian description, the flow is observed from the boat, while in the Eulerian description the observation point is a fixed place on the river bank. Furthermore, depending on the frame of reference, two formulations can be developed in the Lagrangian framework. The total Lagrangian formulation describes the motion with respect to the initial material coordinates, whereas the updated Lagrangian formulation uses the updated material coordinates as the frame of reference.

When numerical methods rely on the computational mesh (or grid) and are based on the purely Lagrangian description, each node of the mesh follows the corresponding material particle during the motion. Such techniques are mainly applied to problems in structural mechanics. The Lagrangian description allows these methods to impose boundary conditions and track free surfaces and interfaces between materials in a straightforward manner. They also facilitate the treatment of history-dependent materials [37]. The main disadvantage of these so-called meshbased or meshdependent Lagrangian methods is that they require frequent remeshing to follow very large deformations of the continuum. This shortcoming is avoided by meshbased methods based on the Eulerian description, because they fix the computational grid, while the continuum moves through it. However, the treatment of boundary conditions and the definition of free surfaces and interfaces between materials become significantly more complex. Moreover, due to the relative motion between the computational mesh and deforming continuum, governing equations of Eulerian methods contain convective terms. According to Donea et al. [38], the non-symmetric structure of the convection operators can lead to numerical difficulties. Despite this, Eulerian methods are widely used to model fluid dynamics.

While most continuum-based numerical techniques can be categorized as either Lagrangian or Eulerian methods, some techniques, such as MPM and the arbitrary La-
grangian-Eulerian (ALE) methods [39], combine the Eulerian and Lagrangian approaches in an attempt to incorporate their best features and minimize their drawbacks. The main idea behind the ALE methods is that the nodes of the computational mesh may move together with the continuum as in purely Lagrangian methods, but they can also remain fixed following the Eulerian approach or even be moved in an arbitrarily specified way. For instance, the nodes belonging to the boundary of the material can be moved together with it, while the nodes describing the internal part of the continuum might move arbitrarily to optimize the shapes of the elements. The ALE approach is adopted in the context of finite-difference, finite-volume and finite-element methods (e.g., [40–42]). Since the ALE methods strongly rely on a mesh, they belong to the family of meshdependent methods. At the same time, MPM combines a fixed Eulerian background mesh and a set of Lagrangian point masses, called material points (or particles). Although it is not derived directly from a classical meshfree or meshless method, MPM is described as a meshfree approach and is actively discussed within the meshfree community due to its similarities, in terms of advantages and challenges, with typical meshfree methods.

2.1.2. Meshfree methods

This section provides a brief introduction to meshfree methods. For a detailed overview the reader is referred to, for example, the work of Li and Liu [43], Belytschko et al.[44], and Chen et al. [45]. The conventional mesh-based methods enable efficient and reliable solutions to a large number of computational problems, but for some processes of practical engineering interest, such as the simulation of land- and flowslides or metal forming processes, their underlying structure is not well suited. In general, mesh-based methods do not cope adequately with problems that involve large deformations, moving discontinuities, fracture, irregular domains, etc. The use of meshdependent methods for such problems is expensive and frequently results in slow convergence, deterioration of accuracy, or even breakdown of the computation. For such cases, meshfree methods offer an acceptable alternative to mesh-based schemes.

The development of meshfree methods started about 40 years ago with the smoothed particle hydrodynamics (SPH) method [46, 47]. SPH is a particle method that uses an integral representation of variables, or kernel approximation [48, 49], to solve the governing equations. It was originally introduced for modeling astrophysical phenomena, but was later extended to problems in solid mechanics, which could not be solved easily with mesh-based techniques. Nowadays, there exist a wide variety of meshfree schemes: element free Galerkin [50–52], generalized finite-element [53, 54], and optimal transportation meshfree [32] methods are just a few examples. The estimation in meshfree methods can be based on different concepts, such as moving least squares, partition of unity, kernels, and maximum entropy [44, 45]. The common feature of meshfree methods is that they approximate unknowns based on scattered points without mesh connectivity [45].

2.1.3. Particle-In-Cell and Fluid-Implicit Particle methods

MPM is an adaptation of the Fluid-Implicit Particle (FLIP) [55, 56] method to solid mechanics. FLIP belongs to the large family of particle methods and descends from the Particle-In-Cell (PIC) [57] method, which can be tracked back to the middle of the 1950s
PIC was originally developed for fluid-dynamics problems by the group of Harlow at Los Alamos National Laboratory in the USA. The success of PIC arose from the fact that it offered an alternative to meshbased techniques by simply and effectively combining Lagrangian and Eulerian approaches. In PIC, the Lagrangian particles are used to advect all transported quantities of the material, while an Eulerian computational grid is used to solve the governing equations. However, the early PIC schemes suffered from significant dissipation caused by frequent interpolation of the grid values to the particles. This issue is addressed by the Fluid-Implicit Particle method. In contrast to PIC, FLIP transfers only the increments of the grid values to the particles. Various techniques based on PIC and FLIP are applied for computer-graphics calculations, fluid dynamics, and plasma modeling (e.g., [59–63]).

2.2. PHYSICAL MODEL
The application of the principles from continuum mechanics requires respecting the conservation laws. For the problems studied with MPM, it suffices to consider the conservation laws related to thermomechanical systems. These laws are the conservation of mass, the conservation of linear and angular momentum, and the conservation of energy. Their comprehensive derivation can be found, for instance, in the work of Malvern [36]. Although the conservation laws should be valid for all continua, they have to be extended by constitutive (or material) models to describe the mechanical behavior of a particular material. Constitutive relations form a voluminous research subject, but are not a focus of this thesis. For a detailed information on constitutive modeling the reader is referred to, for example, Spencer [64]. This section provides only a short overview of the conservation equations and gives the description of the constitutive models that are relevant to this thesis. Furthermore, after Sulsky et al. derived an MPM formulation for single-phase problems, several multi-phase formulations (e.g., [6, 65, 66]) have been proposed to further expand its applicability range. A summary of these formulations is given in Section 2.6.1.

We start by introducing some notation from continuum mechanics. It is assumed that the considered one-phase continuum occupies the domain \( \Omega^0 \subseteq \mathbb{R}^3 \) at the initial time \( t^0 \) and domain \( \Omega^t \subseteq \mathbb{R}^3 \) at any later time \( t > t^0 \). The initial position of the material is denoted by \( \mathbf{x}^0 = [x^0_1, x^0_2, x^0_3]^T \), while the position at time \( t \) is \( \mathbf{x} = [x_1, x_2, x_3]^T \). In the abstract formulation, the deformation mapping is defined as \( \varphi : \mathbb{R}^3 \times [t^0, T] \to \mathbb{R}^3 \), where \( T \) is the final time. For a fixed time \( t \), the mapping \( \Omega^0 \mapsto \Omega^t \) can be considered as the 'push forward' operator, which needs to be bijective, so that the current domain can also be 'pulled back' to the initial one via \( \varphi^{-1}(\mathbf{x}, t) : \Omega^t \to \Omega^0 \). Likewise, it links the initial and current positions:

\[
\mathbf{x} = \varphi(\mathbf{x}^0, t), \quad \mathbf{x}^0 = \varphi^{-1}(\mathbf{x}, t).
\] (2.1)

The displacement, velocity, and acceleration vectors are, denoted by

\[
\mathbf{u} = [u_1, u_2, u_3]^T, \quad \mathbf{v} = [v_1, v_2, v_3]^T, \quad \mathbf{a} = [a_1, a_2, a_3]^T,
\] (2.2)

respectively. The displacement at time \( t \) is defined as the difference between the current and initial positions:

\[
\mathbf{u}(\mathbf{x}, t) = \mathbf{x} - \mathbf{x}^0.
\] (2.3)
This is illustrated in Figure 2.1. The velocity and acceleration are defined by means of the material time derivative. Using \( \nabla = \left[ \frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2}, \frac{\partial}{\partial x_3} \right]^T \), the material time derivative can be written as

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla. \tag{2.4}
\]

Since the convective effects can be neglected in Lagrangian computations (e.g., Donea et al.\cite{38}), the velocity and acceleration are obtained from

\[
\mathbf{v}(\mathbf{x}, t) = \frac{d}{dt}\mathbf{u}(\mathbf{x}, t) = \frac{\partial}{\partial t}\mathbf{u}(\mathbf{x}, t), \tag{2.5}
\]

\[
\mathbf{a}(\mathbf{x}, t) = \frac{d}{dt}\mathbf{v}(\mathbf{x}, t) = \frac{\partial}{\partial t}\mathbf{v}(\mathbf{x}, t). \tag{2.6}
\]

For the description of the constitutive relation, some models rely on the rate of deformation tensor, while other models are based on the deformation gradient tensor. The deformation gradient tensor \( \mathbf{F} \) is defined as

\[
\mathbf{F} = \mathbf{I} + \frac{\partial \mathbf{u}}{\partial \mathbf{x}^0} = \mathbf{I} + \left\{ \frac{\partial u_k}{\partial x^0_l} \right\}, \tag{2.7}
\]

where \( \mathbf{I} \) is the identity matrix. The rate of deformation tensor \( \mathbf{D} \) is the symmetric part of the velocity gradient:

\[
\mathbf{D} = \frac{1}{2} \left( \frac{\partial \mathbf{v}}{\partial \mathbf{x}} + \left( \frac{\partial \mathbf{v}}{\partial \mathbf{x}} \right)^T \right). \tag{2.8}
\]

In this thesis, the deformation gradient tensor is used to present the constitutive laws, whereas the rate of deformation tensor is required to describe the conservation of energy.
2.2.1. Governing equations

Conservation of mass
The conservation of mass states that when mass is not entering or leaving the domain $\Omega$ (i.e., the domain contains no source or sink terms), the change of mass with time should be equal to zero. In the updated Lagrangian form adopted within MPM, this can be expressed as follows:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0,$$

where $\rho$ is the mass density of the material.

Conservation of momentum
The conservation of linear momentum represents the equation of motion of a continuum body. In other words, it is equivalent to Newton’s second law of motion. Denoting the Cauchy stress tensor by $\sigma$ and a body force by $\mathbf{b}$, the conservation of linear momentum can be written as

$$\frac{\partial (\rho \mathbf{v})}{\partial t} - \nabla \cdot \sigma - \rho \mathbf{b} = 0$$

The conservation of angular momentum implies that the stress tensor is symmetric:

$$\sigma = \sigma^T.$$

Since the conservation of angular momentum does not add a new equation, the conservation of linear momentum is usually referred to as the momentum equation.

Conservation of energy
Assuming that mechanical work is the only source of energy, the conservation of energy can be written as

$$\rho \frac{\partial \mathbf{r}}{\partial t} = \text{tr}(D \sigma).$$

Here, $\mathbf{r}$ is the internal energy per unit mass.

Constitutive models
In this thesis, only linear elastic and neo-Hookean (or hyperelastic) constitutive relations are considered. A multi-dimensional linear elastic model can be described as

$$\sigma = \lambda \text{tr} \left( \frac{1}{2} (\mathbf{F} + \mathbf{F}^T) - \mathbf{I} \right) + 2\mu \left( \frac{1}{2} (\mathbf{F} + \mathbf{F}^T) - \mathbf{I} \right),$$

where $\lambda$ and $\mu$ are Lamé’s first parameter and the shear modulus, respectively. Denoting the determinant of $\mathbf{F}$ by $J$, the neo-Hookean material model is given by

$$\sigma = \frac{\lambda \ln(J)}{J} \mathbf{I} + \frac{\mu}{J} (\mathbf{F} \mathbf{F}^T - \mathbf{I}).$$

For the mathematical research that is presented in this thesis, it is sufficient to consider simple elastic constitutive equations. However, for many applications of MPM, these models are typically replaced by (visco-)elasto-plastic constitutive equations in order to
properly represent the behavior of complex materials. For instance, an elasto-plastic Mohr-Coulomb model is used to simulate the failure of a dam [6], predict the run-outs of landslides in brittle soils [67], and test the bearing capacity of a deep foundation in cohesive soil [68].

2.3. DISCRETIZATION

For the discretization, MPM simplifies Equation (2.10) by assuming that the density is constant in time and solves the simplified equation on the fixed background grid by adopting a variational formulation. To obtain the weak form of the momentum equation, it is first multiplied with a so-called test function and integrated over the domain $\Omega^t$. Letting $\omega$ denote an element of the test space that consists of all functions, which are sufficiently smooth and zero on the part of the boundary where essential boundary conditions are prescribed, the following expression is obtained:

$$\int_{\Omega^t} w \rho \frac{\partial v}{\partial t} \, d\Omega^t = \int_{\Omega^t} w (\nabla \cdot \sigma) \, d\Omega^t + \int_{\Omega^t} \rho b \, d\Omega^t. \quad (2.15)$$

Applying integration by parts and Gauss’ theorem yields the weak form of the momentum equation:

$$\int_{\Omega^t} w \rho \frac{\partial v}{\partial t} \, d\Omega^t = \int_{\partial \Omega^t} w n \cdot \sigma \, d\Gamma^t - \int_{\Omega^t} \nabla w \cdot \sigma \, d\Omega^t + \int_{\Omega^t} \rho b \, d\Omega^t. \quad (2.16)$$

The first integral on the right-hand side is over the boundary $\Gamma^t = \partial \Omega^t$ of the domain $\Omega^t$ and $n$ is the outward unit normal vector.

2.3.1. SPATIAL DISCRETIZATION

Following the standard approach in FEM, Equation (2.16) is discretized in space by approximating the acceleration by a linear combination of basis functions $\phi_j$:

$$\mathbf{a}(\mathbf{x}, t) \approx \mathbf{a}_h(\mathbf{x}, t) = \sum_{j=1}^{\mathcal{N}} a_j(t) \phi_j(\mathbf{x}) \quad (2.17)$$

with subscript $h$ indicating a spatially discretized form and $\mathcal{N}$ being the total number of nodes on the background grid. By substituting Equation (2.17) into Equation (2.16), interchanging the order of summation and integration, and choosing the test function $w$ equal to $\phi_i$, the following expression is obtained for all $i = 1, \ldots, \mathcal{N}$:

$$\sum_{j=1}^{\mathcal{N}} \left( \int_{\Omega^t} \phi_i \rho \phi_j \, d\Omega^t \right) a_j = \int_{\partial \Omega^t} \phi_i n \cdot \sigma \, d\Gamma^t - \int_{\Omega^t} \nabla \phi_i \cdot \sigma \, d\Omega^t + \int_{\Omega^t} \phi_i \rho b \, d\Omega^t. \quad (2.18)$$

For each direction $x_k$, Equation (2.18) can be written in the matrix-vector form:

$$\mathbf{M} \mathbf{a}_k = \mathbf{f}_k, \quad (2.19)$$
where \( \mathbf{a}_k = [a_{k,1}, a_{k,2}, \ldots, a_{k,N}]^T \) is the unidirectional vector of the unknown coefficients\(^1\), \( \mathbf{M} = [M_{ij}] \in \mathbb{R}^{N \times N} \) is the consistent mass matrix, and \( \mathbf{f}_k = [f_{k,1}, f_{k,2}, \ldots, f_{k,N}]^T \) is the unidirectional force vector. The entries of the mass matrix and force vector are given by

\[
M_{ij} = \int_{\Omega^t} \phi_i \rho \phi_j \, d\Omega^t, \tag{2.20}
\]

\[
f_{k,i} = \int_{\partial \Omega^t} \phi_i \tau_k \, d\Gamma^t - \int_{\Omega^t} \sum_{l=1}^3 \frac{\partial \phi_i}{\partial x_l} \sigma_{lk} \, d\Omega^t + \int_{\Omega^t} \phi_i \rho b_k \, d\Omega^t, \tag{2.21}
\]

respectively. Here, \( \tau(x,t) \) is the prescribed traction at the boundary. In general, MPM can be implemented combining Equation (2.19) for each \( k \) into one linear system. The implementation procedure of a multi-dimensional MPM can be found, for instance, in the thesis of Kafaji [37].

In MPM computations, the consistent mass matrix is typically replaced by the row-sum lumped mass matrix \( \mathbf{M}^L \), which can be obtained by summing the off-diagonal entries of \( \mathbf{M} \) in each row, adding them to the diagonal entry, and subsequently setting the off-diagonal entries to zero:

\[
M^L_{ii} = \sum_{j=1}^N M_{ij}. \tag{2.22}
\]

If the basis functions maintain a partition of unity within the domain, that is

\[
\sum_{j=1}^N \phi_j(x) = 1 \quad \forall \ x \in \Omega^t, \tag{2.23}
\]

the diagonal entry of the lumped mass matrix can be expressed as follows:

\[
M^L_{ii} = \sum_{j=1}^N M_{ij} = \sum_{j=1}^N \int_{\Omega^t} \phi_i \rho \phi_j \, d\Omega^t = \int_{\Omega^t} \phi_i \rho \sum_{j=1}^N \phi_j \, d\Omega^t = \int_{\Omega^t} \phi_i \rho \, d\Omega^t. \tag{2.24}
\]

This implies that the diagonal entries can be computed directly from the final integral of Equation (2.24), which significantly increases the efficiency of the simulation by avoiding the generation of the off-diagonal terms.

In MPM, material points represent the material and carry all physical information about it (e.g., the mass, strain, and stress). While most material-point properties vary in time, the mass is time independent. This assures that the conservation of mass, Equation (2.9), is satisfied. Furthermore, throughout a simulation, the integrals in Equations (2.20) and (2.21) are approximated by projecting the material-point information onto the background grid. Let the continuum be discretized by \( \mathcal{M} \) material points, then the integral of an arbitrary vector-valued function \( g(x) \) is approximated by

\[
\int_{\Omega} g(x) \, d\Omega = \sum_{p=1}^{\mathcal{M}} V_p g(x_p), \tag{2.25}
\]

\( ^1 \)We remark that the unknown coefficients correspond to the classical “nodes” located at the vertices of the cells for linear Lagrangian finite element basis functions but can also be of modal type for B-spline basis functions presented in Chapter 3. To simplify the presentation for the reader who is more familiar with nodal basis functions, we will stick to the terminology of “nodes” unless stated otherwise.
where $V_p$ and $x_p$ represent the material-point volume and position, respectively. The information obtained by solving Equation (2.19) is then mapped back to update the material points.

### 2.3.2. Temporal Discretization

In the considered version of MPM, the Euler-Cromer time-stepping scheme [69] is used for temporal discretization. The scheme applies the forward Euler method to advance the velocity, but employs the backward Euler method for the displacement:

\[
\begin{align*}
    v_i^{s+1} &= v_i^s + (t_i^{s+1} - t_i^s) a_i^s, \\
    u_i^{s+1} &= u_i^s + (t_i^{s+1} - t_i^s) v_i^{s+1},
\end{align*}
\]

where $s = 0, 1, \ldots, N-1$ is the time-step counter. The Euler-Cromer scheme is energy conservative for oscillatory problems (see [70] for more details). Its combination with finite-element discretization results in a conditionally stable solution algorithm [71]. Moreover, assuming a constant time-step size, the Euler-Cromer scheme is second-order accurate in the displacement and first-order accurate in the velocity. To the author’s knowledge this has not been mentioned previously in the MPM literature. Therefore, a short explanation is provided below.

First, note that it follows from Equation (2.27) that

\[
v_i^s = \frac{1}{\Delta t} \left( u_i^s - u_i^{s-1} \right),
\]

where $\Delta t$ denotes the constant time-step size. Therefore, the displacement at time step $s+1$ can be rewritten as

\[
\begin{align*}
    u_i^{s+1} &= u_i^s + \Delta t \left( v_i^s + \Delta t a_i^s \right) \\
    &= u_i^s + \Delta t \left( \frac{1}{\Delta t} \left( u_i^s - u_i^{s-1} \right) + \Delta t a_i^s \right) \\
    &= 2u_i^s - u_i^{s-1} + \Delta t^2 a_i^s.
\end{align*}
\]

The above expression is obtained by first substituting Equation (2.26) into Equation (2.27), and then using Equation (2.28). Equation (2.29) corresponds to the central difference scheme for the second derivative of the displacement:

\[
a_i^s = \frac{1}{\Delta t^2} \left( u_i^{s+1} - 2u_i^s + u_i^{s-1} \right),
\]

which is known to be second-order accurate.

At the beginning of each time step, the material-point information is projected from the particles to the nodes of the background grid, where the discretized governing equations are assembled and subsequently solved. The obtained information is then mapped back to update the material points. A schematic representation of the MPM solution strategy that is followed within each time step is provided in Figure 2.2.
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(a) projection of the material-point information onto the background grid; (b) solution of the governing equations at the grid nodes; (c) update of the material-point information; (d) update of the material-point positions with respect to the grid.

2.3.3. REMARKS ON CONSERVATION PROPERTIES

From the above derivation of the scheme, it follows that MPM conserves the mass and momentum by design, but does not enforce the conservation of energy. Much research has been conducted with regard to this issue (e.g., Bardenhagen [72], Nairn [11], Love and Sulsky [27, 73]). It has been shown that the conservation of energy strongly depends on the version of the MPM algorithm [72]. This is further discussed in Section 2.6.3. Moreover, a consistent mass matrix is required to conserve energy while mapping the information from the material points to the background grid and vice versa [27]. However, the employment of a consistent mass matrix can significantly reduce the stability of an MPM simulation and is computationally more expensive.

2.4. ALGORITHMS

This section presents two versions of the MPM algorithm: the original version [1], which is also known as update stress last (USL), and a modified one [2], modified update stress last (MUSL) or, alternatively, update velocity first (UVF). The algorithms adopt the notation used previously for the unidirectional acceleration and force vectors, \( \mathbf{a}_k \) and \( \mathbf{f}_k \).
for global nodal vectors (e.g., the nodal velocity vector in the direction \(x_k\) is denoted by \(\tilde{v}_k = [v_{k,1}, v_{k,2}, \ldots, v_{k,N}]^T\)). Furthermore, it is assumed that only a constant body force is acting externally. It should be noted that Algorithms 1 and 2 contain consistent mass matrices. However, as was already mentioned in Section 2.3.1, MPM typically uses the lumped mass matrix.

The names USL and MUSL refer to the fact that the material-point stress is updated at the last stage within a time step. The main difference between the USL and MUSL algorithms is that USL computes the nodal velocities directly from the nodal accelerations, while MUSL obtains them from the material-point velocities. Nairn [11] explains in detail that assuming that both algorithms adopt a lumped mass matrix, the modified version can avoid extremely small nodal masses that lead to ill-conditioned mass matrices in the original version of the algorithm. This greatly improves the stability of the scheme. Furthermore, Bardenhagen [72] explains that MUSL slowly dissipates energy, but still recommends its use, because it damps out numerical artifacts and the damping is consistent with the accuracy of the solution. In addition to USL and MUSL, there exist the update stress first algorithm [72] and update stress averaged scheme [11] that are described in Section 2.6.3.

---

**Input:** Nodal coordinates \(\mathbf{x}_i^0\), material-point coordinates \(\mathbf{x}_i^0\), velocities \(\mathbf{v}_i^0\), volumes \(V_p^0\), densities \(\rho_p^0\), masses \(m_p\), deformation gradients \(\mathbf{F}_p^0\), stresses \(\mathbf{\sigma}_p^0\), body forces \(\mathbf{b}_p\)

1. Set \(s = 0\)
2. **while** \(s < N\) **do**
3. Compute basis functions \(\phi_i^0(\mathbf{x}_p^s)\) and gradients \(\nabla \phi_i^0(\mathbf{x}_p^s)\) from initial nodal set \(\{\mathbf{x}_i^0\}\) and advected material-point set \(\{\mathbf{x}_i^s\}\)
4. Compute mass matrix \(M^s\), linear momentum vector \(\bar{q}_k^s\), and force vector \(\bar{f}_k^s\):
   \[
   M^s_{ij} = \sum_{p=1}^{d} \phi_i^0(\mathbf{x}_p^s) m_p \phi_j^0(\mathbf{x}_p^s) \\
   q_{k,i}^s = \sum_{p=1}^{d} \phi_i^0(\mathbf{x}_p^s) m_p v_{k,p}^s \\
   f_{k,i}^s = \sum_{p=1}^{d} \sum_{l=1}^{3} \frac{\partial \phi_i^0}{\partial x_l}(\mathbf{x}_p^s) \sigma_{lk,p}^s + \phi_i^0(\mathbf{x}_p^s) \rho_p^s \mathbf{b}_{k,p}^s \cdot V_p^s
   \]
5. Compute nodal accelerations:
   \[
   \bar{a}_k^s = (M^s)^{-1} \bar{f}_k^s
   \]
6. Compute nodal velocities and incremental nodal displacements:
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\[ \vec{v}_k^s = (M^s)^{-1} \vec{q}_k^s \]  
\[ \vec{v}_k^{s+1} = \vec{v}_k^s + (t^{s+1} - t^s) \vec{a}_k^s \]  
\[ \Delta x_k^{s+1} = (t^{s+1} - t^s) \vec{v}_k^{s+1} \]

7. Update material-point coordinates:
\[ x_p^{s+1} = x_p^s + \sum_{i=1}^{N} \phi_i^0(x^s_p) \Delta x_i^{s+1} \]  

8. Update material-point velocities:
\[ v_p^{s+1} = v_p^s + (t^{s+1} - t^s) \sum_{i=1}^{N} \phi_i^0(x^s_p) a_i^s \]

9. Update material-point deformation gradients:
\[ \nabla v_p^{s+1} = \sum_{i=1}^{N} \nabla \phi_i^0(x^s_p) v_i^{s+1} \]  
\[ F_p^{s+1} = \left( I + (t^{s+1} - t^s) \nabla v_p^{s+1} \right) F_p^s \]

10. Update material-point volumes:
\[ V_p^{s+1} = \text{det}(F_p^{s+1}) V_p^0 \]

11. Update material-point densities:
\[ \rho_p^{s+1} = \frac{m_p}{V_p^{s+1}} \]

12. Compute material-point stresses \( \sigma_p^{s+1} \) from \( F_p^{s+1} \) using the constitutive equation (e.g., Equation 2.13 or 2.14)

13. Set \( s = s + 1 \)

Algorithm 1: Update stress last (USL) version of material-point method.
Input: Nodal coordinates \( x_0^i \), material-point coordinates \( x_p^0 \), velocities \( v_0^p \), volumes \( V_p^0 \), densities \( \rho_p^0 \), masses \( m_p \), deformation gradients \( F_0^p \), stresses \( \sigma_p^0 \), body forces \( b_p \)

1. Set \( s = 0 \)
2. while \( s < N \) do
3. Compute basis functions \( \phi_i^0(x_p^s) \) and gradients \( \nabla \phi_i^0(x_p^s) \) from initial nodal set \( \{ x_0^i \} \) and advected material-point set \( \{ x_p^s \} \)
4. Compute mass matrix \( M^s \) and force vector \( \bar{f}_k^s \):
   \[
   M_{ij}^s = \sum_{p=1}^{\mathcal{M}} \phi_i^0(x_p^s) m_p \phi_j^0(x_p^s) \\
   f_{k,i}^s = \sum_{p=1}^{\mathcal{M}} \left( \sum_{l=1}^{3} \frac{\partial \phi_i^0(x_p^s)}{\partial x_l} x_l^s \sigma_{lk,p}^s + \phi_i^0(x_p^s) \rho_p^0 b_{k,p} \right) V_p^s
   \] (2.44)
   (2.45)
5. Compute nodal accelerations:
   \[
   \bar{a}_k^s = (M^s)^{-1} \bar{f}_k^s 
   \] (2.46)
6. Update material-point velocities:
   \[
   v_p^{s+1} = v_p^s + (t^{s+1} - t^s) \sum_{i=1}^{\mathcal{N}} \phi_i^0(x_p^s) a_i^s 
   \] (2.47)
7. Compute linear momentum vector \( \bar{q}_k^s \):
   \[
   q_{k,i}^s = \sum_{p=1}^{\mathcal{M}} \phi_i^0(x_p^s) m_p v_{k,p}^{s+1} 
   \] (2.48)
8. Update nodal velocities:
   \[
   \bar{v}_k^{s+1} = (M^s)^{-1} \bar{q}_k^s 
   \] (2.49)
9. Compute incremental nodal displacements:
   \[
   \Delta x_k^{s+1} = (t^{s+1} - t^s) \bar{v}_k^{s+1} 
   \] (2.50)
10. Update material-point coordinates:
    \[
    x_p^{s+1} = x_p^s + \sum_{i=1}^{\mathcal{N}} \phi_i^0(x_p^s) \Delta x_i^{s+1} 
    \] (2.51)
11. Update material-point deformation gradients:
    \[
    \nabla v_p^{s+1} = \sum_{i=1}^{\mathcal{N}} \nabla \phi_i^0(x_p^s) v_i^{s+1} 
    \] (2.52)
\[ \mathbf{F}^{s+1}_p = \left( \mathbf{I} + (t^{s+1} - t^s) \nabla \mathbf{v}^{s+1}_p \right) \mathbf{F}^s_p \]  

Update material-point volumes:

\[ V^{s+1}_p = \det(\mathbf{F}^{s+1}_p) V^0_p \]  

Update material-point densities:

\[ \rho^{s+1}_p = \frac{m_p}{V^{s+1}_p} \]  

Compute material-point stresses \( \sigma^{s+1}_p \) from \( \mathbf{F}^{s+1}_p \) using the constitutive equation (e.g., Equation 2.13 or 2.14)

Set \( s = s + 1 \)

Algorithm 2: Modified update stress last (MUSL) version of material-point method.

2.5. BASIS FUNCTIONS

This section completes the description of standard MPM by presenting the piecewise-linear Lagrange (P1) basis functions. Since the multivariate P1 basis functions can be built from the univariate ones by taking the tensor product, this section presents only the univariate P1 basis functions. To simplify the notation \( x_1 \) is replaced by \( x \) for one-dimensional descriptions throughout this dissertation.

The univariate P1 basis functions are defined using a set of nodes \( \{x_i\}_{i=1}^N \):

\[ \phi_i = \begin{cases} 
0 & \text{if } x < x_{i-1}, \\
(x - x_{i-1}) / (x_i - x_{i-1}) & \text{if } x_{i-1} \leq x < x_i, \\
1 - (x - x_i) / (x_{i+1} - x_i) & \text{if } x_i \leq x < x_{i+1}, \\
0 & \text{if } x \geq x_{i+1}.
\end{cases} \]  

The corresponding derivatives are equal to

\[ \frac{d\phi_i}{dx} = \begin{cases} 
0 & \text{if } x < x_{i-1}, \\
1 / (x_i - x_{i-1}) & \text{if } x_{i-1} \leq x < x_i, \\
-1 / (x_{i+1} - x_i) & \text{if } x_i \leq x < x_{i+1}, \\
0 & \text{if } x \geq x_{i+1}.
\end{cases} \]  

The univariate P1 basis functions and their derivatives are illustrated in Figure 2.3.

On the one hand, P1 basis functions have several advantages:

1. They satisfy the partition of unity property:

\[ \sum_{i=1}^N \phi_i(x) = 1 \quad \forall x \in \Omega. \]
2.6. Development

2.6.1. Formulations

After Sulsky et al. derived an MPM formulation for single-phase problems, several multi-phase formulations have been proposed to further expand the applicability range of MPM. We distinguish between two categories of multi-phase formulations. The first category consists of the so-called one-point formulations that assign all considered phases to the same material point. For example, the behavior of saturated soil is modeled by a two-phase one-point formulation where each material point represents both solid and liquid phases. Zhang et al. [74] suggested a two-phase one-point formulation with the velocity of fluid and hydraulic pressure as primary variables to model dynamic responses of saturated soil subjected to contact or impact of solid bodies. Jassim et al. [75] developed a coupled dynamic one-point formulation with the velocities of solid and liquid phases as primary variables and applied it to simulate the pore pressure development under wave attack on a sea dike. Zabala and Alonso [6] proposed a two-phase form of governing equations whereby the solid acceleration and the pressure increment were

P.2. Each $\phi_i$ has compact support. For $i = 2, 3, \ldots, N - 1$, $\phi_i$ is supported by element $i - 1$ and $i$. The compact supports of basis functions $\phi_1$ and $\phi_N$ are contained in element 1 and $N - 1$, respectively.

P.3. Each $\phi_i$ is non-negative over its entire support.

P.4. They allow for row-sum mass lumping due to P.3. (see Equation 2.22).

P.5. They allow for direct mass lumping due to P.1. (see Equation 2.24).

Furthermore, P1 basis functions can be implemented in a straightforward manner. On the other hand, the gradients of the piecewise-linear basis functions, just as the gradients of all other $C^0$-continuous basis functions, are discontinuous on the element boundaries, which can lead to unphysical oscillations in the internal forces when material points cross those boundaries.
computed at the background grid, while the velocity of the liquid phase was obtained at the material points. Their formulation was applied to model the progressive failure of the Aznalcóllar dam. More recently, Yerro et al. [76] introduced a three-phase one-point formulation by including a gas phase in a one-point formulation and applied it to study unsaturated soils.

The second category of multi-phase MPM formulations uses a different set of material points for each considered phase. So far, this strategy has only been applied to two-phase problems. A so-called double-point formulation allows for relative motion of the two phases, while conserving their masses [77]. Zhang et al. [78] used a double-point formulation to simulate failure phenomena in multi-phase porous media. Shin [79] and Mackenzie-Helnwein et al. [80] proposed a two-phase double-point formulations to model solid-fluid mixtures. Abe et al. [65] developed a coupled double-point formulation based on the Biot’s mixture theory. His approach was further improved by Bandara and Soga [66] by including the relative acceleration of fluid with respect to the solid skeleton. Despite a high number of existing MPM formulations, their development remains a principal topic in the MPM community. One of the reasons for further research is that many of the formulations are only designed for small deformations [66]. In addition, double-point formulations can be highly computationally expensive and require great care when interface regions that separate saturated soil from dry soil or free water are modeled [77].

2.6.2. TIME INTEGRATION

Typically, MPM advances the solution in time using explicit integration schemes (e.g., [5, 18, 81–84]). Explicit time integration is well-suited for simulations involving impacts at high velocities and fast transient problems. Although originally MPM was introduced with the Euler-Cromer scheme, computations with the centered-difference, Runge-Kutta, Adams-Bashforth-Moulton, and Predictor-Corrector Newmark methods have been performed as well [18, 84]. After studying different integration schemes, Wallstedt and Guilkey [84] concluded that the choice of the scheme has an impact on the overall accuracy of a simulation, but the spatial errors remain dominant in the explicit version of MPM.

Several studies have adopted MPM with implicit time integration (e.g., [85–89]). The implicit formulation can be applied to problems with, for instance, quasi-static loading, or small rate of deformation. Sulsky and Kaul [86] derived an implicit version of MPM based on the combination of Newton’s method with the conjugate gradient (CG) method and generalized minimum residual (GMRES) method. Guilkey and Weiss [85] proposed an implicit approach that combined Newton’s method and Newmark integration scheme. It has been shown that the results of implicit MPM are in close agreement with the results obtained using implicit FEM [85]. In addition, the implicit version of MPM has been demonstrated to be significantly more accurate than explicit MPM [85, 86].

2.6.3. ALGORITHMS

As was mentioned in Section 2.4, next to the USL and MUSL algorithm, there exist the update stress first (USF) algorithm and update stress averaged (USAVG) scheme. Both USF and USAVG attempt to improve the energy conservation within MUSL. USF and
MUSL are closely related: the only algorithmic difference between them is that USF updates the stress at the beginning of a time step, based on the material-point velocity at time level \( s \), whereas MUSL does that at the end of the time step using the velocity at time level \( s + 1 \). In contrast to MUSL that slowly dissipates energy, USF tends to slowly increase the energy [11]. For this reason, USAVG is designed as an average of the USF and MUSL schemes [11]. Bardenhagen [72] points out that USF and USL algorithms provide different results only for unresolved modes, that is when the oscillation-mode wavelength of the considered problem is comparable to the element size. The advantage of MUSL is that it damps out those unresolved modes, and its damping is consistent with the accuracy of the solution [72].

2.6.4. RELATED METHODS
Methods described here are used to reduce or completely eliminate the so-called grid(-cell)-crossing instabilities [24]. Grid-crossing instabilities arise when material points travel from one element to another and are due to the use of piecewise-linear basis functions, whose gradients are discontinuous on element boundaries. These instabilities generate unphysical oscillations in the forces and lead to inaccurate results mainly in terms of the stress, but can also significantly influence velocity and displacement.

**Generalized interpolation material-point method**
Bardenhagen and Kober [24] introduced a generalization of MPM, the generalized interpolation material-point (GIMP) method, where particles are represented by *particle-characteristic* functions. GIMP assumes that the information mapping from material-points to the grid in MPM takes the following form:

\[
g_i = \sum_{p=1}^{\mathcal{M}} g(x_p) \phi_i(x_p). \tag{2.58}
\]

This can be rewritten as

\[
g_i = \sum_{p=1}^{\mathcal{M}} g(x_p) \frac{\int_{\Omega^t} \phi_i(x) \delta(x - x_p) \, d\Omega^t}{\int_{\Omega^t} \delta(x - x_p) \, d\Omega^t}, \tag{2.59}
\]

where \( \delta(x - x_p) \) is the Dirac delta distribution centered at the particle position \( x_p \). GIMP then replaces \( \delta \) with a general particle-characteristic function \( \chi_p(x - x_p) \) that is centered at \( x_p \). In other words, Equation (2.58) is changed to

\[
g_i = \sum_{p=1}^{\mathcal{M}} g(x_p) \tilde{\phi}_i(x_p), \tag{2.60}
\]

where \( \tilde{\phi}_i \) is a weighting function, given by

\[
\tilde{\phi}_i(x_p) = \frac{\int_{\Omega^t} \phi_i(x) \chi_p(x - x_p) \, d\Omega^t}{\int_{\Omega^t} \chi_p(x - x_p) \, d\Omega^t}. \tag{2.61}
\]
Moreover, the gradient of the basis function is modified as follows:

\[
\nabla \phi_i(x_p) = \int_{\Omega} \nabla \phi_i(x) \chi_p(x-x_p) \, d\Omega \nabla \phi_i(x) \chi_p(x-x_p) \, d\Omega.
\]

(2.62)

One-dimensional particle-characteristic functions are frequently chosen to be piecewise-constant. The piecewise-constant particle-characteristic functions can be defined as a combination of step functions \( \mathcal{H} \):

\[
\chi_p = \mathcal{H} \left[ x - \left( x_p - \frac{l_p}{2} \right) \right] - \mathcal{H} \left[ x - \left( x_p + \frac{l_p}{2} \right) \right].
\]

(2.63)

Here, \( l_p \) is the measure of the current particle shape. The particle shape, which is also frequently called particle or material-point domain, describes the spatial extent occupied by the particle. In one dimension, the measure of the particle shape can be defined as the time-dependent material-point volume \( V_p \).

Similarly to the piecewise-linear basis functions, multivariate GIMP basis functions can be constructed as the tensor product of the univariate GIMP basis functions. In the multivariate case, the main question is how to define the measure of the material-point shape after the shape starts to deform. One option is to use the initial shape regardless of the time level. Sadeghirad et al. [29] refer to this version as the uniform GIMP (uGIMP) method. Another option is to obtain the particle shape in each direction from the diagonal components of the material-point deformation gradient tensor. Sadeghirad et al. [29] denote this method as the contiguous-particle GIMP (cpGIMP) method. The cpGIMP method ensures that the particle shapes remain rectangular or cuboid throughout the simulation. Finally, the GIMP method can also be combined with a structured mesh-refinement technique in order to adjust the particle shape [90]. To update the material-point shape, this refinement technique places massless tracking particles at the corner of the initial shapes and advects them with the grid velocity.

The GIMP methods have been applied to many engineering problems such as modeling of landslides [4], the densification of real foam microstructures [91], dynamic crack growth [92], and seepage failure [93]. However, it should be noted that the standard GIMP and uGIMP methods are only suited for problems that involve small deformations [24, 84]. For relatively accurate simulations of large deformations, the use of the more advanced cpGIMP method and the GIMP method with the structured mesh-refinement technique is essential [24, 29, 84]. The main disadvantages of the latter versions is that they neglect shear distortion and employ tracking techniques to update material-point shapes [29, 30, 84].

**Convected Particle-Domain Interpolation Method**

The convected particle-domain interpolation (CPDI) [29] method modifies the GIMP method in order to capture material-point shapes after shearing. Assuming that particle shapes are parallelograms and the deformation gradient is constant over each shape, the shape deformation can be expressed as

\[
\begin{align*}
I_{p,1}^{s+1} &= I_{p,1}^{s+1} I_{p,1}^0, \\
I_{p,2}^{s+1} &= I_{p,2}^{s+1} I_{p,2}^0.
\end{align*}
\]

(2.64)

(2.65)
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where \((x_{p,1}^0, x_{p,2}^0)\) and \((x_{p,1}^{s+1}, x_{p,2}^{s+1})\) are the vectors defining material-point shapes at the initial and updated configurations. In addition, the CPDI method proposes to use alternative basis functions within Equations (2.61) and (2.62). The CPDI basis functions are constructed by interpolating the standard piecewise-linear basis functions at the four corners of each particle domain. The P1 and CPDI basis functions are different in the interior of the material-point shape, but are the same at the particle corners.

Compared to the GIMP family of methods, the CPDI method has higher accuracy and better stability properties [29]. Nevertheless, the CPDI2 [94] method has been proposed to further increase the accuracy of the method. The material-point shapes in the CPDI2 method are described as quadrilaterals in two dimensions and hexahedra in three dimensions. Recently, the CPDI method has also been extended to arbitrary grids [95, 96] significantly increasing its range of applications. It has been reported that the method has convergence issues and produces pressure spikes within shock wave simulations when the number of material points per element is relatively high [21]. At the same time, the method has been successfully used for complex problems including modeling of ceramics [96], pile driving [97], and fully saturated porous media [98].

B-SPLINE MATERIAL-POINT METHOD

The B-spline material-point method (BSMPM) [28, 31] replaces the piecewise-constant Lagrange basis functions by higher-order B-spline basis functions (see Chapter 3 for a detailed description of B-spline basis functions). Two approaches have been proposed to construct the B-spline basis functions.

First of all, it is possible to define the B-spline basis functions separately for each node. That implies that to construct the univariate quadratic B-spline basis function for the grid node \(i\) with \(1 < i < N - 1\), the knot vector (i.e., a sequence of ordered non-decreasing points in \(\mathbb{R}\) called knots) \(\{x_{i-3/2}, x_{i-1/2}, x_{i+1/2}, x_{i+3/2}\}\) is adapted, where \(x_{i+1/2}\) is defined as \(\frac{1}{2}(x_i + x_{i+1})\). For example, an internal zero-centered quadratic B-spline basis function is given by

\[
\phi(x) = \begin{cases} 
\frac{1}{2h^2}x^2 + \frac{3}{2h}x + \frac{9}{8} & \text{if } -\frac{3}{2}h \leq x \leq -\frac{1}{2}h, \\
-\frac{1}{h^2}x^2 + \frac{3}{4} & \text{if } -\frac{1}{2}h \leq x \leq \frac{1}{2}h, \\
\frac{1}{2h^2}x^2 - \frac{3}{2h}x + \frac{9}{8} & \text{if } \frac{1}{2}h \leq x \leq \frac{3}{2}h, \\
0 & \text{if otherwise,}
\end{cases}
\]  

(2.66)

where \(h\) is the grid spacing. For \(i = 1\), the knot vector becomes \(\{x_0, x_{i-1/2}, x_{i+1/2}, x_{i+3/2}\}\), whereas for \(i = 0\), it is equal to the sum of two B-splines defined by the knot vectors \(\{x_i, x_{i+1}, x_{i+3/2}\}\) and \(\{x_i, x_{i+1}, x_{i+1/2}\}\). A similar strategy is applied to \(i = N - 1\) and \(i = N\). The tensor product of univariate B-spline basis functions is used to obtain the multivariate B-spline basis functions.

A different approach is to construct all B-spline basis functions from a single knot vector that consists of the knots from the whole domain. This technique is described in detail in Chapter 3. Regardless of the construction approach, the B-spline basis functions satisfy the partition of unity property, have a compact support, are non-negative, and have at least \(C^0\)-continuous gradients. However, only the first construction technique guarantees that for a uniform grid, the peaks of the basis functions are centered
DUAL DOMAIN MATERIAL-POINT METHOD

The dual domain material-point method (DDMPM) [30] method uses piecewise-linear basis functions, but replaces their gradients by smoother ones. For the construction of the new gradients, the method introduces a weight function $\alpha$ and the gradient $\nabla \phi_i$ defined as

$$\nabla \phi_i (x) = \sum_{j=1}^{N} \frac{\phi_j (x)}{V_j} \int_{\Omega} \phi_j (x) \nabla \phi_i (x) d\Omega,$$

where $V_j$ is the volume associated with node $j$ and given by $V_j = \int_{\Omega} \phi_j (x) d\Omega$. The weight function is required to be zero on the cell boundaries, but is not uniquely specified [30]. In Chapter 5, where DDMPM is applied to one-dimensional problems, the following expression for the weight function is adopted:

$$\alpha (x) = 2 \sum_{i=1}^{N} \phi_i (x) \phi_{i+1} (x).$$

DDMPM substitutes the gradients of the piecewise-linear basis functions by

$$\nabla \phi_i (x) = \alpha (x) \nabla \phi_i (x) + (1 - \alpha (x)) \nabla \phi_i (x) \quad \forall i = \{1, \ldots, N\},$$

An example of the DDMPM gradients is given in Figure 2.4. From Section 2.4, it follows that DDMPM modifies the computation of the forces and velocity gradients.

Figure 2.4: The derivatives of univariate basis functions that are used in DDMPM. Here, $h$ represents the element length.

A version of DDMPM with an alternative strategy for numerical integration has been proposed by Dhakal and Zhang [21]. This version allows for a lower number of material points per cell and, hence, lower computational costs compared to the original
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DDMPM method. Although from the mathematical point of view, the combination of P1 basis functions with smoother gradients can be considered as less fundamental than the GIMP, CPDI, and BSMPM methods, DDMPM has been shown to be effective within different applications (e.g., shock wave propagation [21] and ductile void growth [100]). In addition, it has been pointed out that, for shock wave simulations, DDMPM is a viable alternative to MPM, the GIMP method, and the CPDI method [21].

2.6.5. Other Improvements

Although Sections 2.6.1 to 2.6.4 attempt to provide a summary of fundamental research categories in the MPM community, there exist a significant number of highly valuable research studies that either do not entirely fit the categories of the aforementioned sections or combine multiple research areas. This section describes a small fraction of such contributions.

Much research has been performed to reduce the grid-crossing instabilities in multiphase simulations. For example, Liu et al. [93] re-derived the two-phase double-point formulation of Bandara and Soga [66] for GIMP, while Zheng et al. [98] combined the two-phase formulation introduced by Zhang et al. [74] with CPDI. At the same time, the double-point formulation derived by Bandara and Soga was used in conjunction with an implicit time scheme [101]. Furthermore, an important contribution to multi-phase formulations was made by Zhang et al. [102], where they proposed an improved approach for multi-phase calculations that ensured that the continuity condition (i.e., the volume fractions of all considered materials sum to one) was satisfied.

From the mathematical point of view, significant development of MPM was made by Gritton and Berzins [103], who proposed a null-space filter based on a singular-value-decomposition technique. A null-space filter can be required to ensure that non-zero material-point values do not result in zero nodal values after being mapped to the grid. Moreover, Cortis et al. [104] worked on the application of essential boundary conditions in MPM, focusing on the cases when the boundary of the problem domain does not co-incide with the grid-element edges. On the other hand, Bing et al. [105] investigated B-spline based Dirichlet and Neumann boundary conditions. Furthermore, Sulsky and Gong [25, 26] looked at function reconstruction within MPM and improved the accuracy of the method by adopting higher-order reconstruction techniques. The volumetric locking issue in MPM was addressed by Love and Sulsky [73] as well as Coombs et al. [106], while the choice of computational mesh and spatial discretization order are discussed by Andersen and Andersen [107].

While some studies unite different research directions within the MPM community (e.g., [93, 98, 101, 108]), a number of studies extend the use of MPM and related methods by combining them with other numerical tools for solving partial differential equations. For instance, Lian et al. [109, 110] and Chen et al. [111] couple MPM with FEM. Alternatively, MPM can be combined with other meshfree methods or even discrete modeling techniques. Raymond et al. [112] and He et al. [113] couple MPM with SPH, whereas Lu et al. [114] use MPM in conjunction with molecular dynamics. Moreover, Dhakal et al. propose the joint application of molecular dynamics with DDMPM [115]. Table 2.1 provides an overview of the research studies discussed in Section 2.6. Although a numerical comparison of existing methods would be highly valuable for their further evaluation, it
is not a focus of this thesis.

Table 2.1: Overview research areas in MPM.

<table>
<thead>
<tr>
<th>Research area</th>
<th>Subdivision</th>
<th>Examples of existing research</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Formulation</strong></td>
<td>one-point one-phase</td>
<td>[1, 2]</td>
</tr>
<tr>
<td></td>
<td>one-point two-phase</td>
<td>[6, 74, 75, 98]</td>
</tr>
<tr>
<td></td>
<td>one-point three-phase</td>
<td>[76]</td>
</tr>
<tr>
<td></td>
<td>double-point</td>
<td>[65, 66, 78–80, 93]</td>
</tr>
<tr>
<td><strong>Time integration</strong></td>
<td>explicit</td>
<td>[5, 18, 81–84]</td>
</tr>
<tr>
<td></td>
<td>implicit</td>
<td>[85–89, 101, 108]</td>
</tr>
<tr>
<td><strong>Algorithm</strong></td>
<td>USL</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>MUSL</td>
<td>[2, 11, 72]</td>
</tr>
<tr>
<td></td>
<td>USF</td>
<td>[11, 72]</td>
</tr>
<tr>
<td></td>
<td>USAVG</td>
<td>[11]</td>
</tr>
<tr>
<td><strong>Related method</strong></td>
<td>GIMP</td>
<td>[4, 24, 84, 90–93]</td>
</tr>
<tr>
<td></td>
<td>uGIMP</td>
<td></td>
</tr>
<tr>
<td></td>
<td>cpGIMP</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPDI</td>
<td>[29, 94–96, 98]</td>
</tr>
<tr>
<td></td>
<td>CPDI2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BSMPM</td>
<td>[28, 31, 99, 116]</td>
</tr>
<tr>
<td></td>
<td>DDMPM</td>
<td>[21, 30, 100, 115]</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td>–</td>
<td>[25, 26, 93, 98, 101–115]</td>
</tr>
</tbody>
</table>
Methodological Improvements of the Material-point Method
This chapter considers the version of B-spline material-point method (BSMPM), where the basis functions are constructed from a single knot vector. It introduces a mapping technique that allows for the projection of the material-point information to the background grid using cubic-spline interpolation and Gauss quadrature rules. In addition, a possible manner to extend BSMPM to unstructured grids is presented. The chapter is structured as follows. Section 3.1 discusses the construction and properties of B-spline basis functions. Section 3.2 introduces the proposed mapping strategy. It presents the general concept of the technique and its individual components. Section 3.3 gives a short description of MPM with Powell-Sabin splines. Section 3.4 introduces the benchmark problems and provides the obtained results. Finally, Section 3.5 draws the conclusions.

Parts of this chapter have been published as a contribution to the proceedings of the MPM 2017 conference [117] and submitted to a journal [118]. The contribution of Elizaveta Wobbes to the above publications is limited to numerical validation of the proposed approaches (i.e., selection and implementation of several benchmarks).
3.1. B-spline basis functions

A B-spline basis function is a piecewise-polynomial function of a certain degree on its support interval that spans a particular spline space. Figure 3.1 provides examples of linear, quadratic, and cubic univariate B-spline basis functions and their derivatives. Clearly, linear B-spline basis functions are identical to the P1 basis functions described in Section 2.5. A linear combination of B-spline basis functions defines a B-spline curve. B-splines form building blocks for non-uniform rational B-splines (NURBS) \[119\]. Both B-splines and NURBS are commonly employed to model and discretize geometries in computer-aided design (CAD) and solve partial differential equation in isogeometric analysis, a generalization of the standard, polynomial-based, FEM introduced by Hughes et al. \[119\], \[120–123\].

3.1.1. Construction

Generally, a B-spline basis function is defined in the parametric space, based on a knot vector. As was mentioned in Section 2.6.4, a knot vector in one dimension is a sequence of ordered nondecreasing coordinates. It is typically denoted as \( \Xi = \{\xi_1, \xi_2, \ldots, \xi_{n_b + \bar{d} + 1}\} \), where \( \xi_j \in \mathbb{R} \) is the \( j \)th knot, \( n_b \) is the total number of basis functions, and \( \bar{d} \) is the polynomial order. The knot vector is uniform when its knots are distributed equidistantly. The knots are called repeated when more than one knot is positioned at the same coordinate in the parametric space. An open knot vector contains the first and last knots \( \bar{d} + 1 \) times ensuring that the resulting basis functions are interpolatory at the boundaries of the domain. A non-empty knot interval \( [\xi_j, \xi_{j+1}) \) is referred to as a knot span. For an open uniform knot vector, the number of spans is equal to \( n_b - \bar{d} \).

The Cox-de Boor formula \[124\] defines B-spline basis functions recursively, starting with piecewise constants (no repeated knots, i.e., \( \bar{d} = 0 \)):

\[
\phi^0_j(\xi) = \begin{cases} 
1 & \text{if } \xi_j \leq \xi < \xi_{j+1}, \\
0 & \text{otherwise.}
\end{cases}
\]

For \( \bar{d} > 0 \), the basis functions are given by

\[
\phi^d_j(\xi) = \frac{\xi - \xi_j}{\xi_{j+\bar{d}} - \xi_j} \phi^{d-1}_j(\xi) + \frac{\xi_{j+\bar{d}+1} - \xi}{\xi_{j+\bar{d}+1} - \xi_{j+1}} \phi^{d-1}_{j+1}(\xi) \quad \xi \in \hat{z},
\]

where \( \hat{z} \) is the parametric domain. The derivatives of the B-spline basis functions can be computed from \[124\]:

\[
\frac{d\phi^d_j(\xi)}{d\xi} = \frac{\bar{d}}{\xi_{j+\bar{d}} - \xi_j} \phi^{d-1}_j(\xi) - \frac{\bar{d}}{\xi_{j+\bar{d}+1} - \xi_{j+1}} \phi^{d-1}_{j+1}(\xi).
\]

It should be noted that in the considered implementation of BSMPM, the parametric and physical domains are the same.

3.1.2. Properties

B-spline basis functions satisfy the following properties:
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(a) Linear ($d = 1$)

(b) Quadratic ($d = 2$)

(c) Cubic ($d = 3$)

Figure 3.1: Univariate B-spline basis functions and their derivatives.
3. FURTHER DEVELOPMENT OF THE B-SPLINE MATERIAL-POINT METHOD

P. 1. They form a partition of unity:

\[ \sum_{j=1}^{n_k} \phi^{d}_{j}(\xi) = 1 \quad \forall \xi \in \hat{z}. \]

P. 2. They have a compact support. The support of each \( \phi^{d}_{j} \) is contained within the interval \( [\xi_j, \xi_{j+d+1}] \).

P. 3. Each \( \phi^{d}_{j} \) is non-negative in its support:

\[ \phi^{d}_{j}(\xi) \geq 0 \quad \forall x \in [\xi_j, \xi_{j+d+1}] \].

P. 4. They allow for row-sum mass lumping due to P. 3. (see Equation 2.22).

P. 5. They allow for direct mass lumping due to P. 1. (see Equation 2.24).

P. 6. They attain \( C^{d-\kappa_j} \) continuity, where \( \kappa_j \) denotes the multiplicity of the \( j \)th knot (i.e., the number of times knot \( j \) is duplicated). When the multiplicity of a knot is equal to \( d \), the basis function is interpolatory at that knot.

Properties P. 1.-P. 5. are similar to the properties of piecewise-linear basis functions. The main difference lies in property P. 6. This property makes B-spline basis functions particularly well suited for MPM simulations, because the smoothness of the basis functions is required to prevent the unphysical oscillations resulting from grid crossing.

3.1.3. APPLICATION TO MPM

This thesis considers only second-order B-splines. These basis functions require a relatively small interval for their support and are sufficiently smooth (i.e., \( C^1 \)-continuous). In this section and Chapter 5, the B-spline basis functions are used within the MUSL algorithm, described in Algorithm 2.

3.2. MAPPING OF MATERIAL-POINT DATA TO THE BACKGROUND GRID

MPM can be viewed as a version of standard FEM, where the material points serve as the integration points to provide information for the background grid. In this thesis, we refer to this type of particle data mapping as direct. Sulsky and Gong [25, 26] point out that the direct mapping procedure reconstructs functions using a particular case of Shepard interpolation [125] that can introduce significant errors. The authors improve the accuracy of the method by adopting higher-order reconstruction techniques. In the modified versions, the velocity, density, and stress fields are reconstructed from the particle data and evaluated either at the nodes or element centres. The MPM-integration is then replaced by a one-point quadrature rule.

Based on the mapping strategy presented by Sulsky and Gong, this section provides an alternative approach to project the material-point information to the background
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grid. The approach is presented for one-dimensional problems. The extension to multidimensional computations is possible, but is outside the scope of this dissertation. Figure 3.2 shows schematic representations of the direct and modified mappings. The general methodology of the proposed cubic spline (CS) mapping can be described as follows:

- cubic-spline interpolation globally reconstructs certain quantities of interest from scattered material-point information,
- the obtained approximation is evaluated at the integration points (e.g., Gauss points),
- the resulting values are projected to the background grid by means of exact numerical integration (e.g., Gauss quadrature).

![Figure 3.2: Schematic representation of direct data mapping and mapping using cubic-spline (CS) interpolation.](image)

### 3.2.1. Function Reconstruction

Given a limited amount of data describing a real-valued function \( f \) (e.g., a set of \( \mathcal{M} \) distinct one-dimensional data points, \( \{ x_p \}_{p=1}^{\mathcal{M}} \), and the function values at these points, \( \{ f(x_p) \}_{p=1}^{\mathcal{M}} \)), function reconstruction techniques determine intermediate values of the function or values outside of the provided data range. In general, a function can be reconstructed by interpolating or approximating the known values. An interpolating technique assures that the values of the reconstructed function \( z \) coincide with the known values of \( f \):

\[
z(x_p) = f(x_p) \quad \forall p = \{1, \ldots, \mathcal{M}\}.
\]

Approximation techniques do not necessarily respect this property. Commonly used function reconstruction techniques are linear or higher-order Lagrange interpolation, Hermite interpolation, spline interpolation, and (weighted or moving) least-squares approximation [126, 127].
**Cubic-spline interpolation**

A *spline* is a piecewise-polynomial curve that is differentiable up to a prescribed order. Assuming that $x_1 < x_2 < \cdots < x_M$, a spline of degree $d$ is defined as

$$
z(x) = \begin{cases} 
  z_1(x) & \text{for } x \in [x_1, x_2], \\
  z_2(x) & \text{for } x \in [x_2, x_3], \\
  \vdots & \\
  z_{M-1}(x) & \text{for } x \in [x_{M-1}, x_M],
\end{cases}
$$

(3.2)

where $z_p(x)$ is a polynomial of degree $\tilde{d}$ on $[x_p, x_{p+1}]$, such that $z_p(x)$ and its derivatives are connected smoothly at $x_p$ and $x_{p+1}$ to the neighbouring polynomials. This implies that a cubic spline interpolation has the following properties:

- On each interval $[x_p, x_{p+1}]$, $z$ is a third degree polynomial $z_p$ with $p = \{1, \ldots, M-1\}$,
- $z(x_p) = f(x_p)$ for $p = \{1, \ldots, M\}$,
- $z_p^{(q)}(x_{p+1}) = z_{p+1}^{(q)}(x_{p+1})$ for $q = \{0, 1, 2\}$ and $p = \{1, \ldots, M-2\}$,
- $z_1^{(2)}(x_1) = z_{M-1}^{(2)}(x_M) = 0$.

It should be noted that the last property is not fundamental: it is required to uniquely define the spline but can be replaced with other conditions that allow for the uniqueness of the unknowns.

In MPM, the material points serve as data points. When large deformations are involved, the material-point distribution can become non-uniform, containing regions sparsely occupied by the material points. For this reason, Figure 3.3 illustrates the cubic-spline reconstruction of $f(x) = \sin(x) + 2$ on $[0, 4\pi]$ with different types of data distribution. Since no data point is located at $4\pi$, the reconstruction involves extrapolation at the right boundary. It is observed that the quality of the reconstruction is high, when the data points are distributed uniformly, but decreases if the distances between the data points become relatively large.

![Figure 3.3: Cubic-spline (CS) reconstruction of $f(x) = \sin(x) + 2$ on $[0, 4\pi]$. Data distribution differs within each interval $[\tilde{n}\pi, (\tilde{n} + 1)\pi]$ with $\tilde{n} = \{0, 1, 2, 3\}$](image-url)
3.2. NUMERICAL INTEGRATION
Since the reconstructed function is a third degree polynomial, it allows for an analytical computation of its integral within each element. However, numerical integration can be significantly cheaper and similarly accurate. Essentially, numerical integration approximates a definite integral to a given degree of accuracy employing a finite summation:
\[ \int_a^b z(x) \, dx \approx \sum_{g=1}^{n_g} \omega_g z(x_g). \] (3.3)
Here, \( a \) and \( b \) (with \( a < b \)) are the boundaries of the integration domain, \( n_g \) is the total number of integration points, \( \omega_g \) is the weight of an integration point, and \( x_g \) is its position. Although there exist many types of numerical integration rules, such as the midpoint and Newton-Cotes formulas, we restrict our attention to Gaussian quadrature.

GAUSS QUADRATURE RULES
Typically numerical integration techniques choose the positions of the integration points first and determine their weights afterwards. Gaussian quadrature determines the positions and weights simultaneously. Gaussian quadrature rules are based on the idea that the use of \( n_g \) Gauss points should yield the exact integration for polynomials up to degree \( 2n_g + 1 \). In the case of a single integration point, its weight and position are computed by assuming that the Gaussian quadrature is exact for polynomials up to order one:
\[ \int_a^b dx = b - a = \omega_g, \] (3.4)
\[ \int_a^b x \, dx = \frac{1}{2} (b^2 - a^2) = \omega_g x_g. \] (3.5)
From this, it follows that \( \omega_g = b - a \) and \( x_g = \frac{1}{2} (a + b) \), so that the Gauss point is located exactly in the middle of the integral. Conventionally, the general integration domain of integration [\( a, b \)] is transformed into [\(-1, 1\)]. On [\(-1, 1\)], the one-point Gauss rule results in \( \omega_g = 2 \) and \( x_g = 0 \), whereas two-point Gauss rule prescribes the weight of 1 to both points and locates them at \( \pm \sqrt{\frac{1}{3}} \).

3.2.3. APPLICATION TO B-SPLINE MATERIAL-POINT METHOD
The mapping technique proposed in this section can be applied to standard MPM as well as to its related methods, such as BSMPM and DDMPM. This is demonstrated in Chapter 5. Here, a detailed description of the application is provided only for BSMPM. To adopt the technique for other methods, elements should be considered instead of knot spans.

The CS mapping replaces the MPM-integration by Gauss quadrature for the computation of internal forces from Equation (2.45):
\[ f_{\text{int},i} = \sum_{p=1}^{\mathcal{N}} \frac{\partial \phi_i^0}{\partial x}(x_p) \sigma_p V_p \] (3.6)
as well as the nodal velocity (Equation 2.49). First, the proposed technique uses cubic-spline interpolation to reconstruct the stress, density, and momentum fields from the
scattered material-point data. This is done for the complete domain and the reconstructed fields are denoted by \( \hat{\sigma}, \hat{\rho}, \) and \( \hat{\rho} \hat{v} \) for the stress, density, and momentum, respectively. The obtained fields are subsequently evaluated at the Gauss points. For an accurate approximation of the integrals, four Gauss points are placed within each knot span: two within each half of a knot span. An example of the Gauss-point positions is given in Figure 3.4. After that, the internal force, mass and total momentum are calculated with the two-point Gauss rule in each half of each knot span:

\[
f_{\mathrm{int},i} \approx \sum_{k_1=1}^{N_s} \sum_{k_2=1}^{2} \sum_{g=1}^{2} \frac{\partial \phi_i^0}{\partial x}(x_g) \hat{\sigma}(x_g) \omega_g = \sum_{g=1}^{N_g} \frac{\partial \phi_i^0}{\partial x}(x_g) \hat{\sigma}(x_g) \omega_g, \quad (3.7)
\]

\[
q_i \approx \sum_{k_1=1}^{N_s} \sum_{k_2=1}^{2} \sum_{g=1}^{2} \phi_i^0(x_g)(\hat{\rho} \hat{v})(x_g) \omega_g = \sum_{g=1}^{N_g} \phi_i^0(x_g)(\hat{\rho} \hat{v})(x_g) \omega_g, \quad (3.8)
\]

\[
M_{ij} \approx \sum_{k_1=1}^{N_s} \sum_{k_2=1}^{2} \sum_{g=1}^{2} \phi_i^0(x_g) \hat{\rho}(x_g) \phi_j^0(x_g) \omega_g = \sum_{g=1}^{N_g} \phi_i^0(x_g) \hat{\rho}(x_g) \phi_j^0(x_g) \omega_g \quad (3.9)
\]

where \( N_s \) is the total number of knot spans, \( k_2 \) refers to the number of intervals within each knot span, and \( N_g \) is the total number of Gauss points. From this, the nodal velocity vector can be obtained as

\[
v = (M)^{-1} q. \quad (3.10)
\]

Figure 3.4: Illustration of Gauss points within a knot span.

### 3.3. Extension to Unstructured Triangular Grids Using Powell-Sabin Splines

On structured rectangular grids, adopting B-spline basis functions within MPM not only eliminates grid-crossing errors but also yields higher-order spatial convergence [28, 31, 99, 128]. Several research studies also demonstrate that BSMPM is a viable alternative to the GIMP, CPDI methods and DDMPM, which have been introduced in Chapter 2 [31, 99, 129, 130]. While the CPDI method and DDMPM can be used on unstructured grids [30, 95, 96], to the best of our knowledge, BSMPM for unstructured grids does not yet exist. This implies that its applicability to real-world problems is limited compared to the CPDI method and DDMPM.

The use of quadratic Powell-Sabin (PS) splines [131] extends BSMPM to unstructured triangulations to combine the benefits of B-splines with the geometric flexibility of triangular grids. The method employs quadratic PS splines and is referred to as PS-\(B\)-MPM. These splines are piecewise higher-order polynomials defined on a particular refinement of any given triangulation and are typically used in computer-aided geometric design and approximation theory [132–135]. PS splines are \( C^1 \)-continuous and hence overcome the grid-crossing issue within MPM by design. We remark that although this
paper focuses on PS splines, other options such as refinable C$^1$ splines [136] can most likely be used to extend MPM to unstructured triangular grids. To construct PS-splines on an arbitrary triangulation, a Powell-Sabin refinement is required (i.e., dividing each triangle into sub-triangles). Dierckx et al. [133, 137] provide the details of the construction process.

3.4. NUMERICAL RESULTS

This section provides the numerical results obtained with BSMPM, its combination with the mapping technique that uses cubic-spline basis functions, also referred to as the CS mapping in this thesis, and Powell-Sabin splines on unstructured triangular grids.

3.4.1. BENCHMARKS

Two benchmarks are considered in this section. A one-dimensional vibrating bar is adopted to illustrate the results obtained with BSMPM and its combination with the CS mapping, whereas the performance of Powell-Sabin splines is studied based on a two-dimensional vibrating plate.

BAR WITH FIXED ENDS

This example describes the vibration of a one-phase bar with fixed ends. The motion triggered by an initial velocity that varies along the bar as illustrated in Figure 3.5.

Moreover, the gravitational force is neglected. The following initial and boundary conditions are prescribed:

\[ u(x^0,0) = 0, \quad v(x^0,0) = v_{\text{max}}^{0} \sin \left( \frac{\pi x^0}{l} \right), \quad \sigma(x^0,0) = 0; \]
\[ u(0,t) = 0, \quad u(l,t) = 0. \]

For small strains, the analytical solution in terms of displacement, velocity, and stress
is given by

\[ u(x^0, t) = \frac{v_{\text{max}}}{\sqrt{E/\rho}} \sin \left( \frac{\pi \sqrt{E/\rho} t}{l} \right) \sin \left( \frac{\pi x^0}{l} \right), \]

\[ v(x^0, t) = v_{\text{max}} \cos \left( \frac{\pi \sqrt{E/\rho} t}{l} \right) \sin \left( \frac{\pi x^0}{l} \right), \]

\[ \sigma(x^0, t) = v_{\text{max}} \sqrt{E/\rho} \sin \left( \frac{\pi \sqrt{E/\rho} t}{l} \right) \cos \left( \frac{\pi x^0}{l} \right). \]

The material-point solutions are considered at the particle positions.

Table 3.1 provides two sets of exemplary parameter values for the vibrating bar benchmark under small deformations. For the simulations performed with the parameters from set 1, the domain is divided into 510 elements for MPM and 510 knot spans for BSMPM with 12 particles per cell (PPC). The domain is discretized by 40 knot spans with 12 PPC, when the parameters from set 2 are adopted.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value set 1</th>
<th>Value set 2</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Height</td>
<td>( l )</td>
<td>1.00</td>
<td>1.00</td>
<td>m</td>
</tr>
<tr>
<td>Initial density</td>
<td>( \rho )</td>
<td>2.00 \cdot 10^3</td>
<td>2.00 \cdot 10^3</td>
<td>kg/m^3</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>( E )</td>
<td>8.00 \cdot 10^7</td>
<td>7.00 \cdot 10^6</td>
<td>Pa</td>
</tr>
<tr>
<td>Max. initial velocity</td>
<td>( v_{\text{max}} )</td>
<td>0.60</td>
<td>0.28</td>
<td>m/s</td>
</tr>
<tr>
<td>Time-step size</td>
<td>( \Delta t )</td>
<td>1.0 \cdot 10^{-5}</td>
<td>1.0 \cdot 10^{-7}</td>
<td>s</td>
</tr>
<tr>
<td>Total time</td>
<td>( T )</td>
<td>1.0 \cdot 10^{-3}</td>
<td>1.9 \cdot 10^{-6}</td>
<td>s</td>
</tr>
</tbody>
</table>

**Plate undergoing axis-aligned displacement**

This benchmark [29] considers a two-dimensional neo-Hookean plate that is fixed at the entire boundary. The plate is assumed to be a unit square \((l \times l)\) with \(l = 1\) m and its motion is triggered by a body force. An analytical solution for this problem is constructed using the method of manufactured solutions: the analytical solution in terms of displacement is assumed a priori, from which the corresponding body forces are calculated. The displacement is given by

\[ u_{x_1} (x_1^0, t) = B \sin \left( \frac{2\pi x_1^0}{l} \right) \sin \left( \frac{c \pi t}{l} \right), \]

\[ u_{x_2} (x_2^0, t) = B \sin \left( \frac{2\pi x_2^0}{l} \right) \sin \left( \frac{c \pi t}{l} + \pi \right). \]
Here, $\rho^0 = 10^3$ kg/m$^3$, $B = 0.05$ m, and $E = 10^7$ Pa. The corresponding body forces \cite{29} are equal to

$$g_{x_1} = \pi^2 u_{x_1} \left( \frac{4\mu}{\rho^0} - \frac{E}{\rho^0} - 4 \frac{\lambda [\ln(F_{11}F_{22}) - 1] - \mu}{\rho^0 F_{11}} \right)$$ \hspace{1cm} (3.13)

$$g_{x_2} = \pi^2 u_{x_2} \left( \frac{4\mu}{\rho^0} - \frac{E}{\rho^0} - 4 \frac{\lambda [\ln(F_{11}F_{22}) - 1] - \mu}{\rho^0 F_{22}} \right)$$ \hspace{1cm} (3.14)

where $\lambda$ is the Lamé constant, $\mu$ is the shear modulus, and $F_{11}$ and $F_{22}$ are the normal components of the deformation gradient. $F_{11}$ and $F_{22}$ are defined as

$$\lambda = \frac{E\nu}{(1 + \nu)(1 - 2\nu)}$$ \hspace{1cm} $\mu = \frac{E}{2(1 + \nu)}$ \hspace{1cm} (3.15)

$$F_{11} = 1 + 2B \pi \cos(2\pi x_0^0) \sin \left( \sqrt{\frac{E}{\rho^0}} \pi t \right)$$ \hspace{1cm} (3.16)

$$F_{22} = 1 + 2B \pi \cos(2\pi x_0^0) \sin \left( \sqrt{\frac{E}{\rho^0}} \pi t + \pi \right)$$ \hspace{1cm} (3.17)

It is assumed that Poisson’s ratio is equal to $\nu = 0.3$. This problem is simulated with MPM and PS-MPM, using an unstructured triangular grid with material points initialized uniformly over the domain, as shown in Figure 3.6. A time step size and the total simulation time are set to $\Delta t = 2.25 \cdot 10^{-4}$ s and $T = 0.02$ s, respectively.

![Figure 3.6: The exact solution where particles (marked with dots) move back and forth along the marked vectors (left) and the unstructured grid with the initial particle configuration (right). The axes are given in meters. Both figures were obtained in collaboration with Pascal de Koster.](image)

### 3.4.2. B-SPLINE MATERIAL-POINT METHOD

The performance of BSMPM is illustrated by means of the one-dimensional vibrating bar with the parameters from set 1 in Table 3.1. Figure 3.7 shows that the method completely removes the unphysical oscillations in the velocity field that causes grid crossing artifacts in standard MPM. In addition, it demonstrates the close agreement of BSMPM with the analytical solution.
BSMPM results are also provided and discussed in detail in Chapter 5. It is shown that in some cases (e.g., Figure 5.10), the use of B-spline basis functions causes oscillations at the boundary of the domain, which prevents the method from achieving higher-order convergence.

3.4.3. MAPPING OF MATERIAL-POINT DATA WITH CUBIC-SPLINE FUNCTION RECONSTRUCTION

For BSMPM, replacing direct material-point data projection to the background grid by the mapping with cubic-spline reconstruction can be used to eliminate the oscillations at the domain boundary. This is shown in Figure 3.8. In addition to reducing the absolute error at the boundary, the proposed approach significantly decreases the value
of the error over the complete domain. Finally, for this benchmark, the mapping with cubic-spline reconstruction leads to third-order convergence for displacement and velocity, and second-order convergence for the stress (see Figure 5.9). A lower order of convergence in terms of stress is caused by its computation from the displacement by taking the derivative, instead of discretizing the stress field directly.

3.4.4. Application to unstructured triangular grids using Powell-Sabin splines

Figure 3.9 illustrates that Powell-Sabin splines can be successfully used to extend BSMPM to unstructured triangular grids. The results are provided in terms of the normal stress in the $x_1$-direction. It is shown that the proposed approach eliminates the grid-crossing errors observed with standard MPM and accurately resembles the analytical solution. Although the method demonstrates excellent results for this benchmark, its application to more complex problems is problematic. Further research is required to assure the robustness of the presented method to computations that involve partially filled elements. De Koster et al. [118] discuss this issue in detail.

Figure 3.9: The interpolated particle stress in the $x$-direction at $t = 0.016$ s. The figure was obtained in collaboration with Pascal de Koster.
3.5. Conclusions

This chapter presents a possible way to use B-spline basis functions within an MPM algorithm. The basis functions are constructed from a knot vector that contains the knots over the complete domain, and are computed using the Cox-de Boor formula. The use of B-spline basis functions in MPM can be combined with a mapping technique that allows for the projection of the material-point data to the background grid using cubic-spline interpolation. The numerical results show that this modified technique provides more accurate results on the boundaries of the domain, yields higher-order convergence, and reduces the absolute error. Furthermore, this section discusses the extension of BSMPM to unstructured triangular grids by employing Powell-Sabin splines. The approach demonstrates promising results for relatively simple problems, but has to be further investigated for its successful application to problems that contain partially filled elements.
Both the material-point method (MPM) and optimal transportation meshfree (OTM) method have been developed to efficiently solve partial differential equations that are based on the conservation laws from continuum mechanics. However, the methods are derived in a different fashion and have been studied independently of one another. In this chapter, we provide a direct step-by-step comparison of the MPM and OTM algorithms and introduce a novel unified approach that combines the design principles from B-spline MPM (BSMPM) and OTM methods. This chapter is structured as follows. Section 4.1 gives a short introduction. Section 4.2 describes the OTM scheme and provides its computational algorithm. Section 4.3 gives an overview of local maximum-entropy basis functions, which are typically used within the OTM method. Section 4.4 gives a comparison of the algorithms. After that, Section 4.5 introduces the unified approach. Section 4.6 reports the results that show the difference between the MPM and OTM methods numerically. In addition, it demonstrates the results obtained with our unified approach and gives a comparison with BSMPM. Finally, Section 4.7 summarizes the main conclusions of this study.

Parts of this chapter have been published as a contribution to the proceedings of the MPM 2019 conference [117] and submitted to a journal [138]. The chapter is based on the original work of Elizaveta Wobbes with the contribution of Roel Tielen to the numerical numerical results from Section 4.6.3 and the derivation of Equation (4.27).
4.1. INTRODUCTION
The optimal transportation meshfree (OTM) method [32] has been developed to simulate general solid and fluid flows and applied to a wide range of problems [139–142]. The OTM method uses the concepts from optimal transportation theory (an overview is provided by Villani [143]) to translate the mass and momentum balance equations into a minimization problem for the total action of the solid over a time interval. OTM employs two sets of points: nodal points and material points. Nodal points carry information about the positions, while material points represent the continuum. This updated Lagrangian method is typically used with maximum entropy (maxent) basis functions [144, 145] that are fully defined by the nodal set and the domain of analysis.

Many similarities can be found between MPM and the OTM method. For instance, they both employ the idea of material points that represent the continuum, but are not used directly to compute the solution of the governing equations. Moreover, an alternative derivation of the OTM scheme has been provided by Weißenfels and Wriggers [146], where the method is obtained from the weak form of the equation of motion. Despite this, MPM and the OTM method have evolved and been studied independently from each other. An in-depth analysis and direct comparison of the methods provides a better understanding of their relation, with potential improvements of MPM based on the present knowledge of the OTM method and vice versa.

The presented study consists essentially of two parts. The first part offers new insights into the relation between the MPM and OTM methods by drawing a detailed comparison of their algorithms. Based on this comparison, it identifies the conditions under which the two approaches can be related to each other, and highlights their fundamental differences. The second part of the study presents a novel unified approach that combines the design principles from the B-spline MPM (BSMPM) and OTM methods. The main idea behind the approach is to use the similarities between B-spline and maxent basis functions, which are typically used in conjunction with the OTM method [147]. For example, both of them are non-negative, smooth, and possess the partition of unity property. The proposed approach is significantly cheaper than the standard OTM method and allows for the use of a consistent mass matrix without stability issues that are typically encountered in MPM computations. Although in this chapter, the unified approach is applied to relatively simple examples, all derivations are presented in their general form enabling its straightforward extension to more complex problems.

4.2. OPTIMAL TRANSPORTATION MESHFREE METHOD
The OTM method is a meshless updated Lagrangian method that is based on the concepts from optimal transportation theory. In contrast to MPM, the OTM method explicitly includes the dependence of the mass density on time. For an arbitrary time interval \([t^0, T]\) it assumes that the density at time \(t^0\) and \(T\) are prescribed:

\[
\rho (\mathbf{x}^0, t^0) = \rho^0 (\mathbf{x}^0), \\
\rho (\mathbf{x}, T) = \rho^T (\mathbf{x}),
\]

where \(\mathbf{x}^0\) and \(\mathbf{x}\) are given in Equation (2.1). Benamou and Brenier [148] note that the mass and momentum balance equations together with Equations (4.1) and (4.2) can be
translated into a minimization problem for the action of the solid over the time interval. The action over \([t^0, T]\) is given by

\[
A(\rho, v) = \int_{t^0}^{T} K(\rho, v) \, dt,
\]

where \(K(\rho, v)\) is the kinetic energy, which is equal to

\[
K(\rho, v) = \int_{\Omega^T} \frac{\rho}{2} |v|^2 \, d\Omega^T.
\]

Although Equations (4.3) and (4.4) are expressed in terms of mass density and velocity, in the OTM framework the flow is described by means of the deformation mapping \(\varphi\) that is defined in Equation (2.1). The deformation mapping is related to velocity and density in the following way [32]:

\[
v(x, t) = \frac{\partial \varphi}{\partial t}(x^0, t),
\]

\[
\rho(x, t) = \rho^0(x^0) / \det(\nabla \varphi(x^0, t)).
\]

Benamou and Brenier [148] also demonstrate that the deformation mapping that minimizes the action in Equation (4.3) is given in terms of McCann’s displacement interpolation [149]:

\[
\varphi(x^0, t) = \frac{T - t}{T - t^0} x^0 + \frac{t - t^0}{T - t^0} \varphi(x^0, T).
\]

Here, \(\varphi(x^0, T)\) is the optimal transportation map of \(\rho^0\) into \(\rho^T\) with respect to the cost function [32]:

\[
C_{s \rightarrow s+1}(\gamma) = \int_{\Omega^S} |\gamma(x^0, T) - x^0|^2 \rho^0(x^0) \, d\Omega^0,
\]

in which \(\gamma(x^0, t)\) is a generic mapping of mass density.

To generate a numerical scheme, Equation (4.3) is discretized in space and time. The time interval \([t^0, T]\) is divided into sub-intervals \([t^s, t^{s+1}]\) with \(s = 0, 1, \ldots, N - 1\), to which the above theory developed for \([t^0, T]\) is still applicable. The OTM method approximates a flow using the concept of the free energy of the solid \(U\) [140]:

\[
U(\varphi(x^s, t)) = \int_{\Omega^S} f(\nabla \varphi(x^s, t)) \rho^s(x^s) \, d\Omega^s,
\]

where \(f\) is the local free-energy density per unit volume. Furthermore, the method employs the Wasserstein distance \(d_W\) between mass densities at two consecutive time instances [32, 139]:

\[
d_W^2(\rho^s(x^s), \rho^{s+1}(x^{s+1})) = \inf_{\gamma: \Omega^S \rightarrow \Omega^{s+1}} \int_{\Omega^S} |\gamma(x^s, t^{s+1}) - x^s|^2 \rho^s(x^s) \, d\Omega^s
\]

\[
= \inf_{\gamma: \Omega^S \rightarrow \Omega^{s+1}} C_{s \rightarrow s+1}(\gamma).
\]

\[
d_W^2(\rho^s(x^s), \rho^{s+1}(x^{s+1})) = \inf_{\gamma: \Omega^S \rightarrow \Omega^{s+1}} \int_{\Omega^S} |\gamma(x^s, t^{s+1}) - x^s|^2 \rho^s(x^s) \, d\Omega^s
\]

\[
= \inf_{\gamma: \Omega^S \rightarrow \Omega^{s+1}} C_{s \rightarrow s+1}(\gamma).
\]
4. COMPARISON AND UNIFICATION WITH OTM METHOD

For elastic materials in unforced systems, the semi-discrete action sum is equal to [139]

\[
A^{0-N}(\varphi^0, \ldots, \varphi^N) = \sum_{s=0}^{N-1} \left( \frac{1}{2} \frac{d}{dt} \left( \rho^s \rho^{s+1} \right) + \frac{1}{2} \left( U(\varphi^s) + U(\varphi^{s+1}) \right) \right)(t^{s+1} - t^s), \tag{4.11}
\]

where \( \varphi^s \) is the deformation mapping at time \( t^s \). For the spatial discretization of Equation (4.11), the OTM method employs two sets of points: nodal points and material points (see Figure 4.1). Nodal points carry position information, while material points represent the continuum body and arise from the spatial approximation of the mass densities by point masses:

\[
\rho^s(x) \approx \rho^s_h(x) = \sum_{p=1}^{M} m_p \delta(x - x_p^s), \tag{4.12}
\]

where \( \delta(x - x_p^s) \) is the Dirac delta distribution centered at \( x_p^s \). Material points are convected by the deformation:

\[
x_p^{s+1} = \varphi_h^{s \rightarrow s+1}(x_p^s), \tag{4.13}
\]

in which \( \varphi_h^{s \rightarrow s+1}(x) \) is the incremental deformation map. Fedeli et al. [141] explain that it can be described by general linear interpolation schemes of the form:

\[
\varphi_h^{s \rightarrow s+1}(x) = \sum_{i=1}^{N} \phi_i^s(x)x_i^{s+1}, \tag{4.14}
\]

whereby the basis functions are assumed to be consistent. Consistent basis functions satisfy the following conditions:

- **Partition of unity property:**
  \[
  \sum_{i=1}^{N} \phi_i^s(x) = 1 \quad \forall \ x \in \Omega^s. \tag{4.15}
  \]

- **Linear completeness:**
Moreover, material points carry a fixed mass, serve as integration points, and store all local state data. In order to fully discretize Equation (4.11), the Wasserstein distance $d_{W}^{2}(\rho_{h}^{s}, \rho_{h}^{s+1})$ is expressed as follows:

$$d_{W}^{2}(\rho_{h}^{s}, \rho_{h}^{s+1}) = \inf_{\gamma^{s} : \Omega^{s} \rightarrow \Omega^{s+1}} \int_{\Omega^{s}} |\gamma(x^{s}, t^{s+1}) - x^{s}|^{2} \rho_{h}^{s}(x^{s}) \, d\Omega^{s}$$

$$= \int_{\Omega^{s}} |\varphi(x^{s}, t^{s+1}) - x^{s}|^{2} \rho_{h}^{s}(x^{s}) \, d\Omega^{s}$$

$$= \sum_{p=1}^{\mathcal{M}} m_{p} \int_{\Omega^{s}} |\varphi(x^{s}, t^{s+1}) - x^{s}|^{2} \delta(x^{s} - x_{p}^{s}) \, d\Omega^{s}$$

$$= \sum_{p=1}^{\mathcal{M}} m_{p} \left|\varphi(x_{p}^{s}, t^{s+1}) - x_{p}^{s}\right|^{2}$$

$$= \sum_{p=1}^{\mathcal{M}} m_{p} \left|x_{p}^{s+1} - x_{p}^{s}\right|^{2}.$$  

(4.22)

Here, we used the fact that $\varphi(x^{s}, t^{s+1})$ is the optimal transportation map of $\rho^{s}$ into $\rho^{s+1}$ with respect to $C^{s+1}$ for the second equality, while Equation (4.12) for the third equality. Moreover, a similar procedure is followed to approximate the free energy $U(\varphi_{h}^{s})$:

$$U(\varphi_{h}^{s}) = \int_{\Omega^{s}} f(\nabla \varphi_{h}^{s}) \rho_{h}^{s} \, d\Omega^{s}$$

$$= \int_{\Omega^{s}} f(\nabla \varphi_{h}^{s}) \sum_{p=1}^{\mathcal{M}} m_{p} \delta(x - x_{p}^{s}) \, d\Omega^{s}$$

$$= \sum_{p=1}^{\mathcal{M}} \int_{\Omega^{s}} f(\nabla \varphi_{h}^{s}) m_{p} \delta(x - x_{p}^{s}) \, d\Omega^{s}$$

$$= \sum_{p=1}^{\mathcal{M}} m_{p} f(\nabla \varphi_{h}^{s}) .$$

(4.26)

Substituting Equations (4.22) and (4.26) into Equation (4.11) leads to the fully discrete action:

$$A_{h}^{0-N}(\varphi_{h}^{0}, \ldots, \varphi_{h}^{N}) = \sum_{s=0}^{N-1} \sum_{p=1}^{\mathcal{M}} \left\{ \frac{m_{p} \left|x_{p}^{s+1} - x_{p}^{s}\right|^{2}}{2 \left(t^{s+1} - t^{s}\right)^{2}} - \frac{m_{p}}{2} \left[f(\nabla \varphi_{h}^{s}(x_{p}^{s}))\right] \right\} \left(t^{s+1} - t^{s}\right) .$$

(4.27)

The OTM algorithm originates from applying the discrete Hamilton’s principle [150] to the fully discrete action [32, 151].
4.2.1. ALGORITHM

**Input:** Nodal coordinates \(x_i^0\), material-point coordinates \(x_p^{i-1}, x_p^0\), volumes \(V_p^0\), densities \(\rho_p^0\), masses \(m_p\), deformation gradients \(F_p^0\), stresses \(\sigma_p^0\), body forces \(b_p\)

1. Set \(s = 0\)
2. while \(s < N\) do
   3. Compute basis functions \(\phi_s^i(x_p^s)\) and derivatives \(\nabla \phi_s^i(x_p^s)\) from advected nodal set \(\{x_i^s\}\) and advected material-point set \(\{x_p^s\}\)
   4. Compute mass matrix \(M_s\), linear momentum vector \(\bar{q}_k^s\), and force vector \(\bar{f}_k^s\):
      \[
      M_{ij}^s = \sum_{p=1}^{\mathcal{M}} \phi_i^s(x_p^s) m_p \phi_j^s(x_p^s) \quad (4.28)
      \]
      \[
      q_{k,i}^s = \sum_{p=1}^{\mathcal{M}} \phi_i^s(x_p^s) m_p \frac{x_{k,p}^s - x_{k,p}^{i-1}}{t^s - t^{i-1}} \quad (4.29)
      \]
      \[
      f_{k,i}^s = \sum_{p=1}^{\mathcal{M}} \left( \sum_{l=1}^{3} \frac{\partial \phi_i^s}{\partial x_l}(x_p^s) \sigma_{kl,p}^s + \phi_i^s(x_p^s) \rho_p^s b_{k,p} \right) V_p^s \quad (4.30)
      \]
   5. Update nodal coordinates:
      \[
      \bar{x}_{k}^{s+1} = \bar{x}_k^s + \left( t^{s+1} - t^s \right) \left( M^s \right)^{-1} \left( \bar{q}_k^s + \frac{t^{s+1} - t^{s-1}}{2} \bar{f}_k^s \right) \quad (4.31)
      \]
   6. Update material-point coordinates:
      \[
      x_{p}^{s+1} = \phi_{h}^{s-s+1}(x_p^s) \quad (4.32)
      \]
   7. Update material-point volumes:
      \[
      V_p^{s+1} = \det \left( \nabla \phi_{h}^{s-s+1}(x_p^s) \right) V_p^s \quad (4.33)
      \]
   8. Update material-point densities:
      \[
      \rho_{p}^{s+1} = \frac{m_p}{V_p^{s+1}} \quad (4.34)
      \]
   9. Update material-point deformation gradients:
      \[
      F_p^{s+1} = \nabla \phi_{h}^{s-s+1}(x_p^s) F_p^s \quad (4.35)
      \]
10. Compute material-point stresses \(\sigma_p^{s+1}\) from \(F_p^{s+1}\) using the constitutive equation (e.g., Equation 2.13 or 2.14)
11. Set \(s = s + 1\)
12. end

**Algorithm 3:** Optimal transportation meshfree method.
A basic OTM algorithm for a solid material is summarized in Algorithm 3. For more details on the OTM method, we refer to the work of Li et al. [32] and Habbal [151].

4.3. LOCAL MAXIMUM-ENTROPY BASIS FUNCTIONS

Maxent basis functions were introduced by Sukumar [144] for the construction of polygonal interpolants. Arroyo and Ortiz [145] presented local maxent basis functions and first used them within a meshfree method. After that, local maxent basis functions have been integrated within several meshfree schemes such as point collocation methods [152]. The schemes that combined meshfree methods with maxent basis function have been applied to a variety of problems including simulations of shear-deformable plates [153] and thin-shell analysis [154].

The construction of maxent basis functions combines elements from probability theory and optimization. In fact, within a convex hull of the nodal set \( \{x_i\} \) (i.e., the smallest convex set that contains all nodes), the set of local maxent basis functions \( \{\phi_i(x) \geq 0\}_{i=1}^{N} \) form the solution of the following constrained optimization problem [155]:

\[
\max_{\phi \in \mathbb{R}_+^N} - \sum_{i=1}^{N} \phi_i(x) \ln \left( \frac{\phi_i(x)}{w_i(x)} \right) \quad (4.36)
\]

subject to

\[
\sum_{i=1}^{N} \phi_i(x) = 1, \quad (4.37)
\]

\[
\sum_{i=1}^{N} \phi_i(x)(x_i - x) = 0, \quad (4.38)
\]

where \( w_i(x) \) is a non-negative weight function or prior estimate of \( \phi_i \). The solution of this problem is typically found using the method of Lagrange multipliers [156] and can be written as

\[
\phi_i(x) = \frac{Z_i(x, \lambda)}{Z(x, \lambda)} \quad (4.39)
\]

with

\[
Z_i(x, \lambda) = w_i(x) \exp(-\lambda \cdot (x_i - x)), \quad (4.40)
\]

\[
Z(x, \lambda) = \sum_i Z_i(x, \lambda), \quad (4.41)
\]

where \( \lambda \) represents the Lagrange multipliers.

In practice, the primal problem of maximization is transferred into the dual problem of minimization [144]. Considering the new formulation, \( \lambda \) is expressed as [157, 158]

\[
\lambda = \arg\min \ln(Z). \quad (4.42)
\]

The Lagrange multipliers are typically found via Newton’s method. The solution procedure of this method (e.g., [159]) requires an initial guess for \( \lambda \) and both first- and second-order partial derivatives of \( \ln(Z) \) with respect to \( \lambda \). Figure 4.2 demonstrates an example of the convergence path of the Newton’s method for a one-dimensional computation.
The first derivatives of the local maxent basis functions are given by (e.g., [160])

\[
\nabla \phi_i = \phi_i \left( (\mathbf{x} - \mathbf{x}_i) \cdot (\mathbf{H}^{-1} - \mathbf{H}^{-1} \mathbf{A}) - \frac{\nabla w_i}{w_i} + \sum_{j=1}^{N} \phi_j \frac{\nabla w_j}{w_j} \right),
\]

(4.43)
in which the matrices \( \mathbf{H} \) and \( \mathbf{A} \) are computed in the following way:

\[
\mathbf{H} = \sum_{j=1}^{N} \phi_j (\mathbf{x} - \mathbf{x}_j) \otimes (\mathbf{x} - \mathbf{x}_j),
\]

(4.44)
\[
\mathbf{A} = \sum_{j=1}^{N} \phi_j (\mathbf{x} - \mathbf{x}_j) \otimes \frac{\nabla w_j}{w_j}.
\]

(4.45)

Here, \( \otimes \) is the dyadic product (i.e., the dyadic product of any two vectors is equal to \( \mathbf{a} \otimes \mathbf{b} = \mathbf{ab}^T \)).

4.3.1. WEIGHT FUNCTIONS

In the above description, the weight function remained unspecified due to a large number of viable options (e.g., Gaussian prior, cubic or quartic spline). In general, the prior functions are defined by means of the normalized radius of the support domain, \( r_i \) for node \( i \):

\[
r_i(x) = \frac{||\mathbf{x} - \mathbf{x}_i||}{d_i},
\]

(4.46)
where \( ||\cdot|| \) is the \( L^2 \)-norm, and \( d_i \) is the size of the domain of support of node \( i \), which is a user-defined parameter. In this thesis, \( d_i \) is equal to

\[
d_i = d_{\text{max}} \zeta_i,
\]

(4.47)
in which \( d_{\text{max}} \) is a factor with a typical value between 2.0 and 4.0 (this value is selected by the user), and \( \zeta_i \) is the distance between node \( i \) and its nearest neighboring node.
Alternative definitions of the normalized radius of the support domain can be found, for instance, in the work of Sukumar and Wright [161] and Yaw et al. [160].

Cubic spline weight functions, which are used in this thesis, are given by

$$w_i(x) = \begin{cases} \frac{2}{3} - 4r_i^2(x) + 4r_i^3(x), & \text{for } 0 < r_i(x) \leq \frac{1}{2}, \\ \frac{4}{3} - 4r_i(x) + 4r_i^2(x) - \frac{4}{3} r_i^3(x), & \text{for } \frac{1}{2} < r_i(x) \leq 1, \\ 0, & \text{for } r_i(x) > 1. \end{cases}$$

(4.48)

In one dimension, the derivative of a cubic spline basis function is computed as

$$\frac{d w_i}{d x} = \frac{d w_i}{d r_i} \frac{d r_i}{d x} = \begin{cases} \frac{1}{d_i} (-8r_i(x) + 12r_i^2(x)) \text{sign}(x - x_i), & \text{for } 0 < r_i(x) \leq \frac{1}{2}, \\ \frac{1}{d_i} (-4 + 8r_i(x) - 12r_i^2(x)) \text{sign}(x - x_i), & \text{for } \frac{1}{2} < r_i(x) \leq 1, \\ 0, & \text{for } r_i(x) > 1. \end{cases}$$

(4.49)

In two dimensions, the derivatives are obtained from

$$\nabla w_i = \left[ \frac{d w_i}{d r_i} \frac{d r_i}{d x_1}, \frac{d w_i}{d r_i} \frac{d r_i}{d x_2} \right]^T$$

(4.50)

In the above expression, the partial derivatives of $r_i$ can be written as

$$\frac{\partial r_i}{\partial x_k} = \frac{x_k - x_{k,i}}{d_i ||x - x_i||}.$$

(4.51)

Figure 4.3 shows the one-dimensional cubic spline basis functions and their derivatives, as well as the corresponding local maxent basis functions together with the derivatives. Figure 4.5 illustrates the two-dimensional prior functions, local maxent basis functions, and the partial derivatives of the local maxent basis functions for an interior node and a corner node. The domain discretization as well as the evaluation points are shown in Figure 4.4. The Python implementation of the maxent basis functions, which was used in this thesis, is validated by a comparison with the Matlab implementation provided by Ortiz-Bernardin [162].

4.3.2. Properties

Local maxent basis functions possess many desirable properties for meshfree algorithms. First of all, they are entirely defined by the nodal set and the domain of analysis. They are also non-negative, satisfy the partition of unity property, and provide an exact approximation for affine functions [145]. Furthermore, the local maxent basis functions have the so-called weak Kronecker-delta property [145]. The weak Kronecker-delta property implies that the Kronecker-delta property holds only for the basis functions $\phi_i$ corresponding to the nodes $x_i$ on the boundary of a convex hull. The Kronecker-delta property can be stated as follows:

$$\phi_i(x_i) = \delta_{ij} = \begin{cases} 1 & \text{for } i = j, \\ 0 & \text{otherwise,} \end{cases}$$

(4.52)

In other words, the weak Kronecker-delta property states that the maxent basis functions are interpolatory at the boundary nodes, which allows for direct imposition of Dirichlet boundary conditions [145, 146].
Figure 4.3: 1D cubic spline weight functions, local maxent basis functions, and their derivatives for $d_{\text{max}} = 2.0$.

Figure 4.4: Example of the discretization of a two-dimensional domain.
4.3. Local maximum-entropy basis functions

Figure 4.5: Examples of 2D weight functions, local maxent basis functions and their derivatives corresponding to cubic spline weight functions with $d_{\text{max}} = 2.0$. The domain discretization is shown in Figure 4.4, the basis functions are evaluated at $(0,0)$ (left) and $(1, -1)$ (right).
However, the local maxent basis functions are defined only within a convex hull of the nodal set. If non-convex domains are considered, the basis functions lose the weak Kronecker-delta property at the non-convex parts of the domain [145]. In addition, the calculation of Lagrange multipliers is numerically challenging [151] and frequently requires significant computational costs.

### 4.4. Comparison of Algorithms

While the derivations of MPM and the OTM method are fundamentally different, the resulting algorithms have many similarities. This section provides a side-by-side comparison of the computational steps from Algorithm 1 (USL-MPM) and 3 (OTM). Based on this comparison, it summarizes the conditions required to further relate the methods and highlights the principal differences between them.

- In the beginning of the simulation, both algorithms initialize the nodal coordinates and material-point properties. While the MPM computation requires the material-point velocity for time step $s = 0$, the OTM method expects the material-point positions to be known at $s = -1$. This difference arises from the explicit definition of the material-point velocity in MPM and its implicit use in the OTM method. This is further explained in the discussion of step 4 of both schemes.

- After the initialization phase, the time step counter $s$ is set to zero, which identifies the start of the solution phase. At the end of each time step, $s$ is increased by one until the maximum number of time steps $N$ is reached.

- In step 3, the schemes compute the basis functions and their derivatives. However, in the OTM method the basis functions are updated in each time step based on the nodal velocities, while in MPM the basis functions remain fixed over time. This is an important difference between the methods. To distinguish between the basis functions, the OTM basis functions are denoted by $\phi^s_i$ and the MPM basis functions by $\phi^0_i$.

- On the other hand, the schemes can be related in step 4. Assuming that the material-point velocity in MPM can be written as

$$v^s_p = \frac{1}{t^s - t^{s-1}} (x^s_p - x^{s-1}_p).$$

A direct substitution of Equation (4.53) into the expression for the linear momentum in the MPM algorithm (Equation 2.32) leads to the linear momentum formula used in the OTM method (Equation 4.29).

- Furthermore, steps 5 and 6 of the USL algorithm are implicitly included in step 5 of the OTM algorithm, where the nodal coordinates at time step $s + 1$ are computed. More precisely, from step 5 in the OTM algorithm, we obtain

$$\Delta x^{s+1}_k = \bar{x}^{s+1}_k - \bar{x}^s_k = (t^{s+1} - t^s) (M^t)^{-1} \left( \bar{q}^s_k + \frac{t^{s+1} - t^{s-1}}{2} \bar{r}^s_k \right).$$

(4.54)
At the same time, the incremental nodal displacement in MPM can be written as

\[
\Delta x_{s+1}^k = (t_{s+1} - t_s) \left( (M^s)^{-1} \bar{q}_k^s + (t_{s+1} - t_s) \bar{a}_k^s \right)
\]

\[
= (t_{s+1} - t_s) \left( (M^s)^{-1} \bar{q}_k^s + (t_{s+1} - t_s) \bar{f}_k^s \right).
\] (4.55)

It can be seen that Equation (4.55) is equal to Equation (4.54) for constant time step sizes. From this it can be concluded that the update of nodal positions is identical for both methods when the time-step size is fixed.

- The definition of the incremental transport map (Equation 4.14) implies that, in step 6 of the OTM algorithm, material-point positions are obtained from

\[
x_{p}^{s+1} = \sum_{i=1}^{N} \phi_i^s(x_p^s)x_{i}^{s+1},
\] (4.56)

while step 7 in the MPM algorithm states that

\[
x_{p}^{s+1} = x_{p}^s + \sum_{i=1}^{N} \phi_i^0(x_p^s) \Delta x_{i}^{s+1}.
\] (4.57)

The equality of the above expressions can be shown if linear completeness (see Equation 4.16) of the MPM basis functions is imposed. That is, if the following condition is satisfied:

\[
\sum_{i=1}^{N} \phi_i^0(x)x_{i}^{s} = x \quad \forall \, x \in \Omega^s.
\] (4.58)

In this case, Equation (4.57) can be rewritten as

\[
x_{p}^{s+1} = \sum_{i=1}^{N} \phi_i^0(x_p^s)x_{i}^{s} + \sum_{i=1}^{N} \phi_i^0(x_p^s) \Delta x_{i}^{s+1} = \sum_{i=1}^{N} \phi_i^0(x_p^s)x_{i}^{s+1}.
\] (4.59)

- Moreover, the OTM scheme avoids a direct update of the material-point velocity by adopting Equation (4.53), whereas MPM performs the update in step 8. Nevertheless, assuming that

\[
\sum_{i=1}^{N} \phi_i^0(x_p^s)v_{i}^{s} = v_{p}^{s},
\] (4.60)

it is possible to relate the methods again. Substituting Equation (4.60) into step 8 of MPM gives

\[
v_{p}^{s+1} = \sum_{i=1}^{N} \phi_i^0(x_p^s)v_{i}^{s} + (t_{s+1} - t_s) \sum_{i=1}^{N} \phi_i^0(x_p^s) a_{i}^{s} = \sum_{i=1}^{N} \phi_i^0(x_p^s)(v_{i}^{s} + (t_{s+1} - t_s) a_{i}^{s}).
\] (4.61)

Substituting step 6 of the MPM algorithm yields

\[
v_{p}^{s+1} = \sum_{i=1}^{N} \phi_i^0(x_p^s)v_{i}^{s+1}.
\] (4.62)
Therefore, the updated material-point velocity in MPM is equal to
\[
\mathbf{v}_{p}^{s+1} = \frac{1}{t_{s+1}^{s+1} - t_{s}^{s}} \sum_{i=1}^{N} \phi_{i}^{0} \left( x_{i}^{s+1} \right) \Delta x_{i}^{s+1} = \frac{1}{t_{s+1}^{s+1} - t_{s}^{s}} \left( x_{p}^{s+1} - x_{p}^{s} \right).
\] (4.63)

The above equalities follow from the computation of the incremental nodal displacements in steps 6, and the update of material-point coordinates in step 7 of the MPM algorithm.

The final expression in Equation (4.63) is identical to the implicit material-point velocity update in the OTM algorithm. Although an extra assumption is required to establish a connection between the methods, it does not lead to an essential disparity between them.

- Step 9 of both schemes can be shown to be identical as well. From step 6 in the OTM algorithm and the OTM definition of material-point velocity presented in Equation (4.53), it follows that
\[
\nabla \phi_{s}^{s+1} \left( x_{p}^{s} \right) = \nabla \left( x_{p}^{s+1} + \left( t_{s+1}^{s+1} - t_{s}^{s} \right) \mathbf{v}_{p}^{s+1} \right) = \mathbf{I} + \left( t_{s+1}^{s+1} - t_{s}^{s} \right) \nabla \mathbf{v}_{p}^{s+1}. \] (4.64)

Therefore, step 9 is the same for the MPM and OTM algorithm.

- Next, the update of the material-point volumes is investigated. MPM performs this update in step 10, while the OTM method computes the volume in step 7. To prove the equivalence of those steps, we need to show that
\[
\det \left( \left( \mathbf{I} + \left( t_{s+1}^{s+1} - t_{s}^{s} \right) \nabla \mathbf{v}_{p}^{s+1} \right) \mathbf{F}_{p}^{s} \right) V_{p}^{0} = \det \left( \nabla \phi_{h_{s}}^{s+1} \left( x_{p}^{s} \right) \right) V_{p}^{s}. \] (4.65)

The identity is proved using mathematical induction. For \( s = 0 \), the MPM update can be written as
\[
\det \left( \left( \mathbf{I} + \left( t_{1}^{1} - t_{0}^{0} \right) \nabla \mathbf{v}_{p}^{1} \right) \mathbf{F}_{p}^{0} \right) V_{p}^{0} = \det \left( \nabla \phi_{h_{1}}^{0} \left( x_{p}^{1} \right) \right) V_{p}^{1}. \] (4.66)

The substitution of Equation (4.64) leads to the following expression:
\[
\det \left( \left( \mathbf{I} + \left( t_{s+1}^{s+1} - t_{s}^{s} \right) \nabla \mathbf{v}_{p}^{s+1} \right) \mathbf{F}_{p}^{s} \right) V_{p}^{0} = \det \left( \nabla \phi_{h_{s+1}}^{s+1} \left( x_{p}^{s+1} \right) \right) V_{p}^{s+1}. \] (4.71)

The substitution of Equation (4.64) leads to the following expression:
\[
\det \left( \left( \mathbf{I} + \left( t_{s+1}^{s+1} - t_{s}^{s} \right) \nabla \mathbf{v}_{p}^{s+1} \right) \mathbf{F}_{p}^{s} \right) V_{p}^{0} = \det \left( \mathbf{I} + \left( t_{s+1}^{s+1} - t_{s}^{s} \right) \nabla \mathbf{v}_{p}^{s+1} \right) V_{p}^{s}. \] (4.72)
It should be noted that \( \det \left( I + (t^s - t^{s-1}) \nabla v_p^s \right) = 0 \) only if

\[
\frac{\partial v_k}{\partial x_l} = \begin{cases} 
-\frac{1}{t^s - t^{s-1}} & \text{for } k = l, \\
0 & \text{otherwise.} 
\end{cases}
\] (4.73)

For \( \det \left( I + (t^s - t^{s-1}) \nabla v_p^s \right) \neq 0 \), Equation (4.72) reduces to

\[
\det \left( F_{p}^{s-1} \right) V_{0}^{0} = V_{s}^{s-1}. 
\] (4.74)

Assuming that \( \det \left( F_{p}^{s-1} \right) \neq 0 \) and \( V_{s}^{s-1} \neq 0 \), for time step \( s + 1 \), the left-hand side of Equation (4.65) can be written as

\[
\begin{align*}
\det & \left( \left( I + (t^{s+1} - t^s) \nabla v_{p}^{s+1} \right) F_{p}^{s} \right) V_{p}^{0} \\
= & \det \left( I + (t^{s+1} - t^s) \nabla v_{p}^{s+1} \right) \det \left( F_{p}^{s} \right) V_{p}^{0} \\
= & \det \left( I + (t^{s+1} - t^s) \nabla v_{p}^{s+1} \right) \det \left( F_{p}^{s} \right) \frac{V_{p}^{s}}{\det \left( F_{p}^{s-1} \right)} V_{s}^{s-1} \\
= & \det \left( I + (t^{s+1} - t^s) \nabla v_{p}^{s+1} \right) \frac{V_{p}^{s}}{V_{s}^{s-1}} V_{p}^{s-1} \\
= & \det \left( \nabla \varphi_{h}^{s-s+1} \left( x_{p}^{s} \right) \right) V_{p}^{s}. 
\end{align*}
\] (4.76) (4.77) (4.78) (4.79) (4.80)

In the above expression, the second equality is obtained from Equation (4.74), the third equality follows from the volume update in the MPM algorithm (i.e., Equation 2.42), and the last equality is derived using Equation (4.64). Therefore, we conclude that by induction the MPM and OTM schemes update the material-point volumes in the same manner.

- The remaining steps are identical for MPM and OTM.

In this section, we have shown that under certain conditions the MPM and OTM algorithms can be related to each other. Namely, assuming a constant time step and the validity of Equations (4.53), (4.58), and (4.60) for the MPM scheme, the only difference between the algorithms emerges from the update of the basis functions and their gradients.

However, this difference is fundamental. Since the nodes are fixed to their initial positions in the MPM basis-function update (step 3 of the USL algorithm), the method is considered to be a combination of Lagrangian and Eulerian approaches. At the same time, the OTM method is an updated Lagrangian particle method. For the implementation of the methods, this implies that the OTM method only discretizes the initial material domain, while MPM discretizes the complete domain, where the material is allowed to move, as well as the initial material domain. Consequently, the OTM method does not include inactive elements.
4.5. Unified Approach

The unified approach combines the OTM scheme and B-spline MPM (BSMPM) [28, 31]. Similarly to BSMPM, the proposed approach uses B-spline basis functions as described in Chapter 3. However, it computes them based not only on the updated material-point positions, but also on the advected degrees-of-freedom set. B-spline basis functions of any order possess the partition of unity property, but only first-order B-spline basis functions satisfy the linear completeness property. Therefore, according to the definition in Section 4.2, higher-order basis functions are not consistent. Since Algorithm 2 is designed for consistent basis functions, the unified algorithm is mainly based on Algorithm 1 to ensure the compatibility of the unified algorithm with the higher-order B-spline basis functions. Furthermore, the proposed approach employs the consistent mass matrix. The unified algorithm is presented in Algorithm 4.

Both MPM and OTM provide motivation for the proposed unified method. On the one hand, the addition of the advected nodal points to update the basis functions is supposed to stabilize the computation when BSMPM is combined with a consistent mass matrix. Consistent mass matrices frequently cause stability issues in MPM [27] and BSMPM inherits these issues. For this reason, MPM and BSMPM are generally used with a lumped mass matrix. While mass lumping has little influence on the solution quality of lower order methods, its $O(h^2)$ approximation of the consistent mass matrix [28] can significantly influence the spatial convergence of higher-order methods such as BSMPM. Moreover, previous studies demonstrate that methods similar to the unified approach can be used successfully for complex simulations. In fact, a method closely related to the unified approach, the so-called moving-mesh MPM, has been applied to model the biological mechanics of cells [163] and the texture evolution in polychrystalline nickel [164].

On the other hand, within the OTM framework, the use of B-spline basis functions is expected to significantly reduce the computational costs. In contrast to maxent basis functions, B-spline basis functions do not require the adoption of iterative methods and have a purely analytical definition. It has been pointed out by Cyron et al. [147] that maxent and higher-order B-spline basis functions have many common properties. For example, they are both smooth, non-negative, have compact support, and satisfy the partition of unity property. Therefore, the use of B-spline basis functions provides a viable alternative to the massively parallel implementation of OTM (pOTM) [165]. In addition, B-spline basis functions do not require the use of search algorithms, frequently added to the standard OTM scheme for stabilization [146, 151]. Finally, the adoption of higher-order B-spline basis functions can lead to higher-order spatial convergence.

We remark that in contrast to the OTM scheme, the proposed unified approach cannot be viewed as a meshless method. However, the study from Chapter 3 shows the potential of BSMPM on arbitrary grids. The extension of the BSMPM to arbitrary grids in combination with an efficient remeshing technique (e.g., the remeshing strategy for large deformations proposed by Erhart et al. [166]) might bring the unified approach closer to the meshless algorithms. In this chapter, the examples are restricted to relatively simple problems to study the basic properties of the considered methods. Thus, further research is required to evaluate the effect of mesh distortion on the proposed unified approach.
4.5.1. ALGORITHM

**Input:** Coordinates at degrees of freedom \( \mathbf{x}_i^0 \), material-point coordinates \( \mathbf{x}_p^0 \), velocities \( \mathbf{v}_p^0 \), volumes \( V_p^0 \), densities \( \rho_p^0 \), masses \( m_p \), deformation gradients \( F_p^0 \), body forces \( \mathbf{b}_p \).

1. Set \( s = 0 \)
2. while \( s < N \) do
3. Compute basis functions \( \phi_i^s(\mathbf{x}_p) \) and gradients \( \nabla \phi_i^s(\mathbf{x}_p) \) from advected nodal set \( \{ \mathbf{x}_i^s \} \) and advected material-point set \( \{ \mathbf{x}_p^s \} \)
4. Compute mass matrix \( M_s^i \), linear momentum vector \( \bar{\mathbf{q}}_s^k \), and force vector \( \bar{\mathbf{f}}_s^k \):
   \[
   M_s^i j = \sum_{p=1}^{\mathcal{N}} \phi_i^s(\mathbf{x}_p) m_p \phi_j^s(\mathbf{x}_p) \\
   q_s^k i = \sum_{p=1}^{\mathcal{N}} \phi_i^s(\mathbf{x}_p) m_p v_{k,p}^s \\
   f_s^k i = \sum_{p=1}^{\mathcal{N}} \left( \sum_{l=1}^{3} \frac{\partial \phi_i^s}{\partial x_l}(\mathbf{x}_p) \sigma_{l,k,p}^s + \phi_i^s(\mathbf{x}_p) \rho_p^s b_{k,p} \right) V_p^s 
   \]
5. Compute accelerations at degrees of freedom:
   \[
   \ddot{\mathbf{a}}_s^k = (M^s)^{-1} \bar{\mathbf{f}}_s^k 
   \]
6. Compute incremental displacement and updated coordinates for degrees of freedom:
   \[
   \Delta \mathbf{x}_k^{s+1} = (t^{s+1} - t^s) (M^s)^{-1} \left( \dot{\mathbf{a}}_k^s + \frac{t^{s+1} - t^{s-1}}{2} \bar{\mathbf{f}}_k^s \right) \\
   \mathbf{x}_k^{s+1} = \mathbf{x}_k^s + \Delta \mathbf{x}_k^{s+1} 
   \]
7. Update material-point coordinates:
   \[
   \mathbf{x}_p^{s+1} = \mathbf{x}_p^s + \sum_{i=1}^{\mathcal{N}} \phi_i^s(\mathbf{x}_p) \Delta \mathbf{x}_i^{s+1} 
   \]
Update material-point velocities:
\[ \mathbf{v}_{p}^{s+1} = \mathbf{v}_{p}^{s} + \left( t^{s+1} - t^{s} \right) \sum_{i=1}^{N} \phi_{i}^{s} \left( \mathbf{x}_{p}^{s} \right) \mathbf{a}_{i}^{s} \]  
(4.88)

Update material-point deformation gradients:
\[ \mathbf{F}_{p}^{s+1} = \left( \mathbf{I} + \left( t^{s+1} - t^{s} \right) \nabla \mathbf{v}_{p}^{s+1} \right) \mathbf{F}_{p}^{s} \]  
(4.89)

Update material-point volumes:
\[ V_{p}^{s+1} = \det \left( \mathbf{F}_{p}^{s+1} \right) V_{p}^{s} \]  
(4.90)

Update material-point densities:
\[ \rho_{p}^{s+1} = \frac{m_{p}}{V_{p}^{s+1}} \]  
(4.91)

Compute material-point stresses \( \mathbf{\sigma}_{p}^{s+1} \) from \( \mathbf{F}_{p}^{s+1} \) using the constitutive equation (e.g., Equation 2.13 or 2.14)

Set \( s = s + 1 \)

**Algorithm 4:** Unified approach.

### 4.6. Numerical Results

In this section, three benchmarks are considered to illustrate the performance of the discussed methods. The one-dimensional benchmarks describe the vibration of a bar, but have fundamentally different motion triggers and boundary conditions. In the first benchmark, where both ends of the bar are fixed, the domain contains only filled elements allowing for a straightforward implementation and analysis. The second benchmark, where a traction force is acting at one of the boundaries, contains multiple empty cells throughout the simulation, thereby serving as a representative example for the stability analysis. The last benchmark is two-dimensional, it further extends the numerical analysis of the considered algorithms.

The results are provided for the USL version of the MPM scheme (Algorithm 1) and OTM algorithms, as well as the proposed unified approach. For MPM, piecewise-linear, second-order B-spline, and maxent basis functions are employed. The OTM algorithm is used only with consistent basis functions (i.e., piecewise-linear and maxent basis functions). For the one-dimensional benchmarks, the factor \( d_{\text{max}} \) is set to 2.0 to compute the maxent basis functions, while for the two-dimensional problem, its value depends on the considered algorithm.

#### 4.6.1. Bar with Fixed Ends

This benchmark has been presented in Chapter 3, which also provides its analytical solution in terms of displacement, velocity, and stress. Here, the length of the bar is set to
1 m, Young’s modulus is set to 4 kPa, while the initial density and amplitude of the velocity \( v_0 \) are equal to 1 kg/m\(^3\) and 0.6 m/s, respectively. The total simulation time is set to 0.001 s, while the time-step size is equal to \( 10^{-5} \) s. This relatively small time step is required to minimize the contribution of the temporal error to the total one. Moreover, the number of nodes varies between 8 and 512, while the number of material points per element remains equal to 12. The analytical solution in terms of displacement, velocity, and stress can be found in Chapter 3. For the convergence analysis, the Root-Mean-Square (RMS) error in the displacement is computed. RMS error is defined as follows:

\[
\sqrt{\frac{1}{M} \sum_{p=1}^{M} (u(x_p^0, T) - u_p)},
\]

where \( u(x_p^0, T) \) and \( u_p \) are, respectively, the analytical and numerical solutions at position \( x_p^0 \) at time \( T \).

Figure 4.6: Comparison of the results obtained with MPM and the OTM method with piecewise-linear basis functions (left), and the unified approach (right) to the analytical solution. For MPM and the OTM method, the number of nodes is equal to 512, while for the unified approach only 32 nodes were used.

The left part of Figure 4.6 depicts the final stress profiles obtained using MPM and the OTM method with piecewise-linear basis functions. Grid crossing causes severe oscillations in the MPM stress profile. The calculation of the basis functions with the advected nodal coordinates in the OTM method prevents these inaccuracies, significantly improving the results. Although the OTM-P1 method avoids grid crossing errors, it provides only a piecewise-constant approximation of the stress profile due to the gradients of the P1 basis functions. The right part of Figure 4.6 illustrates the performance of the unified approach. The use of second-order B-spline basis functions prevents the grid crossing errors and improves the accuracy of the solution. The results obtained with maxent basis functions are similar to those computed with the unified approach. To avoid repetition, these results are not shown.

Table 4.1 provides the results in terms of computational time obtained with the in-house implementation of the considered methods in Python. We remark that the maxent computations were performed without a search algorithm. The table shows the simulation time of all considered methods for 32 and 512 nodes. Based on this information, it
can be concluded that the simulations with the B-spline basis functions are considerably cheaper compared to those with the maxent basis functions. More precisely, replacing maxent by B-spline basis functions reduces the computational time by at least a factor of 6 for MPM and by at least a factor of 8 for the OTM algorithm.

Table 4.1: Computational time required for the considered methods normalized with respect to the MPM-P1 computational time with the corresponding number of nodes.

<table>
<thead>
<tr>
<th>Method</th>
<th>32 nodes</th>
<th>512 nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTM - P1</td>
<td>1.12</td>
<td>1.04</td>
</tr>
<tr>
<td>MPM - maxent</td>
<td>16.22</td>
<td>6.96</td>
</tr>
<tr>
<td>OTM - maxent</td>
<td>26.04</td>
<td>9.07</td>
</tr>
<tr>
<td>BSMPM</td>
<td>1.00</td>
<td>1.11</td>
</tr>
<tr>
<td>Unified approach</td>
<td>1.23</td>
<td>1.15</td>
</tr>
</tbody>
</table>

In addition, Figure 4.7 illustrates the spatial convergence behavior of the considered methods at the end of the simulation. When piecewise-linear basis functions are used, both MPM and the OTM method demonstrate second-order convergence for relatively coarse grids. However, for fine meshes, the methods behave differently. In fact, MPM suffers from grid-crossing errors that result in a loss of the convergence. The OTM-P1 method preserves the second-order convergence until the final refinement, where only first-order convergence is achieved. A sudden decrease of the convergence rate is also observed in the computations when maxent and B-spline basis functions are employed within both MPM and OTM schemes. For this reason, it may be assumed that the loss of the convergence order is unrelated to the choice of the basis functions. Inaccurate
numerical integration, time-integration errors, round-off errors, or a combination of the above can contribute to the reduction of the convergence rate [25, 28, 84]. Furthermore, Figure 4.7 shows that maxent basis functions lead to significantly lower errors than the piecewise-linear basis functions for both MPM and OTM schemes. With maxent basis functions, the convergence of MPM and the OTM method varies between linear and quadratic. It should be noted that the accuracy of MPM and the OTM method with maxent basis functions can be further improved by adapting more advanced implementations [145, 167–169]. The use of B-spline basis functions leads to similar results for BSMPM and the unified approach. These methods have third-order convergence until the limiting value is reached.

4.6.2. **BAR WITH DYNAMIC TRACTION BOUNDARY CONDITIONS**

This benchmark describes the motion of a neo-Hookean bar with one free end. The bar is fixed at $x^0 = 0$ and subjected to a traction force at the free end $x^0 = l$. The forcing function is equal to $\tau(x^0, t) = \delta(x^0 - l)\sigma(x^0, t)$. Defining $\omega = \pi/l$, the stress is given by

\[
\sigma(x^0, t) = \begin{cases} 
0 & \text{for } t \in [0, l-x^0), \\
\sin(\omega(t + x^0)) & \text{for } t \in [l-x^0, l+x^0), \\
\sin(\omega(t + x^0)) + \sin(\omega(t-x^0)) & \text{for } t \in [l+x^0, 3l-x^0), \\
\sin(\omega(t-x^0)) & \text{for } t \in [3l-x^0, 3l+x^0), \\
0 & \text{for } t \in [3l+x^0, 4l].
\end{cases}
\] (4.93)

The initial length of the bar is set to 1 m, the density is equal to 100 kg/m$^3$, and Young’s modulus is equal to 100 Pa. The length of the computational domain is set to 1.25 m. A more detailed description that includes an analytical solution for displacement is provided by Steffen et al. [31]. To illustrate the stress profile obtained with different methods, the material domain is discretized by 68 nodes, which results in 85 nodes for the complete domain. The material-domain discretization is sufficient for the unified and OTM methods due to their updated Lagrangian nature, whereas MPM requires the discretization of the complete domain. Each active element initially contains 4 particles. The computational time is set to 0.4 s and the time-step size is equal to $10^{-4}$ s.

Figure 4.8 depicts the obtained results. It shows that maxent and B-spline basis functions eliminate the grid crossing error in MPM. However, MPM-maxent and BSMPM do not follow the analytical solution at the right edge of the bar. Within BSMPM, these inaccuracies can be significantly reduced by increasing the initial number of particles per elements. This suggests that the errors are caused by insufficient accuracy of the numerical integration in MPM. Thus, advanced numerical integration techniques (e.g., Taylor least squares, which is described in Chapter 5) may improve the BSMPM solution at the boundary. The inaccuracies within MPM-maxent have a different origin. They are most probably caused by the incomplete set of maxent basis functions, which arise from the presence of inactive elements throughout an MPM simulation. Figure 4.8 also shows that the OTM-P1, OTM-maxent, and unified methods provide significantly more accurate solutions than their MPM equivalents.

Similarly to the benchmark discussed in Section 4.6.1, the use of B-spline basis functions instead of maxent basis functions considerably decreases the computational time.
for both MPM and OTM methods. In fact, the unified approach and BSMPM computations are approximately 10 times faster than the OTM and MPM computations with maxent basis functions (without a search algorithm) with the settings used for Figure 4.8.

Furthermore, the unified approach and BSMPM have the lowest RMS error and highest convergence rates compared to the other methods. This is illustrated in Figure 4.9. To minimize quadrature and time integration errors, this figure is obtained placing 12 particles per cell at the beginning of the simulation and reducing the computational time to 0.1 s. In general, the obtained convergence orders of the considered algorithms are
slightly lower than expected. This can be related to the discontinuities in the solution for the stress field.

The main advantage of the unified method over BSMPM arises from its stability properties. When a material point enters an empty element, BSMPM inherits stability issues from MPM. For instance, changing the total number of nodes to 81 results in a termination after 0.3 s. This issue in MPM is discussed in detail by, for example, Kafaji [37] and requires the use of the MUSL algorithm with a lumped mass matrix to circumvent the breakdown.

Figure 4.9: Convergence behavior of the considered methods. The number of nodes, in this case, refers to the number of nodes used to discretize the material domain.

4.6.3. Plate undergoing axis-aligned displacement

The final benchmark describes a two-dimensional neo-Hookean plate from Chapter 2. Here, the maximum amplitude of the displacement $B$ is set to 0.005 m, Young’s modulus $E$ is equal to $10^7$ Pa, and initial mass density $\rho^0$ is set to $1 \cdot 10^7$ Pa. Furthermore, Poisson’s ratio is equal to 0.3. The domain is discretized by 33 nodes in each direction and each element contains initially 16 particles. The computational time is set to $3.5 \cdot 10^{-3}$ s and the time-step size equals $10^{-4}$ s. The tensor product of the one-dimensional basis functions is adopted for discretization.

Figure 4.10 shows the normal stress in $x_1$-direction $\sigma_{11}$ along the plate for material points with $x_2^0 \approx 0.07$ m. Employing piecewise-linear basis functions within both MPM and the OTM method leads only to a piecewise-constant approximation of the stress field. Due to grid-crossing errors, the stress profile obtained using MPM with piecewise-linear basis functions deviates significantly from the analytical solution. The simulations performed with the maxent basis functions show considerably more accurate stress approximations for both methods. To obtain these results with the MPM algorithm the user-defined factor $d_{\text{max}}$ is set to 3.0, while for the OTM method, $d_{\text{max}} = 2.0$ is taken. The
Figure 4.10: Comparison of the considered methods to the analytical solution. The material domain is discretized by 33 nodes in each direction. The figures were obtained in collaboration with Roel Tielen.
4.7. CONCLUSIONS

The first part of this study provides a comparison between the MPM and OTM schemes. While the methods were derived in fundamentally different manners, the resulting algorithms are closely related. In fact, assuming a constant time step, the validity of the backward Euler scheme for material-point displacement in MPM, as well as the linear completeness of the MPM basis functions and their ability to translate nodal velocities into material-point velocities, the only difference between the algorithms emerges from the update of the basis functions. However, this difference is fundamental. Since MPM uses initial nodal positions in the basis-function update, it is viewed as a combination of Lagrangian and Eulerian approaches. At the same time, the OTM method is a fully updated Lagrangian method. Moreover, MPM is typically used with piecewise-linear basis functions, whereas the OTM method generally employs maximum-entropy basis functions.

In the second part of the study, a unified approach is proposed. This approach combines BSMPM and OTM methods. Similarly to BSMPM, the proposed approach uses B-spline basis functions. However, it computes the basis functions based not only on the updated material-point positions, but also on the advected degrees-of-freedom set. The obtained numerical results demonstrate that the proposed method preserves the convergence properties of BSMPM and remains stable when a consistent mass matrix is adopted. Furthermore, the unified approach does not contain user-defined parameters and is significantly cheaper and more stable than the standard OTM computation.
Taylor least-squares function reconstruction and its application to the material-point method
This chapter introduces a novel technique to reconstruct functions from scattered data, to which we refer as the Taylor least-squares (TLS) function-reconstruction technique. The main feature of the TLS technique is that it preserves the a priori known integral values of the reconstructed functions. In this chapter, the TLS reconstruction is presented for one-dimensional problems and applied to the material-point method (MPM) and related methods in order to reduce the spatial errors within them. The chapter is structured as follows. Section 5.1 gives a short introduction to the family of least-squares methods. Section 5.2 describes the building blocks of the TLS approximation and provides an example of its application. Section 5.3 motivates the use of the TLS technique within MPM and related methods, outlines how it can be applied within an MPM algorithm, and gives a mathematical analysis of its conservation properties. Section 5.4 discusses the numerical results obtained for vibrating bar and column compaction problems. Finally, Section 5.5 provides the conclusions.

Parts of this chapter have been published in the International Journal for Numerical Methods in Engineering 117(3) (2019) [130] and as a contribution to the conference proceedings of ECCM 6/ECFD 7 [170].
5.1. **Introduction**

As was pointed out in Chapter 3, function reconstruction from scattered data can be achieved by interpolating or approximating the known values. While Chapter 3 focuses on an interpolation technique, this chapter addresses function reconstruction by means of approximation. One of the most widespread approaches to find the best polynomial approximation to scattered data is the least-squares method [171]. Assuming a linear relation for the provided data, the least-squares method finds the line that minimizes the sum of squared distances (deviations) from itself to each data point (see Section 5.2.1 for a detailed mathematical description). A generalization of the least-squares approach can be achieved by assigning unequal weights to the deviations and is known as the weighted least-squares (WLS) method. For smoothing and interpolating data, Lancaster and Salkauskas [172] introduced the so-called moving least-squares (MLS) method, which starts with a WLS formulation for an arbitrary fixed point inside the considered domain, and then moves this point over the domain while computing and evaluating a WLS fit at each point individually. A detailed description of the MLS and WLS methods is provided by, for example, Nealen [127]. The least-squares methods have been applied to problems in a variety of fields including statistical regression (e.g., [173, 174]), computer-aided geometric design and computer graphics (e.g., [175, 176]), image processing (e.g., [177]), computational aerodynamics (e.g., [178]), and meshfree methods (e.g., [26, 179, 180]). It has also been shown that the approximations obtained with the least-squares techniques are highly accurate (e.g., [179, 181]). However, little information is available on the approximation methods that allow for the preservation of an a priori known integral value of the function.

In this chapter, we propose a novel reconstruction technique, called Taylor least squares (TLS), which reconstructs functions from scattered data, while preserving their integral values. TLS combines the least-squares method with the Taylor basis functions [182] to locally approximate quantities of interest. The technique is applied within MPM and related methods to reduce spatial errors arising from the direct mapping of material-point data to the background grid.

5.2. **Taylor Least-Squares Function Reconstruction**

5.2.1. **Least-Squares Approximation**

Given a set of \( \mathcal{M} \) distinct one-dimensional data points, \( \{ x_p \}_{p=1}^{\mathcal{M}} \), and the data values of these points, \( \{ f(x_p) \}_{p=1}^{\mathcal{M}} \), we assume that \( f \in F \), where \( F \) is a normed function space on \( \mathbb{R} \), and \( P = \text{span} \{ \psi_i \}_{i=1}^{n_b} \subset F \) is a set of \( n_b \) basis functions. The least-squares [171] approximation at a point \( x \in \mathbb{R} \) is the value \( w^* \in P \) that minimizes, among all \( w \in P \), the least-squares error:

\[
E = \sum_{p=1}^{\mathcal{M}} (w(x_p) - f(x_p))^2.
\]

Using the basis-function vector, \( \psi(x) = [\psi_1(x), \psi_2(x), \ldots, \psi_{n_b}(x)]^T \), and the vector of unknown coefficients, \( a = [a_1, a_2, \ldots, a_{n_b}]^T \), the least-squares approximation can be
written as

\[ w^*(x) = \sum_{i=1}^{n_b} a_i \psi_i(x) = \psi^T(x)a. \]

Note that \( \psi^T \) is a row vector, while \( a \) is a column vector. An example of the least-squares approximation with a standard polynomial basis is provided in Figure 5.1. In order to compute the coefficient vector, \( \frac{\partial E}{\partial a_i} \) is set to zero for \( i = 1, 2, \ldots, n_b \), leading to the normal equations:

\[
\sum_{p=1}^{M} \psi(x_p) \left( \psi^T(x_p) a - f(x_p) \right) = 0.
\]

From that, we obtain the following expression for the unknown coefficients:

\[
a = \left( \sum_{p=1}^{M} \psi(x_p) \psi^T(x_p) \right)^{-1} \sum_{p=1}^{M} \psi(x_p) f(x_p). \tag{5.1}
\]

Defining the matrices \( D \) and \( B \) and the function vector \( U \) as

\[
D = \sum_{p=1}^{M} \psi(x_p) \psi^T(x_p), \tag{5.2}
\]

\[
B = [\psi(x_1), \psi(x_2), \ldots, \psi(x_M)], \tag{5.3}
\]

\[
U = [f(x_1), f(x_2), \ldots, f(x_M)]^T, \tag{5.4}
\]

the least-squares solution is given by

\[
w^*(x) = \psi^T(x)D^{-1}BU. \tag{5.5}
\]

It should be noted that the basis for \( P \) is not yet specified.
5.2.2. TAYLOR BASIS FUNCTIONS

A viable choice for the basis for $P$ that leads to an overall conservative reconstruction scheme is the local Taylor basis functions [182]. To define these basis functions we introduce the concept of the volume average of a function $f$ over the cell $e$:

$$\bar{f} = \frac{1}{|\Omega_e|} \int_{\Omega_e} f \, d\Omega_e,$$

where $|\Omega_e|$ is the volume of cell $e$. In one dimension, $\Omega_e = [x_{\text{min}}, x_{\text{max}}]$ with $x_{\text{max}} > x_{\text{min}}$, and $|\Omega_e| = x_{\text{max}} - x_{\text{min}}$.

The first three Taylor basis functions are then given by

$$\psi_1 = 1,$$
$$\psi_2 = \frac{x - x_c}{\Delta x},$$
$$\psi_3 = \frac{(x - x_c)^2}{2\Delta x^2} - \frac{(x - x_c)^2}{2\Delta x^2},$$

etc.

Here, $x_c = \frac{x_{\text{max}} + x_{\text{min}}}{2}$ is the centroid $x_c$ of the cell $e$, and $\Delta x = \frac{x_{\text{max}} - x_{\text{min}}}{2}$ (see Figure 5.2).

The first three Taylor basis functions are illustrated in Figure 5.3. An important aspect of the Taylor basis that will ensure the conservation property of the reconstruction technique is [182]:

$$\int_{\Omega_e} \psi_i \, d\Omega_e = \begin{cases} |\Omega_e| & \text{if } i = 1, \\
0 & \text{if } i \neq 1. \end{cases}$$

Figure 5.2: Illustration of $x_c$ and $\Delta x$ for one dimensional elements.

Figure 5.3: First three Taylor basis functions.
5.2.3. Examples of Taylor least-squares reconstruction

The TLS approach uses local Taylor basis functions for the least-squares approximation of a function \( f(x) \):

\[
f(x) \approx \hat{f}(x) = \sum_{i=1}^{n_b} a_i \psi_i(x).
\]

Suppose that \( \int_{\Omega_e} f(x) \, d\Omega_e = c \) with \( c \in \mathbb{R} \) should be conserved by the reconstruction. Then, using Equation (5.7), we obtain:

\[
\int_{\Omega_e} \hat{f}(x) \, d\Omega_e = \int_{\Omega_e} \sum_{i=1}^{n_b} a_i \psi_i(x) \, d\Omega_e = \sum_{i=1}^{n_b} a_i \int_{\Omega_e} \psi_i(x) \, d\Omega_e = a_1 |\Omega_e|.
\] (5.8)

Therefore, the reconstruction procedure preserves the integral quantity if we set

\[
a_1 := \frac{c}{|\Omega_e|}.
\] (5.9)

It should be noted that Equation (5.9) can be enforced explicitly.

We illustrate this property by reconstructing \( f(x) = \sin(x) + 2 \) on \([0, 4\pi]\). In this case, the integral is equal to \( 8\pi \). The domain is divided into four elements of size \( \pi \) and contains 11 data points. Two data points are located at the boundaries of the first element, (i.e., 0 and \( \pi \)). In \([2\pi, 3\pi]\), the data points are distributed uniformly in the interior of the domain. The remaining data points have random positions creating different types of data distribution within an element. It should be noted that the data point at the right boundary of the first element is used for both the first and second elements.

![Figure 5.4: Cubic-spline (CS) and TLS reconstructions of \( f(x) = \sin(x) + 2 \) on \([0, 4\pi]\) for different types of data point distribution within an element.](image)

The TLS approximation is obtained using three Taylor basis functions. We compare its performance with that of the cubic-spline reconstruction in terms of the Root-Mean-Square (RMS) error for function \( f \) and the relative error for the integral of \( f \). The RMS error is computed using 100 Gauss points per element, while for the numerical integration, the reconstructed function is evaluated only at two Gauss points within each element. Figure 5.4 visualizes the data point distribution, and the cubic-spline and TLS reconstructions of \( f \) for 10 Gauss points per element, whereas Table 5.1 provides the corresponding errors.
Table 5.1 shows that for the considered example, the TLS technique outperforms the cubic-spline reconstruction when the conservation and accuracy properties are considered. In fact, the TLS approach preserves the integral up to machine precision. However, Figure 5.4 shows that the performance of the TLS technique depends on the distribution of the data points within each element. More precisely, the TLS approximation within the interval $[2\pi, 3\pi]$, where the data points are distributed uniformly, is more accurate than, for instance, in the interval $[0, 1\pi]$.

In some rare cases, data distribution can locally decrease the quality of the TLS approximation, but has little influence on the cubic-spline interpolation. An example is provided in Figure 5.5, where $[\pi, 2\pi]$ contains only two data points located at $\pi$ and $5\pi/3$. This particular data distribution leads to a linear dependence between the columns of matrix $D$ from Equation (5.5) and, hence, distorts the TLS approximation within this interval. It is possible to use the condition number of $D$ to detect the data distributions that decrease the accuracy of the TLS technique. In addition, the quality of the TLS technique in such situations can be improved easily.

First of all, the singularity of $D$ can be prevented by reducing the number of basis functions used for the reconstruction on $[\pi, 2\pi]$. Although this strategy will preserve the conservative properties of the TLS technique and can be implemented in a straightforward manner, it will lower the accuracy of the method. Therefore, we suggest an alternative approach that uses the information from the neighboring intervals to maintain the high quality of the reconstruction scheme. On the one hand, it is possible to evaluate the TLS approximation of $f$ associated with $[2\pi, 3\pi]$ at $2\pi$ and add the obtained value to the set of data points upon which the TLS approximation is based on $[\pi, 2\pi]$. However, this so-called virtual data point at $2\pi$ should be excluded from the computation of $a_1$ in
Equation (5.9). Thus, virtual points do not influence the conservative properties of the technique. Figure 5.6 illustrates the improved approximation in this case. On the other hand, the data points from the neighboring intervals can also be used directly. For the considered example, the closest neighboring point to interval $[\pi, 2\pi]$ is located within interval $[2\pi, 3\pi]$. This approach is slightly less accurate than the one with virtual points, but the approximation remains conservative as long as the computation of $a_1$ preserves the values within each element. The TLS reconstruction that employs neighboring data points is depicted in Figure 5.7.

![Figure 5.6: Comparison of the cubic-spline and TLS reconstructions of $f(x) = \sin(x) + 2$ on $[0, 4\pi]$ with a virtual data point at $2\pi$.](image)

![Figure 5.7: Comparison of the cubic-spline and TLS reconstructions of $f(x) = \sin(x) + 2$ on $[0, 4\pi]$ with a neighboring data point.](image)

5.3. Application of Taylor Least-Squares Technique to the Material-Point Methods

Although modified mapping techniques generally reduce the spatial errors that are caused by the direct mapping of material-point data to the background grid, the standard reconstruction techniques, such as spline interpolation presented in Chapter 3, might lead to the loss of physical properties of the material-point methods. MPM, as well as the dual domain material-point method (DDMPM), and B-spline MPM (BSMPM) preserve the
5. **Conservative TLS reconstruction with application to MPMs**

The total mass $M$ and linear momentum $Q$ of the system. This implies that the methods conserve the mass and momentum while mapping the information from material-points to the background grid. To show this, the row-lumped mass from Equation 2.22 is written in the following way:

$$M_{ij}^{L_s} = \begin{cases} m_i & \text{with } m_i = \sum_{p=1}^{\mathcal{M}} \phi_i^0(x_p) m_p, \quad \text{for } i = j, \\ 0, & \text{for } i \neq j. \end{cases}$$  \hspace{1cm} (5.10)

In the one-dimensional case, Equation (5.10), Equation (2.49) from Algorithm 2 and the partition of unity property of the basis functions yield:

$$M = \sum_{i=1}^{N} m_i = \sum_{i=1}^{N} \sum_{p=1}^{\mathcal{M}} m_p \phi_i(x_p) = \sum_{p=1}^{\mathcal{M}} m_p \sum_{i=1}^{N} \phi_i(x_p) = \sum_{p=1}^{\mathcal{M}} m_p,$$

$$Q = \sum_{i=1}^{N} m_i v_i = \sum_{i=1}^{N} m_i \frac{1}{m_i} \sum_{p=1}^{\mathcal{M}} m_p \phi_i(x_p) v_p = \sum_{p=1}^{\mathcal{M}} m_p v_p \sum_{i=1}^{N} \phi_i(x_p) = \sum_{p=1}^{\mathcal{M}} m_p v_p.$$

The time index is dropped to simplify the notation.

Integration of the TLS reconstruction within MPM allows for the preservation of these conservative properties of MPM, while improving the accuracy of the method. The idea behind the use of the TLS reconstruction within MPM is similar to that described in Section 3.2.1:

- scattered material-point information is used to reconstruct certain quantities of interest over the material domain,
- the obtained approximation is evaluated at the integration points (such as Gauss points),
- the resulting values are projected to the background grid by means of exact numerical integration.

In contrast to the spline interpolation, the TLS technique reconstructs functions locally, within each element. This implies that the reconstructed function may contain discontinuities at the element boundaries (see Figure 5.8). Therefore, numerical integration is performed separately within each active element as in any element-based discretization.

While the TLS reconstruction can be used autonomously within the MPM algorithm, it can also be combined with techniques like the convected particle-domain interpolation (CPDI) method or BSMPM in order to further reduce the spatial errors. To avoid stability issues, TLS is applied within the MUSL algorithm, presented in Algorithm 2, with a lumped mass matrix. Since previous studies have indicated that DDMPM and BSMPM are viable alternatives not only for MPM, but also for the generalized interpolation material-point (GIMP) method and the CPDI method [21, 30, 99], we have applied the TLS reconstruction technique within MPM, DDMPM, and BSMPM. The methods are tested on two one-dimensional benchmarks describing the deformation of a vibrating bar and column compaction under slowly increasing body force, respectively. The
5.3. APPLICATION OF TLS TECHNIQUE TO THE MATERIAL-POINT METHODS

The conservation property of the TLS reconstruction technique is verified by computing the total mass and momentum before and after projecting the particle information to the background grid. The accuracy of the material-point methods with TLS approximation is investigated either qualitatively or based on the spatial errors and convergence rates. In addition, the obtained results are compared to those computed with the cubic-spline reconstruction technique.

5.3.1. MAPPING OF PARTICLE DATA

When the TLS reconstruction is considered as part of MPM or a related method, particles serve as data points. To conserve the integral of a certain quantity within each element, the coefficient of the first basis function is specified according to Equation (5.9). The remaining coefficients are calculated from Equation (5.1) excluding \( \psi_1 \), thereby leaving the integral value unchanged. When the conservation of the reconstructed quantity is not required, a standard least-square approach is followed. This implies that all coefficients are treated as unknowns and their values are obtained from Equation (5.1).

A TLS reconstruction is applied to replace the MPM-integration for the computation of internal forces:

\[
\hat{f}_{\text{int},i} = \sum_{i=1}^{n_b} \frac{\partial \phi^0_i}{\partial x}(x_p) \sigma_p V_p, \quad (5.11)
\]

which is part of Equation (2.45), as well as the nodal velocity from Equation (2.49) by an exact method, such as an element-wise Gauss quadrature. We obtain the approximations with a quadratic TLS reconstruction. This implies that only the first three Taylor basis functions are used (i.e, \( n_b = 3 \)). In this case, a two-point Gauss rule within each element leads to an exact integration. The nodal internal forces are computed as follows:

1. Apply a quadratic TLS approach to reconstruct the stress field from the particle data within each active element without specifying the coefficient of the first Taylor basis function:

\[
\hat{\sigma}_e = \sum_{i=1}^{n_b} s_i \psi_i, \quad (5.12)
\]
where $s_i$ is the coefficient corresponding to Taylor basis function $\psi_i$. Outside of element $e$, $\hat{\sigma}_e$ is zero. The global approximation of the stress function, $\hat{\sigma}$, is then equal to
\[
\hat{\sigma} = \sum_{e=1}^{N_e} \hat{\sigma}_e,
\] (5.13)
where $N_e$ is the total number of elements.

2. Integrate the stress approximation using a two-point Gauss quadrature:
\[
f_{\text{int},i} \approx \int_{\Omega} \frac{\partial \phi_0^i}{\partial x}(x) \hat{\sigma}(x, t) \, d\Omega = \sum_{g=1}^{N_g} \frac{\partial \phi_0^i}{\partial x}(x_g) \hat{\sigma}(x_g) \omega_g,
\]
where $N_g$ is the total number of Gauss points, $x_g$ is the global position of a Gauss point, and $\omega_g$ is its weight.

The material-point velocities are mapped to the nodes in the following manner:

1. Apply a quadratic TLS approach to reconstruct the density and momentum fields from the particle data within each active element, while preserving the mass and momentum of the element:
\[
\hat{\rho}_e = \sum_{i=1}^{n_b} r_i \psi_i \quad \text{with} \quad r_1 = \frac{1}{|\Omega_e|} \sum_{p|x_p\in\Omega_e} m_p
\]
\[
(\hat{\rho} \hat{v})_e = \sum_{i=1}^{n_b} \gamma_i \psi_i \quad \text{with} \quad \gamma_1 = \frac{1}{|\Omega_e|} \sum_{p|x_p\in\Omega_e} m_p v_p.
\] (5.14)
where $r_i$ and $\gamma_i$ are the coefficients corresponding to Taylor basis function $i$. Outside of element $e$, $\hat{\rho}_e$ and $(\hat{\rho} \hat{v})_e$ are equal to zero. The global approximations are then equal to
\[
\hat{\rho} = \sum_{e=1}^{N_e} \hat{\rho}_e \quad \text{and} \quad (\hat{\rho} \hat{v}) = \sum_{e=1}^{N_e} (\hat{\rho} \hat{v})_e.
\] (5.15)

2. Integrate the approximations using a two-point Gauss quadrature to obtain the linear momentum and the consistent mass matrix:
\[
q_i = \sum_{g=1}^{N_g} \phi_0^i(x_g) (\hat{\rho} \hat{v})(x_g) \omega_g,
\] (5.16)
\[
M_{ij} = \sum_{g=1}^{N_g} \phi_0^i(x_g) \hat{\rho}(x_g) \phi_0^j(x_g) \omega_g.
\] (5.17)
It should be noted that the consistent mass matrix may be replaced by a lumped mass matrix without loss of the conservation property of the algorithm.

3. Compute the velocity vector:
\[
v = M^{-1} q.
\] (5.18)
From Section 5.2.3, it follows that the optimal performance of the TLS technique requires at least three particles in each element at the beginning of the simulation. Since this particle distribution is not preserved under large deformations, virtual data points or material points from neighboring elements may be used to improve the accuracy of the approximation within elements that contain only one or two material points.

5.3.2. Conservation of Mass and Momentum

As mentioned in Section 5.3.1, the TLS technique reconstructs the density and linear momentum fields inside each element in the following way:

\[
\rho_e \approx \hat{\rho}_e = \sum_{i=1}^{n_b} r_i \psi_i \quad \text{with} \quad r_1 = \frac{1}{|\Omega_e|} \sum_{|p|, x_p \in \Omega_e} m_p, \\
(\rho v)_e \approx (\hat{\rho}v)_e = \sum_{i=1}^{n_b} \gamma_i \psi_i \quad \text{with} \quad \gamma_1 = \frac{1}{|\Omega_e|} \sum_{|p|, x_p \in \Omega_e} m_p v_p.
\]

According to Equations (5.8) and (5.9), this preserves the mass \(M_e\) and momentum \(Q_e\) of element \(e\). As a result, the total mass and momentum of the system are conserved after the TLS reconstruction:

\[
\begin{align*}
M &= \sum_{e=1}^{N_e} M_e = \sum_{e=1}^{N_e} \sum_{|p|, x_p \in \Omega_e} m_p = \sum_{p=1}^{N_p} m_p, \\
Q &= \sum_{e=1}^{N_e} Q_e = \sum_{e=1}^{N_e} \sum_{|p|, x_p \in \Omega_e} m_p v_p = \sum_{p=1}^{N_p} m_p v_p.
\end{align*}
\]

The mass- and momentum-conservation properties of the mapping obtained using TLS reconstruction and Gauss quadrature can be shown as well.

Since the total mass is equal to the sum of the entries in the mass matrix from Equation (5.17), it can be written as

\[
\begin{align*}
\mathbb{M} &= \sum_{i=1}^{N_e} \sum_{j=1}^{N_e} M_{ij} = \sum_{i=1}^{N} \sum_{j=1}^{N_g} \sum_{g=1}^{N_e} \phi_i(x_g) \hat{\rho}(x_g) \phi_j(x_g) \omega_g \\
&= \sum_{g=1}^{N_g} \hat{\rho}(x_g) \omega_g \sum_{i=1}^{N_e} \phi_i(x_g) \sum_{j=1}^{N_e} \phi_j(x_g) = \sum_{g=1}^{N_g} \hat{\rho}(x_g) \omega_g. 
\end{align*}
\]

The last equality is derived using the partition of unity property of piecewise-linear and B-spline basis functions. In the remaining part of the proof, we assume that \(n_b \leq \frac{2N_g}{N_e}\) and that there are \(\frac{N_g}{N_e}\) integration points per element (or knot span), so that the Gauss quadrature is exact. Therefore, the following holds:

\[
\mathbb{M} = \sum_{g=1}^{N_g} \hat{\rho}(x_g) \omega_g = \sum_{e=1}^{N_e} \int_{\Omega_e} \hat{\rho}_e(x_g) d\Omega_e = \sum_{e=1}^{N_e} \hat{\rho}_e d\Omega_e = \sum_{e=1}^{N_e} M_e = \sum_{p=1}^{N_p} m_p.
\]

The last two steps emerge from the conservation of mass per element and Equation (5.19).
For the linear momentum, we also assume that \( n_b \leq \frac{2N_g}{N_e} \) and that there are \( \frac{N_g}{N_e} \) integration points per element (or knot span). Following the above steps, the total momentum after the mapping can be written as

\[
Q = \sum_{i=1}^{N} q_i = \sum_{i=1}^{N} \sum_{g=1}^{N_g} \phi_i(x_g)(\widehat{\rho} v)(x_g) \omega_g
\]
\[
= \sum_{g=1}^{N_g} (\widehat{\rho} v)(x_g) \omega_g \sum_{i=1}^{N} \phi_i(x_g) = \sum_{g=1}^{N_g} (\widehat{\rho} v)(x_g) \omega_g
\]
\[
= \sum_{e=1}^{N_e} \sum_{g|\{x_g \in \Omega_e\}} (\widehat{\rho} v)_e(x_g) \omega_g = \sum_{e=1}^{N_e} \int_{\Omega_e} (\widehat{\rho} v)_e d\Omega_e
\]
\[
= \sum_{e=1}^{N_e} Q_e = \sum_{p=1}^{M} m_p v_p.
\]

Therefore, we have shown that if the Gauss quadrature is performed using a sufficient number of integration points per element, the mass and momentum balance is satisfied not only by the TLS function reconstruction, but also by its combination with the Gauss quadrature.

5.4. NUMERICAL RESULTS

We study the conservation property of the material-point methods by calculating the maximum relative errors in the total mass and momentum over all time steps before and after the computation of the velocity at the nodes or DOFs. For MPM, DDMPM, and BSMPM, the errors in the mass and momentum are bounded by \( 1 \cdot 10^{-15} \) for the vibrating bar benchmark, and \( 1 \cdot 10^{-13} \) for the column compaction example. Therefore, the TLS results are only compared to those obtained with the cubic-spline reconstruction.

5.4.1. BAR WITH FIXED ENDS

This benchmark has been presented in Chapter 3, which also provides its analytical solution in terms of displacement, velocity, and stress. Table 5.2 provides exemplary parameter values for the vibrating bar benchmark under small deformations. For the spatial convergence analysis, we minimize the contribution of temporal errors by using an artificially small time-step size and a short simulation time. In fact, the time-step size and total simulation time of, respectively, \( 1 \cdot 10^{-7} \) s and \( 1.9 \cdot 10^{-6} \) s eliminate the contribution of the temporal errors and are significantly increased for the grid-crossing study presented later in this section. Furthermore, the number of elements (knot spans) is varied from 5 to 40, while the initial PPC is fixed to 12. These settings ensure that grid crossing does not occur, and the maximal observed strain is equal to \( 5.3 \cdot 10^{-7} \) m.

The results in terms of spatial errors are shown in Figure 5.9. As expected, MPM with piecewise-linear basis functions demonstrates second-order convergence in both the displacement and velocity. Since the stress is not discretized directly, but is computed from the displacement by taking the derivative, its convergence rate is one. The application of the TLS reconstruction technique, as well as the cubic-spline interpolation, has
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Table 5.2: Exemplary parameters allowing for small deformations in the vibrating bar problem.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>$L$</td>
<td>1.00</td>
<td>m</td>
</tr>
<tr>
<td>Initial density</td>
<td>$\rho$</td>
<td>2.00 $\cdot 10^3$</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Young's modulus</td>
<td>$E$</td>
<td>7.00 $\cdot 10^6$</td>
<td>Pa</td>
</tr>
<tr>
<td>Max. initial velocity</td>
<td>$v_0$</td>
<td>0.28</td>
<td>m/s$^2$</td>
</tr>
</tbody>
</table>

almost no influence on the stress, but decreases the displacement error by a factor of 1.7. For DDMPM, the application of the reconstruction techniques tends to reduce not only the error in the displacement, but also in the stress. However, velocity results are similar to those obtained for MPM.

The use of quadratic B-splines basis functions leads to a significant decrease in the error and a higher convergence order for the velocity, but causes problems at the boundaries of the domain for both stress and displacement. The absolute error in the stress over the domain is shown in Figure 5.10. The large values of the error at the boundaries prevent the reduction of the RMS error and worsen the convergence properties of the method. However, the use of BSMPM with a function reconstruction technique eliminates the boundary issues. An example is provided in Figure 5.11. Consequently, third-
order convergence is obtained for all considered quantities. It should also be noted that the integration of the TLS or spline reconstruction in BSMPM produces more accurate results than the other considered methods.

Table 5.3 compares the relative error in the mass and momentum made using the TLS and cubic-spline reconstructions. The results are provided for MPM, DDMPM, and BSMPM applied to the vibrating bar problem discretized by 40 elements (knot spans) and 12 PPC. They demonstrate that while the cubic-spline interpolation tends to accurately conserve the mass, it produces errors of order $10^{-6}$ for the linear momentum. The errors produced by the TLS approach consistently remain close to machine precision and, hence, are orders of magnitude smaller than those generated by the cubic-spline interpolation.

For large-deformation simulations, the parameters from Table 5.4 are used. The time-step size and the simulation time are increased to $1 \cdot 10^{-4}$ s and 0.1 s, respectively. The domain is discretized using 20 elements (knot spans) with initially 8 PPC. The maximal strain that is reached is 0.056 m. Since the analytical solution is not available when the vibrating bar experiences large deformations, the numerical results are compared to the solution obtained with the Updated Lagrangian Finite Element Method (ULFEM)
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Table 5.3: Maximum relative errors in the total mass and momentum over the simulation run with cubic-spline and TLS reconstructions when grid crossing does not occur. The vibrating bar is discretized using 40 elements (knot spans) and 12 PPC.

<table>
<thead>
<tr>
<th>Method</th>
<th>Reconstruction technique</th>
<th>Error mass</th>
<th>Error momentum</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPM</td>
<td>Cubic-spline</td>
<td>$2.3825 \cdot 10^{-12}$</td>
<td>$3.7053 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>MPM</td>
<td>TLS</td>
<td>$7.5033 \cdot 10^{-15}$</td>
<td>$2.1007 \cdot 10^{-16}$</td>
</tr>
<tr>
<td>DDMPM</td>
<td>Cubic-spline</td>
<td>$3.9211 \cdot 10^{-13}$</td>
<td>$3.7053 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>DDMPM</td>
<td>TLS</td>
<td>$7.3896 \cdot 10^{-15}$</td>
<td>$2.5208 \cdot 10^{-16}$</td>
</tr>
<tr>
<td>BSMPM</td>
<td>Cubic-spline</td>
<td>$7.3896 \cdot 10^{-15}$</td>
<td>$1.7859 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>BSMPM</td>
<td>TLS</td>
<td>$7.5033 \cdot 10^{-15}$</td>
<td>$1.7623 \cdot 10^{-16}$</td>
</tr>
</tbody>
</table>

Table 5.4: Exemplary parameters allowing for large deformations in the vibrating bar problem.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>$L$</td>
<td>1.00</td>
<td>m</td>
</tr>
<tr>
<td>Initial density</td>
<td>$\rho$</td>
<td>$2.00 \cdot 10^3$</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>$E$</td>
<td>$4.00 \cdot 10^4$</td>
<td>Pa</td>
</tr>
<tr>
<td>Max. initial velocity</td>
<td>$v_0$</td>
<td>0.80</td>
<td>m/s$^2$</td>
</tr>
</tbody>
</table>

Table 5.5: Maximum relative errors in the total mass and momentum over the simulation run with cubic-spline and TLS reconstructions when grid crossing occurs. The vibrating bar is discretized using 20 elements (knot spans) and 8 PPC.

<table>
<thead>
<tr>
<th>Method</th>
<th>Reconstruction technique</th>
<th>Error mass</th>
<th>Error momentum</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPM</td>
<td>Cubic-spline</td>
<td>$8.2084 \cdot 10^{-5}$</td>
<td>$8.0098 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>MPM</td>
<td>TLS</td>
<td>$2.9104 \cdot 10^{-14}$</td>
<td>$5.8262 \cdot 10^{-15}$</td>
</tr>
<tr>
<td>DDMPM</td>
<td>Cubic-spline</td>
<td>$3.5869 \cdot 10^{-3}$</td>
<td>$3.7566 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>DDMPM</td>
<td>TLS</td>
<td>$2.8990 \cdot 10^{-14}$</td>
<td>$5.7562 \cdot 10^{-15}$</td>
</tr>
<tr>
<td>BSMPM</td>
<td>Cubic-spline</td>
<td>$7.3889 \cdot 10^{-7}$</td>
<td>$1.5794 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>BSMPM</td>
<td>TLS</td>
<td>$2.8876 \cdot 10^{-14}$</td>
<td>$5.7186 \cdot 10^{-15}$</td>
</tr>
</tbody>
</table>

Figures 5.12 and 5.13 also illustrate that the application of the TLS approximation or the cubic-spline reconstruction leads to good agreement of the MPM, DDMPM, and BSMPM solutions with that of ULFEM. The maximal reduction of the relative error in the $L_2$-norm made by standard MPM is achieved when the reconstruction techniques are combined with BSMPM. More precisely, the integration of the spline interpolation or the TLS reconstruction in BSMPM decreases the MPM error by a factor of 13.5 and
5. CONSERVATIVE TLS RECONSTRUCTION WITH APPLICATION TO MPMs

Figure 5.12: Stress distribution and corresponding relative errors in the $L_2$-norm in the vibrating bar problem with grid crossing. The results are obtained for MPM and DDMPM without reconstruction technique, with cubic-spline reconstruction (CS) and TLS reconstruction, and are compared to the ULFEM results.

9.9, respectively. On the other hand, the combination of the reconstruction techniques with DDMPM leads to highly accurate results as well. The spline and TLS reconstruc-
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial height</td>
<td>$H$</td>
<td>50.0</td>
<td>m</td>
</tr>
<tr>
<td>Initial density</td>
<td>$\rho$</td>
<td>1.00</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>Young's modulus</td>
<td>$E$</td>
<td>$1.00 \cdot 10^6$</td>
<td>Pa</td>
</tr>
<tr>
<td>Max. body force</td>
<td>$b_f$</td>
<td>-200</td>
<td>N</td>
</tr>
</tbody>
</table>

Parameter values used for the simulation are listed in Table 5.6. The time-step size and total simulation time are $1 \cdot 10^{-4}$ s and 0.5 s, respectively. Moreover, the number
of elements (knot spans) is equal to 50, while the initial PPC is set to 20. When the standard MPM is used, material points cross element boundaries 180 times, and the maximal strain is equal to 0.27 m.

Table 5.7: Maximum relative errors in the total mass and momentum over the simulation run with cubic-spline and TLS reconstructions for column compaction problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>Reconstruction technique</th>
<th>Error mass</th>
<th>Error momentum</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPM</td>
<td>Cubic-spline</td>
<td>$3.0803 \cdot 10^{-6}$</td>
<td>$3.5400 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>MPM</td>
<td>TLS</td>
<td>$1.0526 \cdot 10^{-12}$</td>
<td>$5.6413 \cdot 10^{-13}$</td>
</tr>
<tr>
<td>DDMPM</td>
<td>Cubic-spline</td>
<td>$4.7571 \cdot 10^{-14}$</td>
<td>$2.0403 \cdot 10^{-16}$</td>
</tr>
<tr>
<td>DDMPM</td>
<td>TLS</td>
<td>$1.0524 \cdot 10^{-12}$</td>
<td>$5.6464 \cdot 10^{-13}$</td>
</tr>
<tr>
<td>BSMPM</td>
<td>Cubic-spline</td>
<td>$1.5112 \cdot 10^{-9}$</td>
<td>$1.4039 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>BSMPM</td>
<td>TLS</td>
<td>$1.0527 \cdot 10^{-12}$</td>
<td>$5.6578 \cdot 10^{-13}$</td>
</tr>
</tbody>
</table>

Table 5.8: Relative error in the $L_2$-norm for the stress, comparison with the relative error in the $L_2$-norm of DDMPM-TLS, and computational time normalized with respect to DDMPM-TLS obtained using DDMPM with subpoints for the column compaction problem.

<table>
<thead>
<tr>
<th>Number of subpoints</th>
<th>$E_{\text{subpoints}}$</th>
<th>$E_{\text{subpoints}}/E_{\text{TLS}}$</th>
<th>$t_{\text{subpoints}}/t_{\text{TLS}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$3.4086 \cdot 10^{-2}$</td>
<td>4.9518</td>
<td>0.3037</td>
</tr>
<tr>
<td>4</td>
<td>$2.7207 \cdot 10^{-2}$</td>
<td>3.9524</td>
<td>0.4224</td>
</tr>
<tr>
<td>8</td>
<td>$2.1469 \cdot 10^{-2}$</td>
<td>3.1189</td>
<td>0.6793</td>
</tr>
<tr>
<td>16</td>
<td>$1.5236 \cdot 10^{-2}$</td>
<td>2.2134</td>
<td>1.2786</td>
</tr>
<tr>
<td>32</td>
<td>$8.1219 \cdot 10^{-3}$</td>
<td>1.1799</td>
<td>3.3569</td>
</tr>
<tr>
<td>64</td>
<td>$6.2274 \cdot 10^{-3}$</td>
<td>0.9047</td>
<td>6.3747</td>
</tr>
<tr>
<td>128</td>
<td>$5.6118 \cdot 10^{-3}$</td>
<td>0.8152</td>
<td>14.422</td>
</tr>
</tbody>
</table>

The obtained results are shown in Figure 5.14. The influence of grid-crossing error on the solution is clearly evident for the standard MPM. While DDMPM only slightly smoothens the oscillations, BSMPM significantly improves the results. In fact, the use of B-spline basis functions reduces the relative error in $L_2$-norm by a factor of 10.

Both the TLS reconstruction technique and cubic-spline reconstruction interpolation provide considerably more accurate results than MPM and DDMPM. They also further improve the accuracy of BSMPM, but their influence is less distinct in this case. It should be noted that the error produced with the cubic-spline reconstruction is slightly lower than that achieved with the TLS approach. However, the TLS technique outperforms the former method by accurately conserving the mass and linear momentum. As was mentioned previously in this section, the maximum relative errors of MPM, DDMPM, and BSMPM are bounded by $1 \cdot 10^{-13}$. While the TLS approach has little influence on these errors, the spline reconstruction technique increases them to $2.04 \cdot 10^{-6}$ (Table 5.7).

From the table it follows that for a low number of subpoints, the technique of Dhakal and Zhang effectively decreases the relative error of $4.455 \cdot 10^{-2}$ produced by DDMPM and is less computationally intensive than the TLS technique. However, its performance may be limited by computational time and memory when a higher accuracy has to be reached. In fact, the method approaches the accuracy of the TLS reconstruction tech-
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Figure 5.14: Stress distribution and corresponding relative errors in the $L_2$-norm in the column compaction problem with grid crossing. The results are obtained for material-point methods without reconstruction technique, with cubic-spline reconstruction (CS) and TLS reconstruction, and are compared to the analytical solution.
nique when 128 subpoints per particle are used leading to a significant (factor of 14.4) increase in the computational time.

5.5. SUMMARY AND CONCLUSIONS

In this chapter, we have introduced a novel reconstruction approach, called Taylor least-squares function reconstruction, and applied it to MPM and related methods. The proposed technique combines the least-squares approximation with local Taylor basis functions to accurately reconstruct the quantities of interest (e.g., stress and density fields) from scattered particle data within each element. We have shown that in contrast to standard reconstruction techniques, the TLS approximation conserves the mass and linear momentum of the system after the material-point data is mapped to the integration points. More importantly, in conjunction with a sufficiently accurate numerical quadrature method, the technique preserves the total mass and momentum after the information is projected to the degrees of freedom of the grid. This implies that the TLS reconstruction maintains the physical properties of the standard material-point methods.

The TLS technique was applied to MPM, DDMPM, and BSMPM within the bar-with-fixed-ends vibration and column compaction problems. For the bar-with-fixed-ends problem in the absence of grid crossing, the reconstruction technique had little influence on MPM and DDMPM, but was able to improve the convergence properties of BSMPM. When material points started to cross cell boundaries in both considered examples, the TLS approximation smoothened the solutions of MPM and related methods and brought them closer to the solution computed analytically or by ULFEM.

Furthermore, the novel TLS reconstruction technique was compared to the global spline reconstruction technique used within BSMPM in Chapter 3. In general, the differences in spatial accuracy of the techniques were negligible, but the error in total mass and linear momentum was consistently much lower for the TLS reconstruction. For the column compaction problem, it was also shown that the TLS technique integrated into DDMPM reaches a higher accuracy than the conservative DDMPM method with subpoints, while requiring lower computational costs. Therefore, this study has demonstrated that the combination of MPM and related methods with the TLS technique leads to a higher accuracy of the material-point methods and preserves their fundamental physical properties.
Discussion: Extension of Taylor least-squares function reconstruction technique to two-dimensional problems and its application to the material-point method

After a comprehensive introduction of the Taylor least-squares (TLS) function reconstruction technique and its successful application to one-dimensional material-point method (MPM) simulations in Chapter 5, this chapter describes the extension of the technique to two-dimensional problems. This constitutes the first step towards the application of the TLS reconstruction to more complex and realistic examples. However, further research is required to optimize the use of the TLS reconstruction within two-dimensional MPM computations, in terms of efficiency and robustness. For this reason, this chapter also summarizes the main issues encountered when the technique is adopted within two-dimensional MPM simulations. Section 6.1 outlines the construction of the TLS approximation on both rectangular and triangular grids. Section 6.2 shows a number of examples of the TLS function reconstruction and demonstrates its convergence behavior. Section 6.3 considers the application of the technique to two-dimensional MPM simulations, shows the preliminary results, and explains the main difficulties associated with it. Finally, Section 6.4 draws the conclusions.
6.1. CONSTRUCTION

On two-dimensional domains, the construction of the TLS approximation is similar to the one-dimensional procedure presented in Section 5.2. Since the extension of the least-squares method to two-dimensional data sets \( \{x_p\}_{p=1}^M \) is trivial, this section focuses solely on the local Taylor basis functions. In general, the first six normalized two-dimensional Taylor basis functions are given by [182]

\[
\begin{align*}
\psi_1 &= 1, \\
\psi_2 &= \frac{x_1 - x_{1c}}{\Delta x_1}, \\
\psi_3 &= \frac{x_2 - x_{2c}}{\Delta x_2}, \\
\psi_4 &= \frac{(x_1 - x_{1c})^2}{2\Delta x_1^2} - \frac{(x_1 - x_{1c})^2}{2\Delta x_1^2}, \\
\psi_5 &= \frac{(x_2 - x_{2c})^2}{2\Delta x_2^2} - \frac{(x_2 - x_{2c})^2}{2\Delta x_2^2}, \\
\psi_6 &= \frac{(x_1 - x_{1c}) (x_2 - x_{2c})}{\Delta x_1 \Delta x_2} - \frac{(x_1 - x_{1c}) (x_2 - x_{2c})}{\Delta x_1 \Delta x_2}.
\end{align*}
\]

Here, the notation for the volume average from Chapter 5 is adopted (see Equation 5.6), and \( x_{kc} \) with \( k = \{1, 2\} \) denote the coordinates of the cell centroid. Further evaluation of the local Taylor basis functions strongly depends on the element type.

6.1.1. RECTANGULAR ELEMENTS

For rectangular elements, \( x_{1c} = \frac{x_{1\text{max}} + x_{1\text{min}}}{2} \), \( x_{2c} = \frac{x_{2\text{max}} + x_{2\text{min}}}{2} \), \( \Delta x_1 = \frac{x_{1\text{max}} - x_{1\text{min}}}{2} \), and \( \Delta x_2 = \frac{x_{2\text{max}} - x_{2\text{min}}}{2} \). The volume \( |\Omega_e| \) of a rectangular cell \( e \) is equal to

\[
|\Omega_e| = (x_{1\text{max}} - x_{1\text{min}}) (x_{2\text{max}} - x_{2\text{min}}). \tag{6.7}
\]

The first three Taylor basis functions are computed by substituting the above expressions into Equations (6.1) to (6.3). Using the definition of the volume average of a function, \( \psi_4, \psi_5, \) and \( \psi_6 \) can be obtained from

\[
\begin{align*}
\psi_4 &= \frac{(x_1 - x_{1c})^2}{2\Delta x_1^2} - \frac{1}{2\Delta x_1^2} \frac{1}{3} \left( x_{1\text{max}}^3 - x_{1\text{min}}^3 \right) - x_{1c} \left( x_{1\text{max}}^2 - x_{1\text{min}}^2 \right) + x_{1c} (x_{1\text{max}} - x_{1\text{min}}), \tag{6.8}
\end{align*}
\]

\[
\begin{align*}
\psi_5 &= \frac{(x_2 - x_{2c})^2}{2\Delta x_2^2} - \frac{1}{2\Delta x_2^2} \frac{1}{3} \left( x_{2\text{max}}^3 - x_{2\text{min}}^3 \right) - x_{2c} \left( x_{2\text{max}}^2 - x_{2\text{min}}^2 \right) + x_{2c} (x_{2\text{max}} - x_{2\text{min}}), \tag{6.10}
\end{align*}
\]
\( \psi_6 = \frac{(x_1 - x_1c) (x_2 - x_2c)}{\Delta x_1 \Delta x_2} - \left( \frac{1}{\Delta x \Delta y |\Omega_e|} \left( \frac{1}{2} (x_1 \text{max}^2 - x_1 \text{min}^2) - x_1c (x_1 \text{max} - x_1 \text{min}) \right) \right) \cdot \Delta x_1 \Delta x_2 - \left( \frac{1}{2} (x_2 \text{max}^2 - x_2 \text{min}^2) - x_2c (x_2 \text{max} - x_2 \text{min}) \right) \right). \) (6.12)

\( \Delta x_1 \Delta x_2 \cdot \) (6.13)

The basis functions are illustrated in Figure 6.2. The figure shows that all basis functions have zero integral value, except \( \psi_1 \), whose integral value is equal to the element’s volume.

### 6.1.2. Triangular Elements

While the computation of the Taylor basis functions within a rectangular element can be performed generically, on a triangular mesh, the calculation is significantly simplified by transferring the elements into a reference triangle. Such transformations are common for FEM and are also required for quadrilateral elements other than the discussed above rectangular elements.

**Mapping from a General to the Reference Triangle**

A schematic representation of the mapping from a general triangle to the reference triangle is shown in Figure 6.1.

The affine map \( y \) from a general to the reference triangle can be written as follows [184]:

\[
y(x_{gen}) = A \left( x_{gen} - \begin{bmatrix} a_{x_1} \\ a_{x_2} \end{bmatrix} \right) = x_{ref},
\]

where \( x_{gen} \) and \( x_{ref} \) are the coordinates within the general and reference triangles, respectively. The matrix \( A \) is defined as follows:

\[
A = \frac{1}{(c_{x_1} - a_{x_1}) (b_{x_2} - a_{x_2}) - (c_{x_2} - a_{x_2}) (b_{x_1} - a_{x_1})} \begin{bmatrix} b_{x_2} - a_{x_2} & - (b_{x_1} - a_{x_1}) \\ - (c_{x_2} - a_{x_2}) & c_{x_1} - a_{x_1} \end{bmatrix}.
\] (6.15)
Figure 6.2: The first six Taylor basis functions on a rectangular element.
Figure 6.3: The first six Taylor basis functions on the reference triangle.
Local Taylor Basis Functions

For the standard triangle, \( \Delta x_1 = \Delta x_2 = \frac{1}{2} \) and \( |\Omega_e| = \frac{1}{3} \). The cell centroid is located at \((\frac{1}{3}, \frac{1}{3})\). The first three Taylor basis functions are obtained by simply substituting these values into Equations (6.1) to (6.3). The local Taylor basis functions requiring the computation of the volume average can be written as

\[
\psi_4 = 2 \left( x_1 - \frac{1}{3} \right)^2 - \frac{1}{9}, \quad (6.16)
\]
\[
\psi_5 = 2 \left( x_2 - \frac{1}{3} \right)^2 - \frac{1}{9}, \quad (6.17)
\]
\[
\psi_6 = 4 \left( x_1 - \frac{1}{3} \right) \left( x_2 - \frac{1}{3} \right) + \frac{1}{18}. \quad (6.18)
\]

The local Taylor basis functions on the reference triangle are shown in Figure 6.3. As previously, the figure demonstrates that all basis functions have zero integral value, except \( \psi_1 \), whose integral value is equal to the element’s volume.

6.2. Examples of Taylor Least-Squares Reconstruction

6.2.1. Rectangular Grid

To illustrate the TLS approximation on a rectangular grid, the function \( f(x_1, x_2) \) defined as \( f(x_1, x_2) = \sin(x_1) \cos(x_2) \) is reconstructed on the \([0,5] \times [0,5]\) domain. The corresponding integral value is approximately equal to \(-6.8691 \cdot 10^{-1}\). The domain is discretized by \( 1 \times 1 \) rectangular elements with 6 data points are placed within each element. Their \( x_1 \)-coordinates are set equal to \( x_{1 \text{min}} + \frac{1}{3} \) and \( x_{1 \text{max}} - \frac{1}{3} \), and \( x_2 \)-coordinates set to \( x_{2 \text{min}} + \frac{1}{4}, \frac{x_{2 \text{min}} + x_{2 \text{max}}}{2}, \) and \( x_{2 \text{max}} - \frac{1}{4} \). Six Taylor basis functions are used for the approximation and four Gauss points per element are defined to compute the RMS and relative errors. The RMS error for the function is equal to \( 6.17 \cdot 10^{-3} \), while the relative error for the integral is equal to \( 6.6613 \cdot 10^{-16} \). The reconstruction is visualized in Figure 6.4.

After that, the TLS approximation is produced using 150 randomly distributed data points, while keeping all other settings unchanged. In this case, the RMS error for \( f \) reaches \( 5.48 \cdot 10^{-2} \), but the relative error for the integral of the reconstructed function remains accurate to machine precision (i.e., \( 1.1102 \cdot 10^{-16} \)). The results are illustrated in Figure 6.5.

The convergence properties of the two-dimensional Taylor basis functions are depicted in Figure 6.6. The reconstruction is obtained on the \([0,10] \times [0,10]\) domain for \( f(x_1, x_2) = \sin \left( \frac{x_1}{10} \right) \cos \left( \frac{x_2}{10} \right) \), which excludes high frequency oscillations from the coarsest grid and hence allowing for an accurate reconstruction on all considered meshes. Data points are distributed uniformly within the domain and each element contains 9 data points. As expected, when only the first Taylor basis function \( \psi_1 \) is used the convergence order is equal to one, whereas with the first three basis functions \( \{\psi_1, \psi_2, \psi_3\} \) the second-order convergence is obtained and with the first six basis functions the convergence order is equal to three.
6.2. Examples of Taylor least-squares reconstruction

Figure 6.4: TLS reconstructions of \( f(x_1, x_2) = \sin(x_1) \cos(x_2) \) on \([0,5] \times [0,5]\) using 25 rectangular elements with 6 data points within each element: side and top view. The TLS reconstruction is evaluated at Gauss-point positions within each element.

Figure 6.5: TLS reconstructions of \( f(x_1, x_2) = \sin(x_1) \cos(x_2) \) on \([0,5] \times [0,5]\) using 25 rectangular elements with randomly distributed data points: side and top view. The TLS reconstruction is evaluated at Gauss-point positions within each element.
6.2.2. TRIANGULAR GRID

Here, it is briefly illustrated that similar results can be obtained for the TLS reconstruction on a triangular grid. Using 300 data points uniformly distributed over the $[0,5] \times [0,5]$ domain, the RMS error for $f(x_1, x_2) = \sin(x_1) \cos(x_2)$ is equal to $1.80 \cdot 10^{-3}$, while the integral is preserved to machine precision. The reconstructed function is shown in Figure 6.7.

Figure 6.6: Convergence behavior of the two-dimensional TLS approximation. The basis functions are constructed on the $[0,10] \times [0,10]$ domain using nine equally distributed data points within each rectangular element.

Figure 6.7: TLS reconstructions of $f(x_1, x_2) = \sin(x_1) \cos(x_2)$ on $[0,5] \times [0,5]$ using 30 triangular elements with 6 data points within each element: side and top view. The TLS reconstruction is evaluated at Gauss-point positions within each element.
6.3. APPLICATION OF TAYLOR LEAST-SQUARES TECHNIQUE TO THE MATERIAL-POINT METHOD

The application of the TLS function reconstruction technique within two-dimensional MPM simulations is strongly related to the procedure described in Section 5.3. Therefore, this section focuses only on the multi-dimensional aspects of the approach. In order to compute the two-dimensional internal forces, the TLS reconstruction is applied to all the components of the stress tensor separately (see Equation 5.12 and 5.13). The obtained approximations are used for Gauss integration in the following way:

\[
\int_{x_1} f_{\text{int},i} \approx \sum_{g=1}^{N_g} \left( \frac{\partial \phi^0_i}{\partial x_1} (x_g) \sigma_{x_1,x_1} (x_g) + \frac{\partial \phi^0_i}{\partial x_2} (x_g) \sigma_{x_1,x_2} (x_g) \right) \omega_g, \quad (6.19)
\]

\[
\int_{x_2} f_{\text{int},i} \approx \sum_{g=1}^{N_g} \left( \frac{\partial \phi^0_i}{\partial x_2} (x_g) \sigma_{x_2,x_2} (x_g) + \frac{\partial \phi^0_i}{\partial x_1} (x_g) \sigma_{x_1,x_2} (x_g) \right) \omega_g. \quad (6.20)
\]

Here, \( \sigma_{x_k,x_l} \) with \( k, l = \{1,2\} \) represents a component of the stress tensor.

Similarly, the TLS technique is applied for the computation of the linear momentum field \((\vec{\rho}v)\), which is used to compute the components of the linear momentum. More precisely, Equations (5.14), (5.15), and (5.16) are extended to both the \(x_1\)- and \(x_2\)-directions. This allows for the components of the nodal velocity to be obtained in analogy with Equation (5.18). Moreover, the extension of the TLS method to two dimensions does not affect its properties in terms of the conservation of mass and momentum within MPM and related methods. While this is directly evident for the mass conservation, the momentum conservation can be shown by repeating the proof in Equation (5.21) for both directions.

6.3.1. PRELIMINARY NUMERICAL RESULTS

The benchmark describing the plate undergoing axis-aligned displacement, which has been described in Chapter 2, is considered in order to investigate the performance of the TLS function reconstruction within two-dimensional MPM simulations. As previously, the plate is assumed to be a square with length and width of 1 m. Young’s modulus and Poisson’s ratio are set to \(10^4\) kPa and 0.3, respectively. The initial density is equal to 1000 kg/m\(^3\) and the maximum amplitude of displacement is limited to 0.05 m. The time step size and total simulation time are set to \(1.25 \cdot 10^{-4}\) s and 0.015 s, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mesh</th>
<th>Error ( M ) [(10^{13})]</th>
<th>Error ( Q_x ) [Pa]</th>
<th>Error ( Q_y ) [Pa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPM</td>
<td>Rectangular</td>
<td>7.2100</td>
<td>8.7421 (10^{13})</td>
<td>1.9854 (10^{13})</td>
</tr>
<tr>
<td>MPM-TLS</td>
<td>Rectangular</td>
<td>7.3351 (10^{13})</td>
<td>8.1654 (10^{11})</td>
<td>4.7041 (10^{11})</td>
</tr>
<tr>
<td>MPM</td>
<td>Triangular</td>
<td>3.3253 (10^{13})</td>
<td>1.0270 (10^{12})</td>
<td>1.7689 (10^{11})</td>
</tr>
<tr>
<td>MPM-TLS</td>
<td>Triangular</td>
<td>3.3265 (10^{13})</td>
<td>6.9142 (10^{13})</td>
<td>7.7780 (10^{12})</td>
</tr>
</tbody>
</table>
Figure 6.8: Numerical results in terms of the normal stress in $x_2$-direction for material points with $x^0_1 = 0.5$ m. The results are obtained for a rectangular mesh with 1024 elements (left) and a triangular mesh with 1058 elements (right) with 24 material points per element. The stresses distributions are obtained for standard MPM and MPM with the TLS reconstruction.

Figure 6.8 illustrates that the TLS technique significantly improves the MPM results for both triangular and rectangular elements. In addition, Table 6.1 shows that the use of the TLS approximation within MPM preserves the physical properties of standard MPM with respect to mass and linear momentum conservation during the mapping of the material-point data to the background grid. This is similar to the results in Chapter 5, where it was additionally shown that the cubic-spline reconstruction does not possess such conservation properties. Nevertheless, the MPM-TLS results are strongly dependent on the number of material points and their location within each element. For instance, simulations performed on a triangular grid with 1058 elements and 12 or 16 uniformly distributed material points per element terminate prematurely due to the linear dependence of the columns of the matrix $D = \sum_{p=1}^{\mathcal{M}} \mathbf{\psi}(x_p) \mathbf{\psi}^T(x_p)$ in the least-squares computation (see Section 5.2.1). This imposes a major limitation of the approach, because large deformations do not allow to control the number and positions of the particles within elements.

6.3.2. Future research

Section 6.3.1 indicates that data-point distribution becomes a critical issue for the application of the TLS function reconstruction technique within two-dimensional MPM simulations. Although limited information from the data points posed a problem for one-dimensional simulations as well, in general, the availability of only three data points with distinct locations was sufficient to enable linear independence of the columns of
the matrix $D$. A number of options that assure a successful TLS computation regardless of the information available from the data points were presented in Section 5.2.3. A similar study is required for two-dimensional simulations. The following topics should be considered:

- **Data distribution.** First of all, the properties of data-point (or material-point, in case of MPM-TLS computations) distributions, which support linear independence of the columns of the matrix $D$, should be identified. According to Section 6.3.1, the accuracy of the TLS reconstruction depends on the data distribution within the domain. In addition, Section 6.3.1 indicates stability issues within MPM-TLS simulations that are related to the number and position of material points.

- **Completion strategy.** After the specifications for the data distribution are identified, a suitable method to achieve these specifications should be found. For one-dimensional examples, Section 5.2.3 proposes either the direct use of neighboring data points or application of the TLS technique to obtain the data for the virtual points. Theoretically, both techniques are suitable for two-dimensional computations. However, their implementation requires access to neighboring elements and a search algorithm, which may affect the efficiency of the computation. Nevertheless, obtaining extra information directly from the neighboring data points is cheaper than its preliminary mapping to the virtual data points. Thus, given a robust and efficient search algorithm, the extension of the neighboring-data-point technique can offer an effective solution for two-dimensional problems.

- **Mesh-refinement techniques.** The accuracy of the TLS approximation can be further increased by mesh-refinement techniques. These techniques should be used to avoid prescribing non-zero function values to the parts of an element where no material, and hence, no material points are located (see Figure 6.9).

![Figure 6.9: An example of mesh refinement to prevent non-zero function values in the top left corner of the domain, which does not contain the continuum.](image)

- **Computational costs.** It was illustrated in Chapter 5 that the TLS approximation requires considerable computational effort for one-dimensional problems. For two-dimensional problems, the computational costs increase further, even without a completion strategy or a mesh-refinement technique. A reduction of computational time can be achieved by exploiting the local nature of the method for its
parallel implementation: the standard TLS computation only requires the information specific to the considered element. However, the costs of the parallel implementation can be significantly increased if a completion technique is adopted. In fact, certain designs of the strategies based on neighboring or virtual data points can lead to dense communication patterns.

6.4. Conclusions
In this chapter, the extension of the TLS function reconstruction technique to rectangular and triangular elements as well as its application within two-dimensional MPM simulations have been discussed. It has been shown that the technique can provide an accurate reconstruction with a relatively low number of data points within each element. However, for its application to two-dimensional MPM problems, further research is required.
IV

Closure
This chapter describes the key findings of the literature study, provides the main conclusions of this thesis, and identifies possible directions for future research. Section 7.1 gives a short summary of the literature study. Section 7.2 presents an overview of the conclusions drawn from the original research of this thesis. Section 7.3 provides a number of suggestions for future research.
7.1. SUMMARY OF THE LITERATURE STUDY
This thesis provides an overview of the development trends within MPM based on the existing literature. It identifies the following main directions in the development of MPM: formulations, time-integration schemes, algorithms, and related methods. Each of these directions is shortly described below.

To apply MPM to different types of material, the research on its formulations is essential. In the existing literature, the distinction is made between one-, two-, and three-phase problems. Furthermore, in previous studies, two-phase materials are modeled by formulations that use either one or two sets of material points. When only one set is adopted, each particle contains both phases, whereas double-point formulations represent each phase by a separate set of material points.

At the same time, MPM has been combined with both explicit and implicit time-integration schemes. Previous research points out that the main advantage of implicit schemes over the explicit ones is their high numerical accuracy.

Furthermore, four versions of MPM algorithm have been proposed: USL, MUSL, USF, and USAVG. The MUSL algorithm combined with a lumped mass matrix reduces the stability issues observed with the USL algorithm. Both the USF and USAVG algorithms attempt to improve the energy conservation within the MUSL algorithm. However, it has been shown that the MUSL algorithm damps out unresolved modes more accurately than the USF and USAVG algorithms.

A number of methods have been published that are based on standard MPM, but either reduce or completely eliminate grid-crossing errors. The GIMP and CPDI methods mitigate grid-crossing inaccuracies by introducing an alternative particle representation. The GIMP method is a generalization of MPM that represents material points by particle-characteristic functions. The CPDI method extends GIMP in order to accurately capture shear distortion. On the other hand, the DDMPM preserves the original point-mass representation of the material points, but adjusts the gradients of the basis functions to avoid grid-crossing errors. Finally, BSMPM eliminates the oscillations related to cell crossing by replacing piecewise-linear basis functions by higher-order B-spline basis functions.

Of course, the classification of the research on the development of MPM that is provided in this thesis is not comprehensive. Many fundamental studies of the method are not classified as part of a certain research course due to their unique nature.

7.2. GENERAL CONCLUSIONS
The main conclusions of this dissertation are presented according to the specified research objectives.

- **Connection to meshfree methods.** This thesis highlights the close relation between MPM and the broader family of meshfree methods by establishing a connection between MPM and the optimal transportation meshfree method.

MPM and the OTM method are derived in a different fashion: MPM is based on the weak form of the momentum equation, while the OTM method uses concepts from optimal transportation theory. In addition, MPM solves the governing equa-
tions on the background grid and typically employs piecewise-linear basis functions, while the OTM method does not require a mesh and adopts maximum entropy basis functions.

This thesis shows that despite these differences, MPM and the OTM method can be related. In fact, assuming a constant time step, the validity of the backward Euler scheme for material-point displacement in MPM, as well as the linear completeness of the MPM basis functions and their ability to translate nodal velocities into material-point velocities, the only distinction between the algorithms emerges from the update of the basis functions and their gradients. However, this is a fundamental difference that results in a combination of Eulerian and Lagrangian descriptions for MPM and a fully Lagrangian description for the OTM method.

Based on this comparison between MPM and the OTM method, a unified approach is proposed. Similarly to BSMPM, this hybrid method uses B-spline basis functions, but updates them following the OTM approach. The unified approach shows high levels of performance in terms of numerical stability, computational effort, and simplicity of implementation and use.

- **Further development of BSMPM.**

  In this thesis, BSMPM is combined with a mapping technique that allows for the projection of material-point data to the background grid using cubic-spline interpolation. Furthermore, a version of BSMPM is proposed that extends the method to unstructured triangular grids which allows for the application of the method to more realistic and complex problems.

  The mapping strategy works as follows. First the field variables of interest are reconstructed from scattered material-point data by means of cubic-spline interpolation. After that, the reconstructed field variables are evaluated at Gauss-point positions, which are subsequently used for Gauss quadrature. In this dissertation, each knot span is divided into two equal parts, and within each part two Gauss points are placed. Therefore, polynomials up to third order can be integrated exactly within each half of a knot span. The numerical results show that the modified mapping strategy improves the performance of BSMPM on the boundaries of the domain, yields higher-order convergence of the method, and reduces the absolute error.

  The extension of BSMPM to triangular grids is achieved by employing quadratic Powell-Sabin splines. For relatively simple problems, this technique demonstrates promising results.

- **Development of an advanced technique to reconstruct functions from scattered data points and its application to MPM and related methods.**

  This thesis introduces Taylor least-squares function reconstruction technique. The TLS reconstruction is a novel technique that combines the least-squares approximation with local Taylor basis functions. It is designed to accurately reconstruct functions from scattered data points, while preserving a priori known integral values. The numerical examples demonstrate that the TLS function reconstruction reproduces given integrals up to machine precision regardless of the data-point
The technique can be applied within MPM and related methods for the projection of material-point data to the background grid, essentially forming an alternative to the function reconstruction with cubic splines. In conjunction with MPM, the TLS technique reconstructs field variables, such as stress and density fields, locally within each element. After that, it adopts Gauss quadrature rules to obtain high-accuracy approximations of the internal force and momentum vectors as well as the mass matrix. The main advantage of the TLS technique over other alternative mapping strategies (e.g., the mapping with cubic spline interpolation) is that it conserves the total mass and linear momentum of the system.

In this dissertation, the TLS mapping has been applied to MPM, DDMPM, and BSMPM and shown to significantly improve their performance. It is also demonstrated that the technique conserves the total mass and momentum with precision similar to that of the original direct mapping. This implies that for the considered examples, the TLS function reconstruction technique resembles the approximation properties of highly-accurate spline reconstruction, while preserving the physical properties of the standard algorithm.

### 7.3. Suggestions for Future Research

The results provided in this dissertation point to several opportunities for future research that would further contribute to the goals of this thesis or broaden its research scope.

- As suggested in Chapter 6, further investigation of the TLS function reconstruction for two-dimensional problems is required. The study should identify data distributions, from which an accurate approximation can be constructed without causing stability issues in the least-squares approximation, and find a strategy that allows for such distributions from available data. The accuracy of the approximation can be further increased by mesh-refinement techniques. Aside from the robustness and accuracy of the method, further research should consider its computational costs. After that, the technique can be applied for the particle-data projection within MPM and related methods using triangular or quadrilateral elements.

- The combination of MPM with Powell-Sabin splines for unstructured triangular grids has to be adopted to problems that contain partially filled elements. A preliminary study has indicated that partial lumping of the mass matrix can be used to provide a stable and relatively accurate solution. However, the robustness and efficiency of this approach need further testing. In addition, future studies can investigate if other basis functions suited for unstructured $C^1$-discretizations can overcome the issues associated with Powell-Sabin splines within MPM.

- Powell-Sabin splines can be employed within the unified approach that combines BSMPM and the OTM method. On the one hand, the update of the degrees of freedom throughout the simulation may offer an alternative to partial lumping of the mass matrix. On the other hand, the applicability to unstructured grids brings the unified approach closer to the original OTM method, while avoiding the use of the local maximum entropy basis functions.
• The research presented in this thesis offers new mathematical techniques that can be applied to MPM. However, the considered benchmarks are limited to one-phase problems. The use of the proposed techniques with multi-phase formulations should lead to more accurate and stable simulations of complex phenomena.

• In addition, computational aspects of the presented techniques should be further investigated. For example, a study can be performed to identify whether higher-order accuracy of BSMPM combined with the cubic-spline or TLS reconstruction technique is sufficient to outperform massively parallel implementations of the existing variants of MPM (e.g., DDMPM).

• This dissertation gives an overview of existing research on the development of MPM, but does not provide a numerical comparison of the techniques. Such a study may be valuable for research groups whose main focus is on the application of MPM.

• The use of the TLS function reconstruction technique as a general technique to construct physically correct surrogate methods, outside of MPM, forms another possible research direction. For example, the reconstruction technique can be used to approximate anisotropic diffusion fields from discrete measurement data.
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