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Chapter 1

Introduction

1.1 Abstract

Direct Numerical simulations (DNS) belong to the class of simulations that strive to emulate the real physical flow by trying to simulate the complete range of scales involved in the flow. Though the computational power has steadily increased in the past few decades, resolving the complete range of scales from the largest scales up to the Kolmogorov scales can be very complicated and time consuming for moderately high Reynolds numbers as well. Hence, DNS is still expected to be a research tool to study relatively simple flows and geometries for the foreseeable future unlike its counterparts such as Large Eddy Simulations (LES) and Reynolds Averaged Navier–Stokes (RANS) methods. The main objective of DNS studies is to study the flows so that turbulence models which are parametrized can be improved upon with the physical insight from the results of DNS. It also helps in studying the effect of numerical methods and techniques applicable to real flows and their stand-alone effects without any type of modeling as done for LES or RANS.

This thesis is concerned with the DNS study of a compressible turbulent jet. A turbulent jet belongs to the class of free turbulent flows, in the sense that, it is not bounded physically. In this thesis, the transport of a passive scalar through the jet is studied. At higher Reynolds numbers, for convection dominated equations such as the scalar transport equation, discontinuities can occur due to the hyperbolic nature of the equations. When central methods are used, oscillations are observed in the regions of the discontinuities. These oscillations can make the solution unphysical. Therefore, in this thesis
the scalar transport equation has been modeled with an additional Weighted Essentially Non-Oscillatory (WENO) interpolation to accurately capture the discontinuities without oscillations. The WENO interpolation is combined with central compact finite difference methods to reduce the numerical dissipation while maintaining the order of accuracy in the smooth regions which is essential in high Reynolds number flows.

It was observed that a high dissipation setting for the WENO interpolation removed the oscillations but introduced artificial numerical viscosity. Therefore a relatively large domain was used with a low dissipation which while removing the oscillations and reducing the numerical dissipation. The WENO method for the compressible turbulent jet was first validated with experimental results to ascertain the accuracy of the grid resolution. The same grid resolution was used to study some properties of the jet at two different Schmidt numbers at a slightly lower Reynolds number. It was observed that the results obtained with the WENO interpolation matched well with the experimental results while being physical valid solutions because they had no oscillations. The results also showed different modes of instabilities for different Schmidt numbers and that the decay rate is a good characterization of the properties of the turbulent jet.

In conclusion, the WENO methods can be a very helpful method to accurately capture the discontinuities in an efficient manner and is also suitable for methods such as LES and RANS to model flows that have some hyperbolic nature of terms in the governing equations.

1.2 Motivation and Literature

Turbulent jets are encountered in many engineering applications including jet engine exhausts, rocket exhausts, industrial processes and the like. They are also a part of many turbulent combustion processes. Therefore, it is important to understand the flow physics and the characteristics to be able to obtain the correct jet properties for the specific application. Being a free flow, they become turbulent at relatively small Reynolds numbers. Many studies have been performed to study the properties of a jet [3, 4] and also to study the acoustics related to the jets [5–8], which is important for aerospace applications.

Scalar transport in turbulent jets is of importance in turbulent combustion and in exhausts where fuel and oxidizer combust to produce exhaust gases. It is also important
in applications where a scalar is transported through a jet but is non-reactive. Many studies have been performed to study the transport of a scalar \([3, 9]\) but mainly in either axis-symmetric or for simplified round jets. This thesis aims to study the scalar transport in a compressible turbulent jet for moderate to high Reynolds numbers to accurately capture the discontinuities and minimize numerical dissipation while doing so.

The scalar transport equation is essentially an advection-diffusion equation and hence is a combination of hyperbolic and parabolic type pde’s, the advective terms giving it the hyperbolic nature and the diffusive term giving it the parabolic nature. In nature, all disturbances travel at a certain speed that is restricted by the speed of light. Therefore, in all the processes, the information travels at a certain speed and is never instantaneous. The main feature of hyperbolic pde’s are that they model processes that travel at certain(wave) speeds and in a characteristic sense, that means that a discontinuity (a sudden change in a certain property) travels at the characteristic speed of the respective wave.

Different authors have observed that when these hyperbolic pde’s with large characteristic speeds are modeled using central methods (methods taking information from both sides of the discontinuity), oscillations are observed which can make the solution unphysical \([4]\). Therefore, to remove these oscillations a different class of methods must be used. The class of methods that have been used in this thesis are called the WENO methods, Weighted Essentially Non-Oscillatory methods. They are an improvement of the ENO (Essentially Non-Oscillatory) methods first introduced by Harten et.al \([10]\). The idea was to consider many candidate stencils rather than one stencil and measure ”smoothness” of the function in the stencils and choose the stencil in which the function is the ”smoothest” in some sense. These class of methods were very effective for problems that contained discontinuities but were dissipative. This made the methods quite popular. Various researchers worked to improve the ENO methods to improve the measuring of smoothness and the choosing of stencils \([11–13]\). It was recognized by Liu, Osher and Chan \([14]\) that instead of choosing a smoothest stencil, one could choose a convex combination of all the stencils thereby giving a weight to each of the stencils depending on the smoothness of the function in the respective stencils. These methods were called the WENO methods. Jiang and Shu \([15]\) did an extensive study of the methods and gave a new method to estimate the smoothness indicators which was more efficient and robust than the divided difference methods used in the previous ENO methods. This smoothness indicator was based on the measurement of the Total variation of the function in the stencil and are extensively used in almost all WENO.
and WENO derived methods today. An added advantage of the WENO methods was that the convex combination of the stencils increased the accuracy in the smooth regions as explained in [15] while capturing discontinuities and reverting to the normal order in the regions of discontinuities. This was not possible in ENO because only a single stencil was chosen and hence the maximum order even in the smooth regions was limited.

With WENO, many improvements were still possible. The numerical dispersion was still quite high enough that the resolution of short waves was not good enough. Tam and Webb [16] developed dispersion relation preserving schemes that were suitable for aero-acoustics simulations where even the capture of small disturbances was important. Martin et.al [17] developed schemes that were optimal based on the bandwidth and suitable for compressible turbulent flows. Another aspect of the WENO schemes were that they were still quite dissipative. Due to the inherent upwinding to capture the discontinuities, a lot of numerical dissipation was introduced in the schemes. This numerical dissipation is not desirable for flows that have to resolve a wide range of scales and especially flows where the high wavenumbers play an important role. In general, dissipation can be reduced by two methods, one being the usage of a hybrid scheme, that is schemes that used sub-schemes that had lesser dissipation in the smooth regions. Adams and Sharif [18] used a hybrid version of the compact upwind and the ENO schemes as a start to these hybrid methods. Ren et.al [19] considered schemes that were a hybrid of the WENO and the compact schemes and improved the transition between the sub-schemes. The other idea was to use central symmetrical stencils. This was pursued by Martin et.al [17], but the solution degenerated near critical points. Another idea was to map the non-linear WENO weights so that they would have a lesser dissipation and better properties. This was introduced by Henrick et. al [20] and he mapped the traditional WENO schemes and obtained better properties. Finally, Liu et al.[21] pursued schemes that were a hybrid of the central compact and the WENO schemes. They used grid points on both staggered and co-located grids to calculate the derivatives of the fields. Their weighting procedure involved the usage of lower order upwind stencils as well as high order central stencils and the calculation of smoothness of the fields in these stencils to obtain, first linear weights and then non-linear weights which then formed the overall scheme. The weights, both non-linear and linear were dependent on user defined constants which are to be set based on the nature of the problem. This thesis combines these approaches to study the scalar transport in compressible turbulent jet at moderately high Reynolds numbers in an effort to remove the numerical unphysical oscillations while reducing the numerical
dissipation.

1.3 Goals and Objectives

The objectives of the project were the following:

1. Study the properties and characteristics of the turbulent jet at moderately high Reynolds and Mach numbers.

2. Identify the issues that are faced with scalar transport modeling at these moderately high Reynolds numbers.

3. Identify and implement the current existing methods to solve the problems with the scalar transport modeling.

4. Develop and implement a method to accurately model the scalar transport phenomena.

5. Compare the improvement in the model with the previous methods and report on the results.

1.4 Structure of this report

Chapter 2 explains and elaborates on the ideas and the theory that have been implemented in this thesis. It also provides a reasoning of specific methods and advantages and dis-advantages of each method wherever possible.

Chapter 3 deals with the implementation aspects and helps the reader understand the implementations of the ideas explained in Chapter 2 and concludes with some numerical tests.

Chapter 4 presents the results in the thesis starting with a validation with experiments and finally comparing flow physics for some different parameters.

Chapter 5 concludes this thesis with some results of the thesis and provides the reader with ideas for future work possible.
Chapter 2

Methodology and Ideas

This section explains the theory and ideas involved in this thesis. The governing equations are explained first which form the theoretical basis of the physics of the problem. The numerical aspects such as spatial, temporal and boundary discretizations are explained later to completely understand the implementation that has been used in this thesis.

2.1 Governing Equations

Fluid dynamics are in general governed by the Navier–Stokes (NS) equations along with other similar conservation laws such as the energy equation and the equation of state depending on the physics of the problem. The physical problem under consideration here is the expulsion of a jet of fluid from a nozzle containing a scalar quantity into an ambient fluid of the same static properties as the fluid being expulsed from the nozzle. As the fluid under consideration here is a gas at a high Mach number, the flow is compressible. Hence the following set of equations form the governing equations for the flow.

2.1.1 State variables

The flow can be described completely by the variables, density, $\rho$, the velocity vector $\mathbf{u}$ and the temperature, $T$, for a Newtonian fluid. These variables form the basic variables and all the other fields can be determined with the help of these variables. The variables are a function of space and time, $\rho(x, t)$, $\mathbf{u}(x, t)$, $T(x, t)$ and they evolve
in both the temporal and the spatial domains according to the governing equations. The choice of these state variables though, is not unique. For example, in this thesis, instead of temperature, energy has been taken as a state variable and the temperature, $T$ is expressed in terms of total energy, $E$.

2.1.2 Reynolds transport theorem

The Reynolds transport theorem\cite{22} gives the general governing equation for the transport of a quantity based on the control volume approach. It can be written as

$$\frac{d}{dt} \int_{\Omega_{CM}} \rho \phi \, d\Omega = \frac{d}{dt} \int_{\Omega_{CV}} \rho \phi \, d\Omega + \int_{S_{CV}} \rho \phi (v - v_b) \cdot n \, dS \quad (2.1)$$

where $\phi$ is the quantity being transported. $v$ is the fluid velocity and $v_b$ is the velocity with which the surface of the control volume is moving. In this thesis, the conservation equations have been derived for a fixed control volume, therefore $v_b = 0$ and the time derivative for the first term becomes a local derivative. The left hand side is generally obtained by a balance of the rate of change of the intensive property per unit mass across the control mass.

2.1.3 Conservation of Mass

The conservation of mass for a compressible flow can be derived from the Reynolds transport theorem \cite{22} and it expresses the fact that mass cannot be created or destroyed in a given control volume. The integral form is given by:

$$\frac{\partial}{\partial t} \int_{\Omega} \rho \, d\Omega + \int_{S} \rho u \cdot n \, dS = \mathcal{S} \quad (2.2)$$

where $\Omega$ is the control volume and $S$ is the surface enclosing the control volume, and $n$ is the unit normal perpendicular to the surface, $S$ and oriented outwards. $\mathcal{S}$ is the source term which captures the fluid entering the domain at the left boundary and is zero everywhere else. Without loss of generality, it can be taken to be zero and adjusted in the numerical implementation.

Using the Gauss divergence theorem and assuming smoothness, we can express it in the differential form:
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0 \]
\[ \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_j) = 0 \] (2.3)

For appropriate solution of the equation, proper boundary conditions need to be imposed which are explained in section 3.4.

### 2.1.4 Conservation of Momentum

The momentum equations or the Navier–Stokes equations are the equations that govern the behaviour of momentum and can be again derived from the Reynolds transport theorem or from Newton’s second law by balancing all forces acting on a control volume. The integral form is given by:

\[ \frac{\partial}{\partial t} \int_{\Omega} \rho \mathbf{u} \, d\Omega + \int_{S} \rho \mathbf{u} \cdot \mathbf{n} \, dS = \sum f \] (2.4)

where \( \Omega \) is the control volume and \( S \) is the surface enclosing the control volume, and \( \mathbf{n} \) is the unit normal perpendicular to the surface, \( S \) and oriented outwards. \( f \) is the general expression of forces acting on the control volume. They can be classified in general into surface forces and body forces. For the problem under consideration, no body forces are assumed. The surface forces due to pressure and shear can be expressed in the form of the state variables by assuming that the fluid is Newtonian. Then the total stress tensor, \( \tau_{tot} \) which is the molecular rate of transport of momentum can be expressed as:

\[ \tau_{tot} = -\left( p + \frac{2}{3} \mu \nabla \cdot \mathbf{u} \right) \mathbf{I} + 2\mu \mathbf{D} \] (2.5)

where \( \mu \) is the dynamic viscosity, \( \mathbf{I} \) is the identity tensor, \( p \) is the static pressure and \( \mathbf{D} \) is the deformation tensor and is given by

\[ \mathbf{D} = \frac{1}{2} \{ \nabla \mathbf{u} + (\nabla \mathbf{u})^T \} \] (2.6)
In Einstein summation convention, the stress tensor and the deformation can be expressed as

\[ \tau_{\text{tot}} = 2\mu D_{ij} - \left( p + \frac{2}{3}\mu \frac{\partial u_j}{\partial x_j} \right) \delta_{ij} \]

\[ D_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \] (2.7)

where \( \delta_{ij} \) is the Kronecker delta (\( \delta_{ij} = 1 \), if \( i = j \) and 0 otherwise). The dynamic viscosity is in general not constant and here for simplicity a dependence on the temperature is assumed and it is given by the Sutherland relation [23].

\[ \frac{\mu}{\mu_\infty} = \left( \frac{T}{T_\infty} \right)^{3/2} \frac{1.4T_\infty}{T + 0.4T_\infty} \] (2.8)

where \( \mu_\infty \) and \( T_\infty \) are the ambient values.

Therefore using the Gauss divergence theorem again for Equation 2.4, we can obtain the differential form of the Navier–Stokes equations as

\[ \frac{\partial (\rho u_i)}{\partial t} + \nabla \cdot (\rho uu) = \nabla \cdot \tau_{\text{tot}} \] (2.9)

with appropriate boundary conditions as explained in section 3.4. To simplify notation we split the total stress tensor \( \tau_{\text{tot}} \) into the deviatoric and the hydrostatic parts and therefore the final form of the Navier–Stokes equations can be written as

\[ \frac{\partial \rho u_i}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_i u_j + p\delta_{ij}) = \frac{\partial \tau_{ij}}{\partial x_j} \] (2.10)

where \( \tau_{ij} \) is the deviatoric stress tensor, \( \tau_{ij} = \tau_{\text{tot}} + p\delta_{ij} \)

### 2.1.5 Conservation of Energy

An equation for the conservation of energy is required to close the system of equations in a compressible flow along with an equation of state. Energy is a scalar and hence its governing equation forms a scalar transport equation and its transport is governed by the convective and the diffusive fluxes. The diffusive flux is described by a gradient approximation. Again the Reynolds transport theorem can be used to derive the energy equation. The energy, \( E \) here is the total energy and is composed of the internal energy and the kinetic energy.
\[ \frac{\partial}{\partial t} \int_{\Omega} E \, d\Omega + \int_{S} E \mathbf{u} \cdot \mathbf{n} \, dS = \int_{S} k \nabla T \cdot \mathbf{n} \, dS + \int_{\Omega} (\mathbf{u} \cdot \nabla p + \tau_{tot} : \nabla \mathbf{u}) \, d\Omega \quad (2.11) \]

where “\( \cdot \)” denotes the tensor product operator, \( E \) is the total energy and is the sum of internal energy, \( e = \rho c_v T \) and kinetic energy, \( K = \rho u_i u_i / 2 \) that is \( E = e + K \). \( \kappa \) denotes the thermal conductivity given by \( \kappa = \mu c_p / Pr \). \( c_p \) is the specific heat at constant pressure and \( Pr \) is the Prandtl number which denotes the ratio of the momentum to the thermal diffusivity. \( c_p \) is given based on the properties of the gas.

Again, using the Gauss divergence theorem, we can get the differential form of the energy equation.

\[ \frac{\partial E}{\partial t} + \frac{\partial}{\partial x_j} u_j (p + E) = \frac{\partial}{\partial x_j} \kappa \frac{\partial T}{\partial x_j} + \frac{\partial u_i \tau_{ij}}{\partial x_j} \quad (2.12) \]

with appropriate boundary conditions as explained in section 3.4.

The equation of state for an ideal gas gives the relation between the thermodynamic quantities, \( \rho, p \) and \( T \) as

\[ p = \rho RT \quad (2.13) \]

where \( R \) is the gas constant. Subsequently, the speed of sound is given by, \( U_{\text{sound}} = \sqrt{\gamma RT} \), where \( \gamma \) is the ratio of specific heats, \( \gamma = c_p / c_v \).

### 2.1.6 Equation for scalar transport

In general it is possible to have two types of scalar transport, active scalar transport and passive scalar transport. Active scalars are those chemical species that affect the flow usually by reacting with each other such as oxygen and fuel in combustion and usually have an enthalpy production associated with them. Passive scalars on the other hand are passive and do not affect the flow, for example, a passive tracer added to a flow or a non-reacting gas in a flow.

Diffusion and convection are the two main aspects that govern the transport of the scalar in a flow. The convective transport is governed by the velocity of the flow and
the diffusive transport is governed by the diffusion coefficient of the scalar which is a property of the scalar.

Again as before, the governing equation can be derived from the Reynolds transport theorem. The integral form can therefore be written as

$$\frac{\partial}{\partial t} \int_{\Omega} \rho Y_k \, d\Omega + \int_{S} \rho Y_k u \cdot n \, dS = \int_{S} j_k \cdot n \, dS + \int_{\Omega} \omega_k \, d\Omega$$

(2.14)

where $Y_k$ is the concentration of the $k$th chemical species where $k \in \{1, 2, ..., n\}$ and $\omega_k$ is the chemical source term which can form the source or sink for the $k$th chemical species $j_k$ is the diffusive flux which is approximated by a binary flux approximation [24–26]. One has to be careful when using multi-component species as, with a binary flux approximation, the mass conservation for the all species may not be satisfied and a different flux approximation may have to be used. But for the purposes of this thesis, a binary flux approximation will be used and is given by $j_k = \rho \kappa_{scal} \nabla Y_k$. Using this we get,

$$\frac{\partial}{\partial t} \int_{\Omega} \rho Y_k \, d\Omega + \int_{S} \rho Y_k u \cdot n \, dS = \int_{S} \rho \kappa_{scal} \nabla Y_k \cdot n \, dS + \int_{\Omega} \omega_k \, d\Omega$$

(2.15)

Again using the Gauss divergence theorem, we can write the differential form as

$$\frac{\partial \rho Y_k}{\partial t} + \frac{\partial \rho u_j Y_k}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \rho \kappa_{scal} \frac{\partial Y_k}{\partial x_j} \right) + \omega_k$$

(2.16)

with appropriate boundary conditions as explained in section 3.4.

### 2.1.7 Non-dimensionalization

A dimensionless form is usually advantageous when comparing results with experiments and with other computations and hence a non-dimensional form of the equations has been used in all the equations above. The variables have been made non-dimensional by using the ambient speed of sound, $U_{sound,\infty}$ as the reference velocity, the ambient density, $\rho_{\infty}$ as the reference density, $\rho_{\infty} U_{sound,\infty}^2$ as the reference pressure and $U_{sound,\infty}^2/c_p$ as the reference temperature and the nozzle diameter, $d_{jet}$ as the reference length. This type of non-dimensionalization is usually done in compressible flows because of the presence of sound waves. A second velocity scale that has been used is the jet exit velocity, $U_{jet}$. The non-dimensional constants that occur due to the scaling
are Reynolds number, Mach number, Prandtl number and Schmidt number and are defined as follows:

\[
\begin{align*}
Re &= \frac{\rho_{jet} U_{jet} d_{jet}}{\mu_{jet}} \\
Ma &= \frac{U_{jet}}{c_{jet}} \\
Pr &= \frac{\mu c_p}{k} \\
Sc &= \frac{\mu}{\rho D_k}
\end{align*}
\]  

(2.17)

where \(k\) is the thermal conductivity of the fluid, \(D_k\) is the mass diffusivity of the species in the fluid, \(c_{jet}\) is the nozzle speed of sound.

\subsection{2.2 Turbulence}

The physical problem under consideration here is the compressible turbulent jet. It can be classified as a free turbulent flow as it is not a bounded flow and there are no physical walls present in the problem. As remarked upon before, the turbulent jet under consideration here is a jet of a fluid exiting a nozzle of diameter \(d_{jet}\) at a velocity \(U_{jet}\) into an ambient fluid of the same ambient properties as the jet shown in Figure 2.1. The initial flow close to the nozzle is laminar depending on the Reynolds number of the jet and is called the laminar core or the potential core of the flow. As the surrounding medium is a stationary fluid, a shear layer is formed across which there exists a change in the flow properties. This shear layer is unstable and disturbances grow that give the flow an instability that is similar to the Kelvin–Helmholtz instability which grows linearly. The laminar jet flow breaks down to turbulent flow downstream and there is a non-linear coupling between the different disturbances. In the downstream region the jet grows span-wise and height-wise and a phenomenon called entrainment occurs in which the jet incorporates the surrounding fluid. This is shown in Figure 2.1.

For sufficiently high Reynolds numbers, far downstream of the flow a similarity region is observed and a similarity solution can be obtained. Details about the similarity solutions and some more experimental and theoretical comparisons and results can be found in [2].
Figure 2.1: The free turbulent jet geometry
2.2.1 Effect of Reynolds number

The turbulent jet properties and the scales involved in the flow largely depend on the Reynolds number of the flow.

As we can see from Figure 2.2 the rate of spreading of the jet is similar in both cases but the involved scales are largely different. At higher Reynolds numbers the Kolmogorov scale is much smaller because Re scales inversely to the Kolmogorov length scale, $\eta$. If the macroscopic length scale is given as $L$, then

$$\frac{L}{\eta} \sim Re^{3/4}$$

(2.18)

For example, for the problem that will be considered in this thesis, if the diameter of the nozzle is taken as the macroscopic length scale, $d_{jet} = 4 \times 10^{-3}m$, then the Kolmogorov scales for different Reynolds numbers are of the order as shown in Table
2.1. It can be easily seen that the range of scales for high Reynolds numbers is much larger than that for the low Reynolds numbers.

<table>
<thead>
<tr>
<th>Reynolds Number, Re</th>
<th>Kolmogorov Scale, $\eta \times 10^{-3} m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1500</td>
<td>0.017</td>
</tr>
<tr>
<td>3000</td>
<td>0.0098</td>
</tr>
<tr>
<td>8000</td>
<td>0.0047</td>
</tr>
<tr>
<td>15000</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

Table 2.1: Kolmogorov scale estimation at different Reynolds numbers

2.2.2 Expected statistical behaviour

A number of experiments and computations have been performed on jet flow [1, 3–8, 27–30]. From the above experimental and computational results and also from theoretical derivations [2, 31] we can expect certain statistical behaviour in the flow properties as explained below.

1. A linear spreading rate has been observed in experiments and this behaviour is to be expected. This can be quantized by the jet half width or the jet radius as done in the experiments [1, 29, 32] or in numerical experiments [7, 33] or for simplified theoretical models as in [2].

2. A Gaussian type profile is expected for the axial velocity that decays along the axis [7, 32]. The axial velocity peaks along the axis of the jet and decays in directions perpendicular to the axes os the jet. This may also be inferred from the fact that the jet spreads in the downstream. A similar decay is expected in the radial velocity as well. The decay rates have been calculated in [7, 34].

2.3 Spatial discretization

Direct Numerical Simulation involves the solution of the governing Equations 2.3, 2.10, 2.12 and 2.16 by numerical methods and it involves the calculation of the solution without any turbulence modeling and without any models to account for the effect of small eddies as done in RANS simulations or LES but to directly capture these small scales themselves. Therefore the full governing equations are discretized in space and time.
2.3.1 Discretization techniques

In general the spatial discretizations can be classified into three types based on their approach to the physics of the problem, Finite Difference methods (FDM), Finite Volume Methods (FVM) and Finite Element Methods (FEM).

Finite Difference methods are the simplest of the methods and are very simple to implement and are based on direct discretization of the derivatives as in the governing equations. Finite Volume methods have a more physical approach are concerned with the fluxes across control volumes and this idea makes them suitable for conservation laws. Finite element methods are currently used lesser than its counterparts but hold promise for problems with complex and unstructured domains and have a very strong mathematical basis, hence stability and convergence proofs are available making the methods dependable and robust. The disadvantage of the Finite Element methods are that they are relatively more difficult to implement.

In this thesis, Finite Difference methods have been used because of their simplicity and ease of implementation.

2.3.2 Compact finite difference methods

Finite difference methods are the numerical methods that use the difference equations to approximate the differential equations. The most well known and basic finite differences include the Central difference method and the Upwind method. In central difference method, the stencil to calculate the $i^{th}$ value uses the values of the functions to the left and right of $i$ and gives them equal weights. The upwind scheme on the other hand uses values of the functions which are along the direction of the characteristic velocity giving them a higher weight. Therefore for the central schemes, the stencil is always symmetric whereas for the upwind it is skewed and weighted upwind of the characteristic velocity. For example, in the grid given in Figure 2.3, the central difference for the derivatives could be written as $f(i + 2, i + 1, i - 1, i - 2)$ for a fourth order method, whereas for an upwind method it would be $f(i, i - 1, i - 2)$ for a third order approximation when the characteristic velocity is towards the right.

In general, most finite difference methods based on difference equations require a large stencil to achieve a high order method. For example, a second order central difference method requires a 2 point stencil, but a 4th order central difference requires a 4 point stencil. Spectral methods are a class of methods that require a smaller stencil but the
class of problems to which they can be applied are restricted to simple domains and simple boundary conditions. Spectral methods also have the advantage that they have global dependence on the node values in their approximation. Compact finite difference methods are a class of methods that emulate this global dependence and hence can be said to have spectral like resolution as explained by Lele [35]. It was introduced by Hirsch [36] and Adam [37] but it has gained popularity quite recently, especially in the simulation of turbulent flows because of their ability to capture a wide range of scales while being applicable to general boundary conditions and relatively more general domains. In general they solve for the derivatives by using an approximation of the form

\[ \beta f'_{i-2} + \alpha f'_{i-1} + \alpha f'_{i+1} + \beta f'_{i+2} = c \frac{f_{i+3} - f_{i-3}}{6h} + b \frac{f_{i+2} - f_{i-2}}{4h} + a \frac{f_{i+1} - f_{i-1}}{2h} \]  

(2.19)

where \( f' \) is the first derivative of the function \( f \), \( h \) is the step size and the coefficients \( \alpha, \beta, a, b, c \) are calculated by matching the Taylor series expansions of the required order. In general, more function values can always be used to approximate the derivative. Different orders are obtained when Taylor series expansions of different orders are matched and can be referred to from [35].

Using the general form in Equation 2.19, we can obtain a formal highest order of accuracy of 10. This would result in a penta-diagonal scheme, schemes that require solution of a penta-diagonal matrix linear equation to obtain the derivatives. In general, it is easier to solve for a tri-diagonal system because it can be solved very efficiently by the Thomas algorithm. Therefore it is usually more efficient to increase the stencil width and solve for a tri-diagonal system than the other way. To solve for the derivatives, linear systems of the form given in Equation 2.20 need to be solved.
where $A$ is the matrix containing the coefficients of the left hand side of Equation 2.19 and $B$ contains the right hand side coefficients. $f$ is the right hand side vector that contains the values of the function at the required node values and $f'$ values of the unknown derivatives at the required node points. The solution of the matrix equation 2.20 requires the inversion of the matrix $A$ to solve for the unknown vector $f'$.

Mahesh [38] proposed schemes that which are a variation of the schemes of Lele in that he calculated both the first and second derivative simultaneously. Boersma [7, 33] proposed a staggered formulation to calculate the derivatives of the governing equations thereby removing some of the stability issues due to aliasing errors faced by Lele [35]. The staggered formulation has been used in this thesis and has been explained in the next section.

### 2.3.3 Staggered and Co-located grids

A grid can be classified into two categories. Staggered formulation and co-located formulation. This has been shown in the Figure 2.4. In a staggered grid, the fields exist at the cell faces as well as the cell nodes. The scalar fields such as density ($\rho$), concentration ($Y_k$), pressure ($p$), temperature ($T$) and energy ($E$) exist at the cell nodes where as the vector fields exist at the cell faces. This has been illustrated in Figure 2.4(a). In a co-located grid, all the fields, the scalar and the vector exist on the cell node values only and has been illustrated in Figure 2.4(b). For simplicity, only a 2D grid has been shown but the same idea extends to 3D but the cell faces lie on the actual faces of the cube of the 3D grids.

Both the types of grids have their advantages and dis-advantages. A co-located grid is easily extended to curvilinear grid and does not involve any interpolations to calculate the node values but it may suffer from stability issues. The staggered grid on the other hand is more stable and robust but involves more work due to interpolations to and from the node values and is also not easily adapted to complex grids. In this thesis, a staggered grid has been used to because the grid is relatively simple and stability is of more importance.
Boersma [4] proposed staggered compact finite difference schemes of very high order (upto 10th and 12th), a variation of the schemes proposed by Lele [35]. For simulation of a high Reynolds number jet, it is essential to discretize with a high order method to allow for accurate solution while keeping the spatial step relatively large. The schemes were of the form

\[ \alpha f'_{i-1} + f_i' + \alpha f'_{i+1} = d \frac{f_{i+1/2} - f_{i-1/2}}{h} + c \frac{f_{i+5/2} - f_{i-5/2}}{h} + b \frac{f_{i+3/2} - f_{i-3/2}}{h} + a \frac{f_{i+1/2} - f_{i-1/2}}{h} \]  

(2.21)

where \( f' \) is the first derivative of the function \( f \), \( h \) is the spatial step size and the coefficients \( \alpha, a, b, c, d \) are calculated by matching the Taylor series expansions as before. The coefficients that were used for the 10th or order method are given in Appendix B.

It can be seen that near the boundaries, a large stencil is not available. There are two choices available. One would be to reduce the order uniformly near the boundaries and use a one sided scheme at the boundaries. The other would be the creation of ghost points and the values at the ghost points are obtained by appropriate order extrapolations. In this thesis, the the order of the schemes are reduced uniformly near the boundaries as explained in [4].

![Figure 2.4: 2D grid for discretization](image)
2.3.5 Calculating derivatives

It can be seen from the governing Equations 2.3–2.16 that we need to calculate the first derivative and the second derivative. We calculate the second derivative by taking the first derivative as the right hand side function and not through an explicit formula. When the governing equations are cast in a non-conservative form, it becomes necessary to have a rule for the explicit calculation of the second derivative. This is sometimes necessary to dampen the high wave number components that cause instability but the staggered scheme does not require this [4]. It can also be observed that many of the terms involve the product of a scalar and a vector field and their subsequent derivatives. Therefore, an interpolation rule has to be used to calculate the vector field values at the cell nodes and the scalar field values at the cell faces. A appropriate high order method has to be used to interpolate so that the overall order of the calculation of the derivative does not reduce. A similar compact interpolation rule as in Equation 2.21 has been used.

\begin{equation}
\alpha f_{i-1} + f_i + \alpha f_{i+1} = d(f_{i+7/2} + f_{i-7/2}) + c(f_{i+5/2} + f_{i-5/2})
+ b(f_{i+3/2} + f_{i-3/2}) + a(f_{i+1/2} + f_{i-1/2})
\end{equation}

(2.22)

where \( f \) is the function to be interpolated from the cell node values to the cell faces and the coefficients \( \alpha, a, b, c, d \) are calculated by matching the Taylor series expansions as before.

For example, if the term \( \frac{\partial ho u u}{\partial x_j} \) has to be calculated, then first the velocities are interpolated to the cell nodes using the interpolation rule in 2.22 and the product is formed at the cell nodes. The derivatives are then calculated using only the cell node values using the rule 2.21. If an interpolation from the cell faces to the cell node is required, then the interpolation rule is shifted by half a cell and the same rule is used again.

It has to be noted that the derivative and the interpolation rules, 2.21,2.22 are valid only for uniform grids. To extend it to non-uniform grids, a mapping is done to transform the non-uniform grid to a uniform grid and the derivatives are calculated on the uniform grid.

\begin{equation}
\frac{\partial f}{\partial x} = \frac{\partial f}{\partial X} \frac{\partial X}{\partial x} \left( \frac{\partial X}{\partial x} \right)^{-1}
\end{equation}

(2.23)
where $x$ is the coordinate on the non-uniform grid and $X$ is the coordinate on the uniform grid.

A known function, which has the property that its derivative with respect to the non-uniform grid coordinate it does not go to zero inside the computational domain is used to calculate $\frac{\partial X}{\partial x}$.

But this mapping cannot be used for the function values itself. As stated in [4] and shown in [39], a mapping could be constructed for the non-uniform grids but this does not conserve the kinetic energy numerically which is usually essential for a stable numerical scheme. Therefore the same interpolation rule 2.22 is used on the non-linear grid. This reduces the formal order of accuracy but conserves kinetic energy numerically.

### 2.3.6 Drawbacks

When the compact finite difference methods are used to discretize the scalar transport equations, oscillations are observed in the regions of discontinuities. This can make the values of the field unphysical for example, the concentration of a scalar can become negative, which is physically not possible.

The reason for this can be understood by observing that the schemes are central therefore the information is taken from both the upwind side and the downwind side of the point in consideration with equal weights. This is suitable for smooth regions but for regions of discontinuities, the characteristics converge and therefore the information taken from the downwind will cause oscillations and eventual instability. Therefore for such regions upwind stencils must be used to obtain the non-oscillatory behaviour.

Therefore for the scalar transport equations, it is essential to use methods that are non-oscillatory such as ENO [10] or WENO [40] that can switch to upwind schemes near the discontinuities to accurately model the physics. The idea of these schemes are explained in the next sections.

### 2.3.7 Essentially non-oscillatory schemes

Essentially non-oscillatory (ENO) schemes have the property that they make sure that the solution is non-oscillatory especially near the discontinuities. As explained earlier, this is required for problems in which one might expect solution to be oscillatory. ENO
schemes were first introduced by Harten et.al [10] and were worked on extensively by Shu and Osher [12].

The main property that these schemes satisfy is that their Total Variation is either diminishing or bounded, that is they are TVD or TVB. Total variation is defined as

\[ TV(u) = \sum_j |u_{j+1} - u_j| \]  \hspace{1cm} (2.24)

A scheme is said to be Total Variation Diminishing (TVD) if \( TV(u^{n+1}) \leq TV(u^n) \) and Total Variation Bounded (TVB) if \( TV(u^n) \leq B \) in \( 0 \leq t \leq T \), where \( B \) is some fixed value only based on \( TV(u^0) \) for all time steps and time step sizes. Though this can be shown numerically, a theoretical proof for the TVB-ness cannot be easily shown.

The main idea of ENO schemes is to use multiple candidate stencils and select the stencil that is the smoothest in some sense. There are many measures of smoothness available but the simplest one is through a Newton’s divided difference. If \( v(x) \) is the function which has to be solved for, then a primitive function \( Q(x) \) of \( v(x) \), which is a measure of the function in the cell is given in terms of the function by

\[ Q(x_{i+\frac{1}{2}}) \equiv \sum_{j=-\infty}^{i} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} v(\zeta) d\zeta = \sum_{j=-\infty}^{i} v_j \Delta x_j \]  \hspace{1cm} (2.25)

If for instance \( Q(x) \) is the function whose smoothness has to be determined in the stencils, then we consider the value of the \( j \)-th order divided difference when \( j \geq 1 \) as

\[ Q[x_{i-\frac{1}{2}}, \ldots, x_{i+j-\frac{1}{2}}] \equiv \frac{Q[x_{i+\frac{1}{2}}, \ldots, x_{i+j-\frac{1}{2}}] - Q[x_{i-\frac{1}{2}}, \ldots, x_{i+j-\frac{3}{2}}]}{x_{i+j-\frac{1}{2}} - x_{i-\frac{1}{2}}} \]  \hspace{1cm} (2.26)

A \( k \)-th degree interpolation polynomial can be formed using the divided differences that interpolates \( Q(x) \) using \( k + 1 \) points.

\[ I_1(x) = \sum_{j=0}^{k} Q[x_{i-r-\frac{1}{2}}, \ldots, x_{i-r+j-\frac{1}{2}}] \prod_{m=0}^{j-1} \left( x - x_{i-r+m-\frac{1}{2}} \right) \]  \hspace{1cm} (2.27)
Taking its derivative, we can directly obtain the interpolation function for the function, \(v(x)\).

\[
I_2(x) = \sum_{j=1}^{k} Q[x_{i-r-\frac{1}{2}}, \ldots, x_{i-r+j-\frac{1}{2}}] \sum_{m=0}^{j-1} \prod_{l=0}^{j-1} (x - x_{i-r+l-\frac{1}{2}})
\]  

(2.28)

These interpolation polynomials will be used later.

Now, for divided differences we know that

\[
Q[x_{i-\frac{1}{2}}, \ldots, x_{i+j-\frac{1}{2}}] = \frac{Q^{(j)}(\zeta)}{j!}
\]  

(2.29)

for \(x_{i-\frac{1}{2}} < \zeta < x_{i+j-\frac{1}{2}}\), if the function \(Q(x)\) is smooth inside the stencil. Otherwise, if \(Q(x)\) is discontinuous at some point inside the stencil, then

\[
Q[x_{i-\frac{1}{2}}, \ldots, x_{i+j-\frac{1}{2}}] = O\left(\frac{1}{\Delta x^j}\right)
\]  

(2.30)

Therefore starting with a stencil of \(S = \{x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}\}\), points are added successively to the stencil until a discontinuous stencil is encountered or until the maximum stencil width is reached. And this is the smoothest stencil that will avoid the Gibbs like phenomena in the solution. For detailed procedure, [41] can be referred to.

But there are some improvements possible in the ENO methods and these are performed in the WENO methods.

### 2.3.8 Weighted Essentially non-oscillatory methods

Weighted Essentially non-oscillatory (WENO) schemes were first introduced by Liu et.al [14] after realizing that certain improvements were possible in the ENO methods.

1. The selection of the smoothest was not robust and was affected by even round-off errors. Moreover, in the smooth regions as well there was a "free adaptation" of stencils which was not necessary and reduced the order of accuracy in certain situations.

2. The numerical flux calculated from the stencil will not be smooth as the stencil may change at neighbouring points.
3. In general $k$ stencils were considered, covering $(2k-1)$ cells, but only one stencil that was smoothest was chosen, obtaining a $k$-th order accuracy. The idea of WENO, as will be seen below was to use all $(2k - 1)$ cells in the stencils to formally get an accuracy of $(2k - 1)$-th order in at least the smooth regions.

As the name suggests, WENO is the procedure of weighting all the stencils that span $(2k - 1)$ cells and not selection of the smoothest stencil as in ENO. Therefore, the stencil that is the smoothest would be assigned the maximum weight and the stencil containing the discontinuities would be assigned no weight. This solves all the issues that were present in the ENO methods.

Consider the $k$ candidate stencils

$$S_r(i) = \{x_{i-r}, \ldots, x_{i-r+k-1}\}, \quad r = 0, \ldots, k - 1 \quad (2.31)$$

to get $k$ different reconstructions for the value $v_{i+\frac{1}{2}}$ from the average values in the cells,

$$v^{(r)}_{i+\frac{1}{2}} = \sum_{j=0}^{k-1} c_{rj} v_{i-r+j}, \quad r = 0, \ldots, k - 1 \quad (2.32)$$

The idea of WENO is to use a convex combinations of all the $v^{(r)}_{i+\frac{1}{2}}$ defined in Equation 2.32 as an approximation to $v_{i+\frac{1}{2}},$

$$v_{i+\frac{1}{2}} = \sum_{j=0}^{k-1} \omega_r v^{(r)}_{i+\frac{1}{2}} \quad (2.33)$$

The crux of the idea is the choosing of the coefficients $\omega_r$. The required properties of the coefficients are:

1. For stability and consistency, it is required that

$$\omega_r \geq 0; \quad \sum_{r=0}^{k-1} \omega_r = 1 \quad (2.34)$$

2. When the function $v(x)$ is smooth in all the stencils considered in Equation 2.31, we require that the order of the approximation be $2k - 1$ and there exist coefficients $d_r$ such that
we see that $d_r$ satisfies the consistency and stability properties in enumeration 1. Therefore, in the smooth case we would like to have

$$\omega_r = d_r + \mathcal{O}(\Delta x^{k-1}) \quad r = 0, ..., k - 1 \quad (2.36)$$

which would give a $(2k - 1)$-th order accuracy because,

$$\sum_{j=0}^{k-1} \omega_r v_{i+\frac{1}{2}}^{(r)} d_r v_{i+\frac{1}{2}}^{(r)} = \sum_{j=0}^{k-1} (\omega_r - d_r) (v_{i+\frac{1}{2}}^{(r)} - v(x_{i+\frac{1}{2}})) = \sum_{j=0}^{k-1} \mathcal{O}(\Delta x^{k-1}) \mathcal{O}(\Delta x^k) = \mathcal{O}(\Delta x^{2k-1}) \quad (2.37)$$

$$v_{i+\frac{1}{2}}^{(r)} = \sum_{j=0}^{k-1} \omega_r v_{i+\frac{1}{2}}^{(r)} = v(x_{i+\frac{1}{2}}) + \mathcal{O}(\Delta x^{2k-1}) \quad (2.38)$$

3. If any of the stencils has a discontinuity, then we would like those stencils to be assigned a weight of 0 to obtain the ENO behaviour.

4. The weights should be a smooth function of the cell averages of the function. The weights described here are taken from [41] and [15] and are $C^\infty$, infinitely continuous differentiable.

5. Also, it is preferred to have coefficients that are computationally efficient, thus, polynomials are preferred over exponential type functions.

Keeping all the above things in mind, we can arrive at the following form for the weights

$$\omega_r = \frac{\alpha_r}{\sum_{s=0}^{k-1} \alpha_s}, \quad r = 0, ..., k - 1 \quad (2.39)$$

with

$$\alpha_r = \frac{d_r}{(\epsilon + \beta_r)^2} \quad (2.40)$$
where \( \epsilon \) is a small positive number used to prevent the denominator from going to zero. \( \beta_r \) are called the "smoothness indicators" and are used to calculate the smoothness of the function \( v(x) \) in the stencil \( S_r(i) \). The calculation of \( \alpha_r \) shown above is one way to calculate the coefficients but there exist many other improved ways which will be explained later. Therefore, if the function is smooth in the stencil \( S_r(i) \), then \( \beta_r = \mathcal{O}(\Delta x^2) \) and if it has a discontinuity then \( \beta_r = \mathcal{O}(1) \). Therefore, for smooth stencils, \( \omega_r = \mathcal{O}(1) \) and for stencils with discontinuities, \( \omega_r = \mathcal{O}(\Delta x^4) \).

A reconstruction polynomial of order \((k - 1)\)-th degree can be constructed with the stencil \( S_r(i) \) to approximate the value \( v(x_{i+\frac{1}{2}}) \). The total variation is a good measurement of smoothness [40, 41]. Therefore, it is logical to minimize the total variation for this reconstruction polynomial inside the stencil. Therefore, considering the reconstruction polynomial as \( p_r(x) \) for the stencil \( S_r(i) \), Shu [15] derived the following function for the smoothness indicator \( \beta_r \),

\[
\beta_r = \sum_{l=1}^{k-1} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \Delta x^{2l-1} \left( \frac{\partial^l p_r(x)}{\partial x^l} \right)^2 dx
\]

(2.41)

We observe that the right hand side is just a sum of the squared of the scaled \( L^2 \) norms for all derivatives of the interpolation polynomial \( p_r(x) \). It has been shown in [15] that the accuracy condition is satisfied, even near the smooth extrema and that the smoothness measurement is smoother than the divided difference measurement based on the \( L^1 \) norm [41].

### 2.3.9 Combining WENO and compact finite difference methods

Ideally we would like to obtain a scheme that can capture a wide range of scales, not be dissipative and be able to capture discontinuities accurately. But practically this is not achievable because schemes that have to capture discontinuities are dissipative. To obtain the best of both worlds, compact schemes were designed by [21] which used a hybrid of both upwind and central schemes and used a non-linear weighting procedure to assign weights taking into account the smoothness of the stencils similar to the WENO procedure.

The WENO idea in [41], was to interpolate the value of the function \( f \) at the cell center, \( x_{i+\frac{1}{2}} \) by a \((2r - 1)\) order approximation by
\[ \tilde{f}_{i+\frac{1}{2}} = g^{2r-1}(f_{i-r+1}, \ldots, f_{i+r-1}) \quad (2.42) \]

The WENO idea was to split the stencil \( S^{2r-1} \) into \( r \) sub-stencils from \( k = 0, \ldots, (2r-1) \) as

\[ S_k^{2r-1} = (x_{i+k-r+1}, \ldots, x_{i+k}) \quad (2.43) \]

and using the \( r \)-th order approximation from each of the stencils,

\[ \tilde{f}^k_{i+\frac{1}{2}} = g^r_k(f_{i+k-r+1}, \ldots, f_{i+k}) \quad (2.44) \]

where

\[ g^r_k(w_0, \ldots, w_{r-1}) = \sum_{j=0}^{r-1} a^r_{kj} w_j \quad (2.45) \]

to form a convex combination of the interpolations above to get

\[ \tilde{f}_{i+\frac{1}{2}} = \sum_{k=0}^{r-1} \omega^r_k g^r_k(f_{i+k-r+1}, \ldots, f_{i+k}) \quad (2.46) \]

where \( \omega^r_k \) is the non-linear weight obtained as before from Equations 2.39-2.41.

To combine with the compact finite difference method, we just substitute the interpolated values to the Equation 2.21 to get the derivative of the required function.

### 2.3.10 Hybrid weighted non-linear interpolation

As discussed before, central schemes have very low dissipation and upwind schemes have a lot dissipation. Dissipation is required to capture discontinuities and hence the WENO scheme uses the upwind stencil to accurately model the discontinuities. An idea proposed by Liu et al [21] proposes a hybrid weighted non-linear interpolation that incorporates the idea of WENO to assign weights to a hybrid scheme consisting of upwind and central stencils as explained below for a 6th order interpolation.
The sixth order central stencil is given by

\[
\tilde{f}_{i+\frac{1}{2}}^{\text{cent}} = \frac{1}{256}(3f_{i-2} - 25f_{i-1} + 150f_i + 150f_{i+1} - 25f_{i+2} + 3f_{i+3})
\] (2.47)

and the 5th order upwind stencil is given by

\[
\tilde{f}_{i+\frac{1}{2}}^{\text{upw}} = \frac{1}{128}(3f_{i-2} - 20f_{i-1} + 90f_i + 60f_{i+1} - 5f_{i+2})
\] (2.48)

The stencil is given by \( S = \{x_{i-2}, ..., x_{i+3}\} \). Four third order interpolations can be formed from the sub-stencils as

\[
\begin{align*}
\tilde{f}_{i+\frac{1}{2}}^0 &= \frac{1}{8}(3f_{i-2} - 10f_{i-1} + 15f_i) \\
\tilde{f}_{i+\frac{1}{2}}^1 &= \frac{1}{8}(-f_{i-1} + 6f_i + 3f_{i+1}) \\
\tilde{f}_{i+\frac{1}{2}}^2 &= \frac{1}{8}(3f_i + 6f_{i+1} - f_{i+2}) \\
\tilde{f}_{i+\frac{1}{2}}^3 &= \frac{1}{8}(15f_{i+1} - 10f_{i+2} + 3f_{i+3})
\end{align*}
\] (2.49)

A hybrid linear interpolation can be written as

\[
\tilde{f}_{i+\frac{1}{2}}^{\text{hyb}} = (1 - \sigma)\tilde{f}_{i+\frac{1}{2}}^{\text{upw}} + \sigma\tilde{f}_{i+\frac{1}{2}}^{\text{cent}} = \sum_{j=0}^{3} y_j \tilde{f}_{i+\frac{1}{2}}^j
\] (2.50)

where \( y_j \) are the linear weights and \( \sigma \) is the parameter that controls the contribution of the upwind and the central stencil and \( 0 \leq \sigma \leq 1 \). As seen, if \( \sigma = 1 \), then it is a fully central scheme and if \( \sigma = 0 \), then it is a upwind scheme with no central contribution. For the definition of \( \sigma \) we use the ideas from Ren et. al. [19]. He suggests a \( \sigma \) to be defined as a continuous function rather than a abrupt function as done by Pirozzoli [42] and defines it as

\[
\sigma = \min\left(1, \frac{\varrho_{i+\frac{1}{2}}}{\varrho_c}\right)
\] (2.51)

where \( \varrho_c \) is a parameter that controls the dissipation and \( \varrho_{i+\frac{1}{2}} \) is a smoothness indicator defined by \( \varrho_{i+\frac{1}{2}} = \min(\varrho_{i-1}, \varrho_i, \varrho_{i+1}, \varrho_{i+2}) \) and \( \varrho_i \) has been defined by
\[ \varrho_i = \frac{\left| 2(f_{i+1} - f_i)(f_i - f_{i-1}) \right| + \delta}{(f_{i+1} - f_i)^2 + (f_i - f_{i-1})^2 + \delta} \]  \hspace{1cm} (2.52)

where \( \delta \) is another parameter that gains importance for DNS of turbulent, viscous flows, because of the turbulent fluctuations which may make the smoothness indicator very small making the scheme very dissipative when WENO is used. Hence to reduce the dissipation and make sure that the turbulent fluctuations are not damped, Ren[19] suggests to use \( \delta \) as

\[ \delta = \frac{0.9 \varrho_c \xi^2}{1 - 0.9 \varrho_c} \]  \hspace{1cm} (2.53)

and \( \xi \) is a parameter that controls the dissipation and it has been verified that when \( \max((f_i - f_{i-1}), (f_{i+1} - f_i), (f_{i+2} - f_{i+1})) \leq \xi \), we get \( \sigma \geq 0.9 \), therefore making the central sub-scheme dominate the hybrid scheme. The value of \( \xi \) serves as a threshold value and turbulent fluctuations lesser than \( \xi \) will not be damped by the WENO scheme.

Writing it explicitly we obtain the final form.

\[ f_{i+\frac{1}{2}}^{hyb,lin} = 3y_0 f_{i-2} - \frac{10y_0 + y_1}{8} f_{i-1} + \frac{15y_0 + 6y_1 + 3y_2}{8} f_i + \frac{3y_1 + 6y_2 + 15y_3}{8} f_{i+1} - \frac{y_2 + 10y_3}{8} f_{i+2} + \frac{3y_3}{8} f_{i+3} \]  \hspace{1cm} (2.54)

The linear weights are given by

\[ y_0 = \frac{2 - \sigma}{32}, y_1 = \frac{5(4 - \sigma)}{32}, y_2 = \frac{5(2 + \sigma)}{32}, y_3 = \frac{\sigma}{32} \]  \hspace{1cm} (2.55)

To get the WENO scheme, we replace the linear weights by the non-linear weights. Therefore, the hybrid non-linear interpolation is

\[ f_{i+\frac{1}{2}}^{hyb} = \frac{3\omega_0^M}{8} f_{i-2} - \frac{10\omega_0^M + \omega_1^M}{8} f_{i-1} + \frac{15\omega_0^M + 6\omega_1^M + 3\omega_2^M}{8} f_i + \frac{3\omega_1^M + 6\omega_2^M + 15\omega_3^M}{8} f_{i+1} - \frac{\omega_2^M + 10\omega_3^M}{8} f_{i+2} + \frac{3\omega_3^M}{8} f_{i+3} \]  \hspace{1cm} (2.56)
where the weights $\omega^M_j$ are the non-linear WENO weights which have been mapped using a mapping function,

$$m_j(\omega) = \frac{\omega(y_j + y_j^2 - 3y_j\omega + \omega^2)}{y_j^2 + \omega(1 - 2y_j)}$$

(2.57)

This mapping function is required to maintain accuracy at smooth extrema as pointed out by [20]. This mapping function recovers the order of accuracy, $\omega_j$ to the linear weights $y_j$ at the critical points. The properties of $m_j(\omega)$ are

1. It is a non-decreasing monotone function.
2. $0 \leq m_j(\omega) \leq 1$, $m_j(0) = 0$ and $m_j(1) = 1$
3. $m_j(y_j) = y_j$, $m_j'(y_j) = m_j''(y_j) = 0$

The mapped non-linear weights, $\omega^M_j$ can be calculated as

$$\omega^M_j = \frac{\alpha^M_j}{\sum_{d=0}^{3} \alpha^M_d}, \quad \alpha^M_j = m_j(\omega_j), \quad j = 0, \ldots, 3$$

(2.58)

where the non-linear weights, $\omega_j$ are the WENO weights given by

$$\omega_j = \frac{\alpha_j}{\sum_{d=0}^{3} \alpha_d}, \quad \alpha_j = y_j \left( C + \frac{\tau}{\epsilon + \beta_j} \right), \quad j = 0, \ldots, 3$$

(2.59)

where the $\alpha_j$ above is defined to include both the linear weights and the non-linear weights and hence is different from the usual WENO weights. $C$ is a parameter that assigns a weight to the linear part of the weight. As observed by Hu [43], changing $C$ changes the numerical dissipation only slightly. A larger $C$ produces less numerical dissipation. Very large values of $C$ produce numerical instabilities for flows with strong shocks. $\epsilon$ is a small positive number used to prevent the denominator from going to zero. $\tau$ is called the reference smoothness indicator defined by

$$\tau = \beta_3 - \frac{1}{8}(\beta_0 + 6\beta_1 + \beta_2)$$

(2.60)

and finally the smoothness indicators, $\beta_j$ are as given in [21].
2.3.11 Flux splitting

When an upwind scheme is used, the characteristic velocity of the equation must be looked at carefully. Depending on whether the derivative of the flux is positive or negative, the scheme would be upwind or downwind and therefore the stencil must be adapted accordingly. All the above interpolations are given for a positive flux derivative. When the flux derivative is negative, the stencil is mirrored about the point \( x_{i+\frac{1}{2}} \) in the above cases as shown in Figure 2.5. It is important to split the fluxes appropriately to make sure that the upwind stencil is only used on the positive fluxes and the downwind on the negative fluxes.

In general, it is possible to split the fluxes into positive and negative fluxes as

\[
f(u) = f^+(u) + f^-(u)
\]  

(2.61)

where

\[
\frac{df^+(u)}{du} \geq 0 \quad \frac{df^-(u)}{du} \leq 0
\]  

(2.62)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{flux_splitting_diagram}
\caption{Stencils for flux splitting}
\end{figure}
The important aspect to note while splitting the fluxes is that we need to have the split fluxes to have as many derivative as the order of the scheme in the least. There are many choices for flux splitting methods.

We use the Lax-Friedrichs flux splitting, where the total flux is split as $f^\pm(u) = \frac{1}{2}(f(u) \pm \alpha u)$. There are two variants of the Lax-Friedrichs splitting, one is the global splitting and the other is the local splitting, the difference between the two being the value of $\alpha = \max(|f'(u)|)$, where the maximum is taken over either the global or the local range of $u$. For the advection equation, the $f'(u)$ is nothing but the Jacobian of the governing equation and is called its characteristic velocity. It is the slope of the characteristics of the solution when using the method of characteristics.

### 2.4 Temporal Discretization

Once the governing equations have been discretized in the spatial domain, they need to be stepped through time to evolve them in the temporal domain. Generally speaking, by discretizing the equations in the spatial domain and not in the temporal domain, we get a semi-discrete equation which has to be integrated in time to obtain the value of the unknown at each of the physical time steps.

#### 2.4.1 Implicit and Explicit methods

Explicit methods are those methods that can calculate the next time steps from the information of the previous time steps only. Therefore, explicit methods do not have the need to solve linear systems to obtain the unknown values. In general explicit methods can be written by

$$U^{n+1} = F(t_k, U^k, \Delta t), \quad t_k \in \{t_n, \ldots, t_{n+1}\}, U^k \in \{U^m, m| m < n + 1\}$$  \hspace{1cm} (2.63)

Implicit methods on the other hand have a implicit dependence on the information which is not yet known. Therefore, they require a solution of a linear system to obtain the unknown value.
Both the methods have their advantages and their disadvantages. In general, the explicit methods are less stable and require a small time step compared to the implicit methods. The implicit methods on the other hand are computationally expensive as they require the solution of a matrix equation at each time step. Explicit methods are suitable when the flow is transient and turbulent because the time step required for resolution is small and they are less expensive and easy to program than their implicit counterparts. Implicit methods are suitable when the final flow is expected to be steady and a taking a larger time step allows for the solution to reach steady state faster even though the method is more expensive.

As the flow to be studied here is a turbulent, unsteady flow, we use explicit methods. The most well known explicit methods are the Runge Kutta family of methods.

### 2.4.2 Explicit Runge-Kutta methods

The general explicit Runge-Kutta method can be written as

\[ U^{n+1} = U^n + \Delta t \sum_{i=0}^{s} b_i K_i \]  

(2.65)

where the \( K_i \)'s can be written as

\[
\begin{align*}
K_1 &= F(t_n, U^n) \\
K_2 &= F(t_n + c_2 \Delta t, U^n + \Delta t a_{2,1} K_1) \\
K_3 &= F(t_n + c_3 \Delta t, U^n + \Delta t a_{3,1} K_1 + \Delta t a_{3,2} K_2) \\
&\vdots \\
K_s &= F(t_n + c_s \Delta t, U^n + \Delta t a_{s,1} K_1 + \Delta t a_{s,2} K_2 + \cdots + \Delta t a_{s,s-1} K_{s-1})
\end{align*}
\]

(2.66)

where \( s \) is the number of stages the method uses. The constants \( c_i \) and \( a_{i,j} \), \( 1 \leq i, j \leq s \) can be written in a tableau form called the Butcher Tableau as in Table 2.2.

Specifically the tableau for the Runge-Kutta 4th order method that has been used in this thesis is as in Table 2.3.
Table 2.2: Butcher Tableau

\[
\begin{array}{c|ccc}
  c_1 & a_{2,1} & \\
  c_2 & a_{3,1} & a_{3,2} & \\
  c_3 & & & \\
  \vdots & \vdots & & \ddots \\
  c_s & a_{s,1} & \ldots & a_{s,s} \\
  \hline
  b_1 & \ldots & b_s
\end{array}
\]

Table 2.3: Butcher Tableau - RK4

\[
\begin{array}{c|cccc}
  0 & 1 \\
  \hline
  1 & \frac{1}{2} & \frac{1}{2} \\
  \frac{1}{2} & 0 & \frac{1}{2} \\
  1 & 0 & 0 & 1 \\
  \hline
  \frac{1}{6} & \frac{1}{3} & \frac{1}{3} & \frac{1}{6}
\end{array}
\]

For a detailed analysis of the stability analysis of the Runge-Kutta methods using Fourier analysis and stability plots that define the time step restrictions based on the CFL number, one can refer [44, 45].

2.5 Boundary conditions

For the solution of any differential equation, it is required to specify the boundary conditions and if the equation is time dependent, then it may also be necessary to specify a initial condition. In a numerical simulation due to restrictions on the memory and computation there is a truncation of the physical boundaries to create artificial boundaries which are not actually the boundary of the equation but a necessity for the simulation. Boundary conditions have been a corner stone of fluid mechanics and have been one of the most complicated aspects in the solution of the governing equations for a problem.

For direct numerical simulations which aim to simulate flows by resolving the small scales as well, accurate methods are essential. For these accurate methods, it is important that the boundary conditions be treated carefully. With the simulation of turbulent flows, it also becomes important to take care of waves and their reflections
at the boundaries. With unsteady flows, there is the added complexity that these waves cannot be dampened by the numerical dissipation and therefore other non-reflecting or absorbing boundary conditions have to used.

It has been explained by [46] and shown experimentally by many others [47, 48] that acoustic waves are important in turbulent flows and are coupled to many turbulent mechanisms. Therefore to capture these waves it is important to accurately control the behaviour at the boundaries.

As the well-posedness of the boundary conditions used are critical to the solution of any partial differential equation, this is quite important. This well-posedness has been shown for Euler equations by [49] and for some cases for the Navier–Stokes equation by [50].

Apart from the usual boundary conditions, for numerical implementations, numerical boundary conditions (compatibility relations) are sometimes required to solve for unknowns not specified at the boundaries.

Various types of boundary conditions have been developed by various authors:

1. Poinsot and Lele [46]: Developed general boundary conditions that give the number of boundary conditions that need to be implemented for well-posedness including the compatibility relations. Their methods used the characteristics of the equations and were called the Navier–Stokes characteristic boundary conditions (NSCBC) and were an extension of the methods by Thompson [51].

2. Bogey and Bailly [52]: Developed non-reflective boundary conditions to minimize acoustic reflections and also used a sponge layer to dampen the reflections.

3. Colonius et al [53]: Developed non-reflective boundary conditions for the non-linear NS equations and reducing the reflection at the outflow by using grid stretching and filtering.

4. Tam and Dong [54]: Developed radiation boundary conditions that allow for a smaller computational domain. These boundary conditions were also developed for acoustics therefore are meant to be non-reflective.

These are the variety of boundary conditions available but the ones that were used for the simulation will be elaborated on in section 3.4.
Chapter 3

Implementation and Tests

This chapter explains the implementation aspects and also shows some of the tests that demonstrate the ideas explained in Chapter 2. The objective of this chapter is to make the reader understand the implementation aspects, establish the proof of concept and validate the methods used in the simulation of the actual problem.

3.1 Implementation

The code was implemented in FORTRAN 77/90 and uses a combination of the features of both the standards. An Intel 2016 FORTRAN compiler was used.

3.1.1 Direct Numerical Simulation

Direct Numerical Simulation (DNS) involves the direct discretization of the governing equations without the use of any modeling. It differs from its counterparts LES, RANS and URANS in the aspect that all these methods use models to capture the effect of the smaller scales and transfer them to the larger scales (LES) or use an averaging procedure and a turbulence model to model the turbulent fluctuations (RANS).

From a physical perspective, DNS accurately captures the physics without modeling given enough computational power and time. For problems with very high Reynolds numbers the range of scales which need to be captured to obtain accurate flow characteristics also increases making DNS impractical due to the need for higher computational power. In these cases, LES and RANS methods are more suitable. This thesis
makes use of DNS to simulate the compressible turbulent jet. Though the DNS as a tool for industrial research is still not viable, it can be very valuable as a design tool for the models used for LES and RANS. It can also be used to test various discretization methods and compare them to experimental results for further use in other simulation paradigms.

3.1.2 Parallelization

Parallelization has been used in this thesis to speedup the computations. This parallelization has been done using the Message Passing Interface (MPI) libraries.

3.1.2.1 Message Passing Interface

MPI is a standard used for communication between different processes in a multi-process program and all the MPI libraries, OpenMPI, IntelMPI, MPICH etc., follow the standard. It outlines basic routines that allow for communication between the different processes working in parallel.

3.1.2.2 Implementation

The first aspect of parallelization is the decomposition of the domain and assignment of the different processes to the sub-divided domains. The code in this thesis uses the 2decomp \(^1\) pencil decomposition library to divide the domain as shown in Figure 3.1. As the problem in consideration is a 3D problem, there are 3 solves involved. In the \(x\), \(y\) and \(z\) directions and are done sequentially. The \(x\) and the \(z\) solves are done with the domain in the left of the Figure 3.1. The data is then transposed such that there are no divisions perpendicular to the \(y\) domain as shown in the right side of the Figure 3.1.

3.1.2.3 Memory Requirements

Memory requirements can be divided into two parts: the memory required during the running of the code, which includes the memory of the various variables and fields

\(^1\) :http://www.2decomp.org/index.html
which includes both the local and the global fields. The other one is the memory required to store the variables and fields required for post-processing.

Tests were performed on both using both single precision and double precision and single precision results were sufficiently close to the double precision results. Hence only single precision was used. This reduces the memory requirements and the computing time and hence is optimal.

If we consider the number of grid points as \( n \times m \times l \), we see that we need to store the fields at each of these grid points throughout the runtime of the program and output them for post-processing, if required.

The fields that need to be stored are: \( u, v, w, p, T, e, Y_k, \rho \). Considering the overall number of grid points to be \( N = n \times m \times l \). Each of the numbers being a single precision, \texttt{real}, requires 4 bytes of memory. Therefore the memory required for the global variables is \( 4 \times 8 \times N \) bytes. Adding the memory taken by the grid points values, and the fact that we are working on a staggered grid, the overall memory required scales as \( \mathcal{O}(80N) \), where \( N \) is the number of grid points. This is the minimum memory that is required in the program. If all the temporary variables are considered, the memory required can increase upto \( \mathcal{O}(120N) \), but these temporary variables and fields are
deallocated at the exit of a subroutine and therefore the memory is free again for the next subroutine.

3.1.2.4 Computing requirements and timings

As described earlier, for this thesis, a 12th order method is used for regular interpolation and calculating the derivatives. A fourth order method is used for the WENO interpolations. With great order of accuracy of methods comes great requirement for computing power. A strong scaling test shows the following timings.

![Strong scaling test, Problem size: 128 × 64 × 64](image)

We see that for a constant problem size, increasing the number of processes, reduces the run time per time step. The overall number of processes is bound by the computing limits and by the memory requirement of the entire program.

3.2 Discretization

This section elaborates on the implementation styles of the spatial and the temporal discretizations and the variations possible and their efficiencies with respect to computing time and memory.
3.2.1 Spatial discretization

This thesis uses the staggered schemes of Boersma [4] to differentiate each of the terms and to interpolate between the staggered and the co-located grids when needed. The scalars, $\rho, e, T, Y_k$ are present on the cell centers whereas the vector fields, $u, v, w$ are on the cell faces corresponding to the respective normal directions.

3.2.1.1 Conservation of mass

The mass conservation equation is given in Equation 2.3. This equation requires the spatial derivative of the mass fluxes, $\rho u_j$ with respect to the direction $x_j$. First the density is interpolated to the face in the direction of $x_j$, and multiplied with $u_j$ to form the flux product. This is stored for further use. The term $\partial(\rho u_j)/\partial x_j$ is then calculated at the cell center. The equation is then stepped in time.

3.2.1.2 Conservation of momentum

The momentum equations are given in Equation 2.10. They are a set of three equations in the $x, y, z$ directions. Two terms can be identified here: the convective terms, $\partial(\rho u_j u_i)/\partial x_j$ and the diffusive terms, $\partial(\tau_{ij})/\partial x_j$. For the convective term, $\partial(\rho u_j u_i)/\partial x_j$, the velocities, $u_j$’s are interpolated to the cell centers and the derivative is computed at the cell faces. For the term $\partial(\rho u_j u_i)/\partial x_j$, the flux, $\rho u_j$ and velocity $u_i$ are interpolated to the cell corner and the derivative is obtained at the cell face. The pressure gradient for the $x$ momentum equation is calculated at the cell face directly as the values are already available at the cell centers. The diffusive terms are also calculated in a similar fashion where the role of the flux is taken by the first derivative. The terms are added and the equation is stepped in time to obtain the fluxes through which the velocities are then reconstructed.

3.2.1.3 Conservation of energy and scalars

Both the scalar conservation equations have two main terms, the convective terms and the diffusive terms. The convective terms, $\partial((E + p) u_j)/\partial x_j$ and $\partial(Y_k \rho u_j)/\partial x_j$ are calculated by interpolating the scalars, $E, Y_k$ to the cell faces and multiplying with the velocities and calculating the derivative at the cell centers. The diffusive terms involve the calculation of a first derivative term of the scalar ($T$ or $Y_k$), which is calculated at
cell face directly and multiplication of that with the diffusion coefficients, $\kappa$ which is interpolated to the cell face and multiplied with the derivative previously calculated and the final derivative is calculated at the cell center. The last term for the energy equation includes a derivative term that models the energy diffusion by shear. The shear stress term, $\tau_{ij}$ is interpolated to the cell face and multiplied with the velocity, $u_j$ and stored during the solution of the momentum equation. This term is then used here and the final derivative is calculated at the cell center.

For the scalar equation, the WENO method has been used to remove the oscillations that were occurring if solved without a non-oscillatory method. The WENO interpolation is required only for the convective terms in the scalar equation and before taking the derivative, the terms are interpolated through a WENO procedure. Therefore, for the convective terms of the form $\partial(Y_k \rho u_j)/\partial x_j$, the velocity, $u_j$ is interpolated to the cell center and the product $Y_k \rho u_j$ is formed. This quantity is then interpolated using the WENO procedure as in Equation 2.56 to the cell faces and the derivative is calculated. As this is a convective term and the WENO interpolation involves stencils some of which are upwind(downwind) and that the convective velocity $(\rho u_j)$ can be positive or negative, we need to use a flux splitting method to use the appropriate stencils. This was done as shown in Equation 2.61 using the Lax-Friedrichs flux splitting. The convective velocity was the interpolated velocity (to the cell center) multiplied with the density. After the WENO interpolation the derivative of the term was taken using the compact finite difference method of Boersma.

The stencils for the WENO interpolations are centered about $x_{i+1/2}$. This means that at the left and right boundaries in all the three spatial directions, appropriate ghost values need to be calculated. This is done using a simple Lagrangian extrapolation procedure. This procedure is similar to the Lax-Wendroff procedure[55] which is a more generalized version of the Lagrangian extrapolation procedure. This Lagrangian extrapolation procedure has been explained in Appendix A.

### 3.2.2 Temporal discretization

The fourth order Runge Kutta method was used to advance the equations in time as given in Equation 2.65, specifically the RK4 method. For example, for the mass equation, all terms expect the one with the time derivative are first calculated and stepped through time with intermediate values as required.
The TVD-RK [56] was also experimented with for the scalar equation to improve stability, but no changes were observed in the results, hence all results shown are of the RK4 method.

For ease in programming, the time derivative in the Equation 2.16 was split so that instead of the concentration flux only the concentration could be calculated for. The time derivative of the density was used from the mass equation. The final equation is

\[ \rho \frac{\partial Y_k}{\partial t} + Y_k \frac{\partial \rho}{\partial t} + \frac{\partial \rho u_j Y_k}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \rho \kappa_{scal} \frac{\partial Y_k}{\partial x_j} \right) + \omega_k \]  

from which the scalar concentration, \( Y_k \) was calculated for.

### 3.3 Grid

Two types of grids are possible: the non-uniform grid and the uniform grid. A non-uniform grid allows for stretching and a fine mesh in regions where a higher resolution is required and a coarse mesh where there is no interest, which allows for a higher efficiency.

A uniform grid on the other hand, can only have a single resolution capability and to capture a higher resolution, a finer mesh is required. For the compact finite difference method, it is necessary to have a mapping to a domain with a uniform grid as explained in Equation 2.23. This mapping unfortunately introduces transfer errors after the WENO interpolation has taken place and hence a non-uniform grid cannot be used when using a compact hybrid WENO interpolation yet. Hence, in this thesis a uniform grid has been used with a fixed step size which can vary with the direction, if required.

### 3.4 Boundary conditions

As we work in a cartesian grid, our domain is a box and hence we have six face boundaries. The left boundary along the \( x \) axis is the inflow boundary where the jet enters the domain through the nozzle. The domain starts at the exit of the nozzle and the nozzle is not a part of the domain. The right boundary along \( x \) is the outflow boundary. The four other faces form the walls and have normals that are perpendicular to the \( x \) direction.
This thesis makes use of the ambient boundary conditions in which the quantities at the boundaries are set to the far-field ambient values. This means that for the boundary condition to make sense and be physical, one has to either increase the domain size to allow for the physical region of influence of the jet to be far from the boundaries emulating the far-field region or one can use sponge layers and damping methods to reduce the abrupt change of the quantities when the boundaries are close to the physical region of influence of the jet.

In general the well known boundary conditions are as developed by Lele [46] and Thompson [51]. But these boundary conditions require a large domain when ambient conditions are used as they may produce reflections which can influence the solution. In this thesis, the basic idea of the boundary conditions being the same as Lele [46], additional damping layers were added to ensure that the solution was reflection free.

As given in [46], for a subsonic inlet, the boundary conditions are not well defined. Therefore, an artificial convection velocity is added to the axial velocity to make it locally supersonic. This is also done at the outflow where the flow is convected out of the domain axially with an additional axial velocity. This supersonic velocity at the inflow and the outflow means that the no other flow variables need to be specified at the outflow to obtain a well-defined problem. The artificial convection velocity is reduced to zero uniformly in the interior of the domain. The region where the artificial convection velocity is added is limited to a region very close to the inflow and the outflow of the domain so that the solution is not affected by it. At the boundaries whose normals are perpendicular to the axial direction, the flow variables are set to ambient conditions. Even though this is strictly not true, but due to computational and physical constraints to limit the domains, we impose this. As these boundaries are far away (effectively, due to the damping and sponge layers) from the region of influence of the jet, this condition still gives meaningful results. Additionally, damping layers are added to ensure that the reflection from the boundaries do not affect the solution.

The damping is done at the boundaries by adding

\[ - A(x, y, z)(\mathcal{Q} - \mathcal{Q}_{\text{tar}}) \]  

(3.2)

where \( A \) is a function that is small in the required damping layers and zero in the interior of the domain. \( \mathcal{Q} \) is the quantity to be damped for the equation being solved. For example for the conservation of mass, Equation 2.3, \( \mathcal{Q} = \rho \). The quantity \( \mathcal{Q}_{\text{tar}} \)
is the time averaged quantity in the simulation. This time averaged quantity was calculated by averaging in both time and in the tangential space direction. If $A_1$ consisted of the time average of the previous $n$ time steps, and $A_2$ was the time average of the previous $n + n_0$ time steps, after $n_0$ steps, $A_1$ was replaced by $A_2$ and $A_1$ was set to zero. This way an average of the quantities between $n_0$ and $2n_0$ was available.

3.4.1 Inflow boundary

At the left boundary, the jet enters the domain and hence an inflow profile for the jet is required. The inflow profiles used were based on [57] and were such that at the downstream of the flow (exit of the nozzle), the mean velocity profiles would match. The values for various quantities were defined as given in Equation 3.3

$$
\begin{align*}
    u &= \frac{Ma}{2} \left( 1 - \tanh \left[ B \left( \frac{r}{r_{jet}} - \frac{r_{jet}}{r} \right) \right] \right) \\
    v &= 0.0 \\
    w &= 0.0 \\
    \rho &= 1 + \left( \frac{T_0}{T_{jet}} \right) \frac{u}{Ma} \\
    E &= \frac{1}{\gamma(\gamma - 1)} + \frac{1}{2} \rho u^2 \\
    Y_k &= \begin{cases} 
        1.0, & d \leq d_{jet} \\
        0.0, & \text{else} 
    \end{cases}
\end{align*}
$$

(3.3)

where $d_{jet}$ is the jet diameter and $d$ is twice the radial distance in the inflow plane from the center of the jet. $B$ is a parameter that controls the shear layer thickness and is based on the momentum thickness. At a region very close to the inflow, small additional terms are added as well to force the jet to the inflow state. Though this is not physical, this region is restricted to a very small region near the inflow and hence the flow downstream remains physical as will be seen in the results.

Additionally at the inflow, perturbations are added to the flow to allow for the development of unstable modes. The method is similar to that described in [5]. These perturbations are directly added to the parameter $B$ controlling the shear layer thickness and is as given in Equation 3.4
\[ B = B(\theta, t) = B_0 + \sum_m \sum_n B_{nm} \cos(f_{nm}t + \phi_{nm}) \cos(m\theta + \psi_{nm}) \] (3.4)

where \( B_{nm}, f_{nm}, \phi_{nm}, \psi_{nm} \) are the azimuthal modes that are randomly updated in time. \( B_0 \) is the jet shear layer thickness parameter that is based on the momentum thickness and is set to 8.0 for all simulations here.

### 3.4.2 Outflow boundary

Due to the supersonic inlet and the supersonic outlet boundary condition used, there is no need to specify additional flow variables at the outflow to obtain a well-defined problem. Additionally, the flow quantities are filtered to remove large fluctuations from affecting the solution quality. For a flow quantity \( F \), the filtered quantity \( \hat{F} \) is used obtain the new quantity as in Equation 3.5.

\[
F^{\text{new}}(x, y, z) = F^{\text{old}}(x, y, z) + 0.5(1 - \tanh[a_{fil}(x_{\text{max}} - x - x_{fil})])(\hat{F}^{\text{old}}(x, y, z) - F^{\text{old}}(x, y, z))
\] (3.5)

The values of \( a_{fil} \) and \( x_{fil} \) are set at 2.5 and 0.0 respectively for the simulations presented here. The filtered quantity, \( \hat{F} \) was obtained by using a spatial filter which was a compact filter.

### 3.4.3 Lateral boundaries

For the lateral boundaries, the solution is specified at certain state. This may be the average state or the ambient state. To allow the solution to smoothly go to the specified state at the boundaries, damping or sponge layers are added as described earlier.

### 3.5 Numerical Tests

This section compares the different methods and shows the improvement possible due to the WENO methods. A simple test cases was considered, the advection equation.
3.5.1 The Advection equation

The advection equation as shown in Equation 3.6 is an important test case for all numerical methods as the exact solution is known and the behavior is very well understood. Even though it is a simple linear equation, for some initial conditions, it can be quite difficult to accurately solve the equation.

\[
\frac{\partial C_{\text{test}}}{\partial t} + u_{\text{test}} \frac{\partial C_{\text{test}}}{\partial x} = 0
\] (3.6)

Two initial conditions were considered. One being a smooth initial condition, a sine wave and another being a square wave, with two sharp discontinuities. For both cases, the advection velocity, \( u_{\text{test}} = 1.0 \). The final time, \( t_{\text{end}} = 10.0 \). The number of grid points was equal to 100 for the square wave and 50 for the sine. The CFL number, \( \text{CFL} = \frac{dt|u_{\text{test}}|}{dx} \) was set at 0.7. To emulate the effects of interpolation between the cell centers and cell faces in the problem, the values of \( C_{\text{test}} \) originally at the cell centers were interpolated to the cell faces. For just the compact finite differencing method, the derivative at the cell faces were taken to obtain the values of the derivatives at the cell centers. For the compact WENO methods, the cell face values were interpolated back to the cell centers and the final derivative was taken using the values from the cell centers and the cell faces as done by Liu et al. [21].

Figure 3.3 shows the comparison between the three schemes for the solution of the advection equation. The following observations can be made:

1. The compact finite difference scheme oscillates near the discontinuities which makes it unsuitable for problems with strong discontinuities, Figures 3.3(a),3.3(b). For a smooth initial condition, it behaves very well as can be seen from Figures 3.3(c),3.3(d).

2. The WENO 4\textsuperscript{th} order scheme does not oscillate either with the smooth initial condition or in the presence of strong discontinuities.

3. The WENO 6\textsuperscript{th} order scheme on the other hand can oscillate downstream of a discontinuity but behaves well upstream of a discontinuity. Though the order of the scheme is higher, these oscillations, even if very small make it unsuitable for the actual physical problem. These small oscillations were observed by Liu et al [21] as well.
From the above test, we showed the need for the WENO methods and the situation in which WENO methods are required. As the computational effort required by the 4\textsuperscript{th} order interpolation is lesser than that of the 6\textsuperscript{th} order interpolation and that the 4\textsuperscript{th} order interpolation is stable and non-oscillatory, this thesis uses the 4\textsuperscript{th} order interpolation for all simulations.
Chapter 4

Scalar transport in turbulent jet

This chapter presents the simulation results and an analysis of the physics of the flow given specific flow conditions. First small cases are considered to show the effect of various numerical parameters and choose the optimal parameters. Finally, results are presented for the larger grid and some physical parameters are varied to obtain information about their effects on the flow and the results are compared with experiments and previous available simulations.

4.1 Need for a non-oscillatory method

Figure 4.1 compares the scalar fields just from compact finite difference to the ones with the compact WENO. From Figure 4.1 we can see that the compact FD method has a lot of oscillations around zero making the scalar concentration values near large gradients or discontinuities, unphysical. As a comparison, when a WENO interpolation is used, the oscillations vanish and we get a physical non-oscillatory solution. Therefore, at higher Reynolds numbers it is important to use a WENO method to remove the oscillations in the flow and accurately capture the discontinuities.

4.2 Numerical dependencies

This section tests the differences in the physical solution due to the numerical parameters. Three cases (4.2(a), 4.2(c), 4.2(b)) are considered:
1. Compact finite differencing: The scalar transport equation is solved using the compact finite difference method just as the rest of the equations.

2. WENO, low dissipation: The scalar equation is solved with an additional WENO interpolation but with low numerical dissipation. The numerical parameters were set as $\epsilon = 10^{-9}, C = 9.0, r_c = 0.1$. An explanation of the parameters has been given in section 2.3.

3. WENO, high dissipation: The scalar equation is solved with an additional WENO interpolation but with high numerical dissipation. The numerical parameters were set as $\epsilon = 10^{-6}, C = 5.0, r_c = 0.4$. An explanation of the parameters has been given in section 2.3.

### 4.2.1 Observations

The following observations were made from the numerical tests:

1. The Compact FD method, using effectively a central difference stencils had a lot of oscillations above the maximum possible concentration level and also negative concentrations which were unphysical.
Figure 4.2: Scalar concentration contours

(a) Scalar concentration: Compact FD  (b) Scalar concentration: WENO, low dissipation  (c) Scalar concentration: WENO, high dissipation

Figure 4.3: Iso-surfaces of vorticity
2. The concentration in the region close the jet axis falls sharply for the Compact FD method but not when WENO interpolation is used.

4.3 Validation

To ascertain the accuracy and validity of the results obtained, comparisons with existing literature was performed. The normalized averaged centerline velocity (NACV) of the current method with a resolution of 960 \times 480 \times 480 with time step size 1/200 and a CFL number of 0.5 was compared with experimental results given in [29] and [58]. The Reynolds number was set at 1 \times 10^4 and the Mach number at 0.5, both of which were very close to the experimental conditions for the results in [29] and [58].

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4_4.png}
\caption{Comparison with experimental results at Re = 1 \times 10^4, y normal}
\end{figure}

The Figure 4.4 shows that the centerline velocity matches pretty well with the experimental results. From this figure we can infer the following:

1. The potential core of the jet extends to about \( x/D = 7 \) for the current physical conditions.

2. The good agreement with the experimental results shows that the spatial and temporal grid spacing are enough to capture the averaged statistical information.
in the DNS study. Therefore, similar resolutions have been used in all simulations here on.

3. The trend in the NACV is $1/X$ which is as expected from the literature. A decay rate study has been performed next.

The trend in the NACV, $\frac{u_{avg}}{u_0}$ is $1/X$ where $X = x/D$. Then this implies that the inverse of the NACV, $\frac{u_0}{u_{avg}}$ will be a straight line in the field after the potential core. This allows us to estimate the slope of the curve hence a property of the flow to quantify its behaviour based on the physical parameters.

![Graph showing comparison with experimental results at Re = $1 \times 10^4$, decay rates, y normal](image)

**Figure 4.5:** Comparison with experimental results at $Re = 1 \times 10^4$, decay rates, $y_{normal}$

The decay rates calculated from Figure 4.5 are tabulated in Table 4.1

<table>
<thead>
<tr>
<th>Method</th>
<th>Decay rate (inverse of the slopes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental, HCG [9]</td>
<td>5.78</td>
</tr>
<tr>
<td>Experimental, WF [9]</td>
<td>5.71</td>
</tr>
<tr>
<td>Current DNS</td>
<td>5.11</td>
</tr>
</tbody>
</table>

**Table 4.1:** Decay rates of NACV at $Re = 1 \times 10^4$

We see that the expected decay rates are between 5.0 and 5.9 as given in [59]. The decay rates observed here as well in other numerical simulations are lower than those of their experimental counterparts.
4.4 Final observations and results

This section compares the compressible turbulent jet at a moderately high Reynolds number of 8500, high Mach number of 0.9 and Schmidt numbers of 0.5 and 1.0. Some observations are noted and based on the observations some final conclusions are drawn.

4.4.1 Observations

The Figure 4.6 shows the scalar concentration fields for three different simulations. Two are for the same physical conditions and the methods of simulation are different, being the compact finite difference method and the WENO method and the last one
Figure 4.7: Comparison of Compact FD with WENO at Re = 8500 and Sc = 1.0
for a smaller Schmidt number to see the effect of Schmidt number on the concentration field. In Figure 4.7, $Y_{k,\text{norm}} = Y_{k,\text{avg}}/Y_{k,0}$, $U_{\text{norm}} = u_{\text{avg}}/u_0$, where $u_{\text{avg}}$ was the averaged centerline velocity and $Y_{k,\text{avg}}$ was the averaged centerline concentration. The following observations were made:

1. We can observe that the instability modes that dominate the initial evolution of the jet is the helical mode for both the compact FD and the compact WENO method as expected for a higher Schmidt number.

2. It can also be observed that the compact FD has sharp transitions whereas the compact WENO has smoother transitions.

3. The behaviour of the Normalized Averaged Centerline Concentration (NACC) was found to be very similar to that of the NACV as expected and a $1/X$ behaviour was observed which closely followed the NACV curves.

4. For the same Schmidt numbers, the compact FD method had a lower decay rate than its compact WENO counterpart as seen from Table 4.2. This higher decay rate in WENO is as expected for a normalized averaged scalar concentration as observed in [9].

5. The distance from the inflow at which the NACV and the NACC reduced to 30% of initial value was about $x = 16D$ for the compact FD method and $x = 18D$ for the compact WENO method.

6. A Gaussian type profile was observed for a concentration profile taken perpendicular to the axis at a certain $x/D$. It was also observed that the compact WENO followed the velocity profile more closely than the compact FD method.

7. The potential core region, the region close to the inflow and the centerline axis which has both the NACC and NACV close to 1.0 extends to about $x/D = 6$ in both the compact FD and the compact WENO cases.

<table>
<thead>
<tr>
<th>Method</th>
<th>Decay rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact FD</td>
<td>4.89</td>
</tr>
<tr>
<td>Compact WENO</td>
<td>6.62</td>
</tr>
</tbody>
</table>

Table 4.2: Decay rates of NACC at $Re = 8.5 \times 10^3$, $Sc = 1.0$

In Figure 4.8, a comparison for two Schmidt numbers, $Sc = 1.0$ and $Sc = 0.5$ has been done. Figures 4.6(b) and 4.6(c) show the scalar concentration fields. The following observations can be made:
Figure 4.8: Comparison of WENO at Sc = 0.5 and Sc = 1.0 at Re = 8500
1. We can see that the scalar fields in Figures 4.6(b) and 4.6(c) have different behaviour even though their averaged statistical behaviour is similar. For a higher Schmidt number, the dominating instability modes are helical whereas for a lower Schmidt number, the instability modes are varicose close to the potential core. Eventually, the high order helical modes break up the shear layer of the jet into coherent structures which merge and interact in a non-linear way downstream. These instability modes are linear and as described in [60] and in [61] and only either the varicose mode or the helical mode can dominate the initial evolution of the jet.

2. For the lower Schmidt number case, the decay rate is lower than that of the higher Schmidt number case as shown in Table 4.3 and in Figure 4.8(e).

3. The Gaussian like profile observed has a wider base for the higher Schmidt number case than for the lower Schmidt number case.

<table>
<thead>
<tr>
<th>Method</th>
<th>Decay rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact WENO, Sc = 1.0</td>
<td>6.62</td>
</tr>
<tr>
<td>Compact WENO, Sc = 0.5</td>
<td>6.17</td>
</tr>
</tbody>
</table>

Table 4.3: Decay rates of NACC at Re = 8.5 \times 10^3

4.4.2 Inferences and explanations

The above observations can be explained by:

1. The potential core of the jet, the region close to the inflow and the jet axis is the region in which no mixing occurs for the case of when more than one species exist. The flow is more or less directly advected downstream in the potential core. Downstream of the flow, the potential core breaks down, going from a laminar flow to a fully turbulent flow as evident from the increase in magnitudes of the cross-axis velocity \((v, w)\) gradients.

2. The two main class of modes of instabilities are the symmetrical mode \((m = 0)\) and the the asymmetrical modes \((m = \pm 1, \pm 2\ldots)\) which are higher order instabilities. The important modes of instabilities in the flow are generally the varicose mode \((m = 0)\) and the helical mode \((m = \pm 1)\) [61]. In this thesis, instabilities were added to flow according to Equation 3.4 with components which were randomly updated in time. The instability modes are dependent on the
inflow profile and the shear layer thickness. As the axial velocity reduces in the flow in the downstream at the near end of the potential core region, the shear roll-up occurs and we see a Kelvin-Helmholtz type instability. Depending on the physical conditions and the parameters, either the symmetrical instability mode or the asymmetrical mode dominate in the potential core end region breaking the shear layer into coherent structures and defining the evolution of the jet downstream.

3. The sharp transitions observed in the compact method are due to the oscillations produced by the method near large gradients. These oscillations produce unphysical values of the concentration and are hence undesirable. These sharp transitions are removed in the compact WENO methods.

4. The length of the potential core region depends on the type of instability breaking the shear layer and is hence dependent on the Reynolds number and the Mach number. Hence, this length is same in both the compact FD and the compact WENO methods.

5. A linear spreading rate implies a $1/X$ profile for both the concentration and the axial velocity. As the jet spreads the axial velocity decreases as one moves away from the jet centerline. This gives a Gaussian type profile as observed above.

6. The centerline, i.e $y/D = 0$ has the maximum axial velocity and therefore the maximum concentration value due to the linear spreading. As we move downstream, the magnitude of the axial velocity decreases as a result of the increase in the jet half-radius and the Gaussian profile dampens to zero in the far-field of the jet inflow as expected for a free turbulent flow.

7. The Schmidt number is the ratio of momentum diffusivity to the mass diffusivity. A Schmidt number equal to 1 tells us that the mass diffusivity is equal to the momentum diffusivity which is governed by the viscosity. A Schmidt number less than 1 means that the mass diffusivity of the species being transported is higher than the momentum diffusivity governed by the fluid viscosity. This means that the diffusion due to the viscosity is lesser than that of the species diffusivity making the flow in a manner less viscous for the species. Therefore, the decay rate in the scalar field is lesser even though the axial velocity velocity is higher.

8. This lower spreading rate in the lower Schmidt number case also means a narrow Gaussian profile for the scalar concentration field at a certain $y/D$ value compared to the higher Schmidt number case.
Chapter 5

Conclusions and Future work

This chapter provides a conclusion to the work and summarizes the results and observations of the thesis. It also presents the reader with ideas for future work possible to develop on the results and ideas presented in the thesis.

5.1 Conclusions and recommendations

From the results and inferences above, the following conclusions can be drawn.

1. Scalar transport in a compressible turbulent jet at moderately high Reynolds numbers cannot be accurately modeled by a central compact method as it produces oscillations which are unphysical.

2. A non-oscillatory method is needed to remove the unphysical oscillations that are characteristic in the compact method near large gradients.

3. To reduce the numerical dissipation and increase the order of accuracy, a Weighted Essentially Non-Oscillatory (WENO) method should be used in place of the Essentially Non-Oscillatory (ENO) methods.

4. To further reduce the numerical dissipation, a hybridization of the central compact finite difference method and the WENO stencils should be used. This allows for accurate capture of discontinuities near large gradients while preserving order of accuracy and reducing the dissipation near smooth regions which is important in DNS to capture the behaviour and effects of small scales.
5. Though a high dissipation allows for no oscillations, it also adds a numerical viscosity to the solution. Therefore, if possible, to reduce the numerical viscosity, dissipation can be reduced by setting the parameters appropriately and increasing the domain size to reduce the oscillations. If one can only use a small domain and grid, then high dissipation parameters can be set to reduce the unphysical oscillations.

6. The potential core of the jet is the region where no mixing occurs for a multi-species flow and the length of the potential core depends on the physical non-dimensional parameters.

7. The normalized centerline averaged velocity of a compressible free turbulent jet decays along the jet centerline and its inverse shows a linear behaviour with a fixed slope that is dependent on the physical parameters.

8. The normalized averaged concentration also follows a similar axial decay as the axial averaged velocity that is governed by the physical parameters and on the evolution of the velocity field. The WENO method also accurately captures this behaviour.

9. The instability modes that dominate the evolution of the jet either for the velocity field or the concentration field are dependent on the inflow velocity profile and on the shear layer thickness parameter and on the physical non-dimensional numbers. Even though there are symmetrical and asymmetrical modes of instability only one type of mode dominates the evolution of the jet.

5.2 Future work

This current thesis may be improved upon with the following ideas and implementations:

1. A non-uniform mesh equivalent implementation for the WENO method would allow for the WENO method to work more efficiently.

2. An adaptive mesh refinement may be useful to increase the resolution and capturing the small scales that become important at the higher Reynolds numbers. An adaptive mesh would also be useful in reducing the numerical dissipation in the flow by restricting the upwind stencil usage in regions only containing the large gradients. It would also increase the efficiency of the code.
3. A grid independence study could provide insight into the dependence of the solution on the resolution required to accurately capture the smallest scales and the accuracy of the solution that does not capture these smaller scales.

4. A adjoint based sensitivity analysis could provide an insight into the effects of the non-dimensional parameters on the jet.

5. The code and method used in this thesis can be extended easily to solve for multiple species and for flows involving reactive species.
Appendix A

Lagrangian Extrapolation

At the left and right boundaries for each direction, WENO interpolation stencils require information which is actually physically non-existent. Therefore, a Lagrangian extrapolation procedure is used to calculate the values in these ghost cells.

The idea of Lagrangian interpolation/extrapolation is to calculate the values at the required known points given the known function values at certain points. Therefore, if we have \( y_k \) points which are the values of some function \( f \) at the given points \( x_k \), our aim is to estimate the value at the required point \( x \). If we denote the value to be interpolated or extrapolated as \( y \), we can use a Chebyshev system of order \( n \), \( \{ \phi_0, \phi_1, \ldots, \phi_n \} \), an orthogonal basis to obtain a unique function for the interpolant which can be written as

\[
F_n = \sum_{k=0}^{n} y_k l_{k,n}(x) \tag{A.1}
\]

We know that the Lagrangian interpolation should give us the function values at the given points. Therefore,

\[
l_{k,n}(x_j) = \delta_{jk} \quad j = 0, \ldots, n \tag{A.2}
\]

Using the Chebyshev system to construct the function \( l_{k,n}(x) \) we first define the determinant
\[ D(x_0, \ldots, x_n) = \begin{vmatrix} \phi_0(x_0) & \cdots & \phi_n(x_0) \\ \vdots & & \vdots \\ \phi_0(x_n) & \cdots & \phi_n(x_n) \end{vmatrix} \]

And we define

\[ l_{k,n}(x) = \frac{D(x_0, \ldots, x_{k-1}, x, x_{k+1}, \ldots, x_n)}{D(x_0, \ldots, x_{k-1}, x_k, x_{k+1}, \ldots, x_n)} \quad (A.3) \]

Taking the set of the Chebyshev polynomials to be the set of monomials, \( \{1, x, \ldots, x^n\} \), we can write the Lagrange interpolation polynomial as

\[ l_{k,n}(x) = \frac{(x - x_0) \cdots (x - x_{k-1})(x - x_{k+1}) \cdots (x - x_n)}{(x_k - x_0) \cdots (x_k - x_{k-1})(x_k - x_{k+1}) \cdots (x_k - x_n)} \quad (A.4) \]

Therefore at a required \( x \), the value of the interpolant/extrapolant, \( y \) is obtained as

\[ y = L_n(x) = \sum_{k=0}^{n} y_k l_{k,n}(x) \quad (A.5) \]
Appendix B

Compact Finite Difference coefficients

The formula used to calculate the derivatives is as given in Equation 2.21

\[ \alpha(f'_{i-1} + f'_{i+1}) + f'_i = d \frac{f_{i+7/2} - f_{i-7/2}}{h} + c \frac{f_{i+5/2} - f_{i-5/2}}{h} + b \frac{f_{i+3/2} - f_{i-3/2}}{h} + a \frac{f_{i+1/2} - f_{i-1/2}}{h} \]  

(B.1)

The values of the coefficients can be obtained by matching the Taylor series expansions around grid point \( i \) and the uniform grid step size is given by \( \Delta X \). The coefficients are the same as in [4] and for the 10th order method are given by

\[ \alpha = \frac{49}{140}, a = \frac{12985}{14592}, b = \frac{78841}{364800}, c = \frac{-343}{72960}, d = \frac{129}{851200} \quad O(\Delta X^{10}) \]  

(B.2)

Closer to the boundary the stencils are made smaller and successively lower order methods are used. Setting \( d = 0 \), we get an 8th order method,

\[ \alpha = \frac{25}{118}, a = \frac{2675}{2832}, b = \frac{925}{5664}, c = \frac{-16}{28320}, d = 0 \quad O(\Delta X^8) \]  

(B.3)

Closer to the boundary, 6th and 4th order methods are used respectively,

\[ \alpha = \frac{9}{62}, a = \frac{63}{62}, b = \frac{17}{186}, c = 0, d = 0 \quad O(\Delta X^6) \]  

(B.4)
\[ \alpha = \frac{1}{22}, a = \frac{12}{11}, b = 0, c = 0, d = 0 \quad \mathcal{O}(\Delta X^4) \]  

(B.5)

And finally at the boundary a one sided third order formulation is used to give

\[ 23f'_{i+1} + f'_i = \frac{1}{\Delta X} \left( -25f_{i+1/2} + 26f_{i+3/2} - f_{i+5/2} \right) \]  

(B.6)

We also require an interpolation formula to appropriately interpolate the required data from the staggered grid to the co-located and vice versa. As this is also achieved using a compact interpolation formula, the coefficients and the formula are as follows.

\[ \alpha(f_{i-1} + f_{i+1}) + f_i = a(f_{i+1/2} + f_{i-1/2}) + b(f_{i+3/2} + f_{i-3/2}) + c(f_{i+5/2} + f_{i-5/2}) + d(f_{i+7/2} + f_{i-7/2}) \]  

(B.7)

\[ \alpha = \frac{7}{18}, a = \frac{1225}{1536}, b = \frac{49}{512}, c = \frac{-7}{1536}, d = \frac{1}{4608} \quad \mathcal{O}(\Delta X^{10}) \]  

(B.8)

Closer to the boundary the stencils are made smaller and successively lower order methods are used. Setting \( d = 0 \), we get an 8th order method,

\[ \alpha = \frac{5}{14}, a = \frac{25}{32}, b = \frac{5}{64}, c = \frac{-6}{448}, d = 0 \quad \mathcal{O}(\Delta X^8) \]  

(B.9)

Closer to the boundary, 6th and 4th order methods are used respectively,

\[ \alpha = \frac{3}{10}, a = \frac{3}{4}, b = \frac{1}{20}, c = 0, d = 0 \quad \mathcal{O}(\Delta X^6) \]  

(B.10)

\[ \alpha = \frac{1}{6}, a = \frac{2}{3}, b = 0, c = 0, d = 0 \quad \mathcal{O}(\Delta X^4) \]  

(B.11)

And finally at the boundary a one sided third order formulation is used to give

\[ f_i = \frac{15}{8}f_{i+1/2} - \frac{5}{4}f_{i+3/2} + \frac{3}{8}f_{i+5/2} \]  

(B.12)
Appendix C

A fun test case

All of us have been in a situation where we have had the misfortune of being downsteam of someone who has broken wind. This fun exercise uses the statistical characteristics observed in this thesis to calculate the distance you must be from the person to not let your olfactory system identify the originator’s food preferences.

The following assumptions were made to simplify the calculations:

1. The orifice is circular for simplicity.

2. No cross, tail or head winds that affect the flow.

3. The gas is mostly air with a initial small concentration of odorous gas with less than 10% of the overall concentration by mass.

4. Based on a brief Internet search, the average concentration required for the olfactory system to sense the gas was assumed to be around 1 $\mu g/m^3$.

5. Again, based on some Internet sources, the velocity of the gas exiting the orifice was assumed to be around 15 $m/s$ but the calculations can be performed with velocity as a parameter.

6. Based on Internet sources, the diameter of the orifice was assumed to be around 1 cm.

7. We have seen that the decay rate of a jet for concentration is higher than that of the velocity and is assumed to be about 6.6 here.
As the idea is to make sure that we do not smell the gas, we must keep ourselves at a distance far enough such that the concentration of the gas is low enough that it remains below the level that can be sensed by a human nose.

We know from the simulations that the simplified version for the centerline scalar concentration can be written as

\[ C(x) = \frac{6.6}{x} \]  \hspace{1cm} (C.1)

Using, this equation, we see that the concentration levels are below 1% of the original concentration level at a distance of 660D, where D is the diameter of the orifice.

As the flow is a free turbulent jet the maximum concentration is at the centerline and at any radius perpendicular to the centerline a Gaussian type profile dictates the concentration levels. The \(1/X\) behaviour is only observed after the potential core region which is approximately 6D. Therefore, for the smell to remain undetected and below 1% of the original concentration, the victim has to be at least 666D away from the point of origin.

Of course all the above calculations are very simplified and the flow is much more complex but one can be almost sure that if one maintains a personal space of 660D around oneself, one can stay safe, unless with some misfortune, there is a headwind at the point of origin at which the only solution is to run like the wind.
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