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ARTICLE INFO ABSTRACT

Dataset link: Software&Code (Original data) Simulation—optimization models are well-suited for real-time decision-support to the control
room for search and interception of fugitives by Police on a road network, due to their ability
to encode complex behavior while still optimizing the interception.

The typical simulation—optimization configuration is simulation model optimization, where

Keywords:
Simulation—-optimization
Fugitive interception

Search problem the simulation model describes the system to be optimized, and the optimizer attempts to find
Real-time optimization the combination of decision variables that maximizes the interception probability. However, the
Emergency service optimization repeated evaluation of the simulation model leads to high computation time, thus rendering it

inadequate for time-constrained decision contexts. To support police interception operations
in real-time, timely calculation of the solution is essential. Sequential simulation-optimization,
where the simulation model, with its rich behavior, constructs (part of) the constraints of an
optimization problem, could decrease the computation time.

We compare the computation time for two configurations of simulation-optimization
(typical simulation model optimization and sequential simulation-optimization) for various
problem instances of the fugitive interception problem. We show that sequential simulation—
optimization reduces the computation time of large instances of the fugitive interception case
study ten-fold. This result illustrates the potential of sequential simulation-optimization to
mitigate the expensive optimization of simulation models.

1. Introduction

Search and interception of fugitives by the police on a road network is a challenging task due to the complexity of the network,
the unknown whereabouts of the fugitive and uncertainty about the routes that the fugitive takes, the stressful decision-making
context [1], and time pressure [2]. Both stress and time pressure have an adverse effect on the amount of information that can
be processed and, therefore, on the quality of the decision-making process [2]. Information technology, supported by modeling
and simulation to depict the complex and stochastic decision space, can mitigate these effects by suggesting interception positions
for police units. Related search and interception routing problems are solved using a variety of approaches. For example: general
graph search [3], continuous space search using mobile robotics [4], missile interception [5], and search and rescue [6], or
more specifically, finding the lost MH370 [7]. Simulation-optimization models, in particular, seem suitable to solve the fugitive
interception problem due to their ability to encode complex behavior and solve for good interception routes.

To support police interception operations in real-time, timely calculation of the solution is essential [8]. Given the complexity
of the problem, caused by a large number of edges in a road network, the uncertainty in the behavior of the fugitive, and the
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degrees of freedom of the police units, solving a typical simulation-optimization configuration in real-time is infeasible. Typically,
the computation time of simulation—optimization is improved by increasing computation power and algorithm efficiency. For larger
networks, however, the computation time of the fugitive interception problem would still be too large for using simulation—
optimization in a real-world context where a solution is needed in less than a minute. A promising alternative is to combine
simulation and optimization differently than in classical simulation—optimization, such that the number of times the simulation
model has to run is drastically reduced [9].

A different way of combining simulation and optimization is sequential simulation-optimization, where the simulation constructs
(part of) the constraints of an optimization problem. This paper provides an extension to the taxonomy of simulation—optimization
configurations, presents and researches sequential simulation-optimization, and provides a quantitative analysis of the real-time
performance of classical simulation—optimization compared to sequential simulation—optimization. We apply the comparison to a
fugitive interception problem to two case studies: a 2D grid and a city road network. Thus, we show the potential of sequential
simulation—optimization to mitigate the expensive optimization of simulation models.

Section 2 outlines the background literature on simulation—-optimization. Section 3 describes the methods used in the paper,
including a description of the case study, the models, and the optimization algorithms. The subsequent sections detail the obtained
results, specifically on a grid network (Section 4.1) and a real-world road network (Section 4.2). Possible threats to the validity of
the results are discussed in Section 5, and we share our conclusions in Section 6.

2. Simulation-optimization

Two paradigms of prescriptive analytics are simulation and optimization. Simulation answers ‘what-if’ questions about a system:
what is the system response given a set of values for the decision variables? In contrast, optimization aims to answer ‘how-to’
questions: how to maximize or minimize the system response by choosing the optimal values for the decision variables? [10,11]
Simulation—optimization combines the two. Despite broad applicability, simulation—optimization is still less popular than pure
simulation or optimization studies [12].

The terms ‘optimization via simulation’ [13,14], or ‘simulation for optimization’ [15] are often conflated with the term
simulation—optimization. They describe the application of simulation methods for solving optimization problems — not the
combination of simulation models and optimization models. Well-known examples are simulated annealing and ant colony
optimization.

This section describes the related literature in real-time simulation-optimization and simulation—optimization configurations.
In the latter subsection, we dive deeper into the configurations and provide a synthesis of concepts that add to the broader
understanding of simulation-optimization.

2.1. Real-time simulation—optimization

To be useful for real-time decision making, the timely calculation of the optimal solution is essential. In classical simulation
model optimization, the simulation model is evaluated for each set of input parameter values that constitute a candidate solution
determined by the optimizer. In this setup, two factors determine the computation time: (1) the number of function evaluations
(ie., a single run of the simulation model) needed by the optimizer to find the optimal solution and (2) the computation time
per function evaluation. The first is dependent on the efficiency of the optimizer. Since discrete simulation (DEVS) typically yields
a rugged fitness landscape, the computation time of the optimization is high [16]. Improvement of optimization algorithms for
simulation—optimization is an active field of research with extensive literature [17]. Review articles over time are provided by,
among others, [17-21]. The popularity of Digital Twins to support decision-making is increasing the need for approaches for timely
simulation—optimization, and, consequently, for research done in the field [22]. Recently, the focus has shifted towards finite time
performance rather than asymptotic performance, where the optimizer has reached convergence, as exemplified in [23-25]. This
development is relevant for real-time decision making, because the focus shifts to obtaining timely ‘as-good-as-feasible’ solutions
rather than ‘as-good-as-possible’ solutions in as much time as the computation budget allows. For example, De Armas et al. [26] solve
the uncapacitated facility location problem for telecommunications in real time using a tailor-made simulation-based metaheuristic.
However, even with improving and tailoring the optimization approach, thousands of simulation runs must be completed in the
optimization search for larger problems. For complex simulation models, this leads to infeasibly high computation times for real-time
simulation. The second factor, computation time per function evaluation - running the simulation model - is often not reducible due
to the complexity inherent to the problem. In some cases, a solution is to develop surrogate models - or metamodels - that describe
the input—output relations of the simulation model and are computationally cheaper to evaluate [27]. However, this method requires
an initial time investment to fit the surrogate model to the complex and stochastic fitness landscape of the simulation model, and
information is lost in the process.

2.2. Simulation—optimization configurations
The term ‘simulation-optimization’ is ambiguous, with most articles describing the optimization of a simulation model (the top

configuration in Table 1). Yet, simulation and optimization can be coupled in various configurations. Figueira & Almada-Lobo [9]
attempt to reduce the ambiguity by presenting a taxonomy for simulation—optimization. They distinguish four dimensions: simulation
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Table 1
A tabular overview of the four simulation-optimization configurations.
Configuration Goal Type of output Iterations
(a) Optimize a simulation model Optimal solution Optimization: > 1
Simulation: > 1
simulation
simulation
(b) Implement part(s) of a sim- Model output Optimization: > 1

ulation model as optimization Simulation: 1

optimization

(c) Implement part(s) of an opti- Optimal solution Optimization: 1
mization model as simulation Simulation: > 1
()] - - — - Construct constraints of an Optimal solution Optimization: 1
l simulation > optimization optimization model through Simulation: 1
simulation

purpose, hierarchical structure, search method, and search scheme. Table 1 summarizes the hierarchical structure dimension, which
this paper examines further.

We examine the connections between simulation and optimization in each of the configurations. An optimization model consists
of constraints, an objective function, and an optimizer [28]. The objective function is a function of model variables that should be
maximized or minimized; constraints define feasibility by imposing limitations on model variables and parameters; the optimizer,
or solver, is the algorithm that finds the optimal solution. Likewise, following the Discrete Event System Specification modeling
framework [29], a simulation model consists of an experimental frame, a model, and a simulator. The experimental frame provides
the input arguments: the conditions under which the system is experimented with; the model describes the logic of the simulation;
the simulator executes the model. In Fig. 1, we use these frameworks [28,29] to specify the simulation and optimization components
in the simulation optimization taxonomy [9]. In each configuration, the model is assumed to be fixed. Changes to the model are
passed through the experimental frame as changes to parameters or decision variables. Changes to the model itself would introduce
structural uncertainty, which is outside the scope of this paper.

The following paragraphs describe the four configurations in more detail and provide examples. For each configuration,
we discuss the purpose of the simulation and optimization components, which components are endogenous/exogenous, how
stochasticity in the simulation model is managed, and an illustrative example from the literature.

Configuration (a): Simulation Model Optimization The simulation model describes the system to be optimized, and the opti-
mizer attempts to find the combination of decision variables X that minimizes or maximizes the objective value f(X) where
f is the transformation of input to output by the simulation model and Y = f(X) are the model output variables [13]. In
each iteration, the optimization and the simulation are both executed [9]. For the simulation, this means that the model is
run to completion. If the simulation model is stochastic, the simulation model’s output is a summary statistic over multiple
replications. For optimization, the optimizer receives the simulation model’s output for the previous set of decision variables
and determines a new set of decision variables to evaluate. The decision variables are passed to the simulator through the
experimental frame.

[30] describe a real-world example using an extensive simulation model of transportation behavior in the central Ohio region.
The optimal locations of electric vehicle charging stations are determined to maximize the service rate. Many more examples
are described in the literature, with applications in, among others, transport, logistics, and health care [17]. Extensions of
simulation model optimization are, for example, robust optimization and model calibration, where additional functions are
applied to the outcomes of the simulation model. In robust optimization, the objective function is based on the robustness of
the output given a set of values for the decision variables. Robustness is often defined as the variance of the output for a set of
simulation runs with different input parameter values, but there is a broader array of robustness metrics available (see [31]).
Simulation model calibration minimizes the distance between the output of the simulation model and the associated observed
value [32].

Configuration (b): Optimization Model as Part of a Simulation The optimization model describes a process within the simula-
tion model, representing something that is also optimized in the system under study. In each iteration of the simulation,
one or more complete optimization runs are performed [9]. The simulator calls the optimization model, which calculates
the optimal solution given the current states of the simulation, the constraints, and the objective function. The optimizer’s
output is endogenous and used in the remainder of the simulation run. Compared to configuration A, the objective function
becomes endogenous. The experimental frame is exogenous and is determined by the model user. If the simulation model is
stochastic, this entire process should be executed for multiple replications.
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simulator ——  simulation output .
P s:mu/a!or —— = objective function

y

simulation output

experimental frame <€«——————optimizer- - - ® solution solution - optimizer
constraints objective function constraints
(a) Simulation model optimization (b) Optimization model as part of a simulation
model
simulator ———— = simulation output—— model ] [ experimental frame
simulator ——— = simulation output
solution
A

experimental frame <«—————————optimizer

constraints

Y objective function ——®optimizer- - - - ®solution
constraints objective function
(c) Simulation model as part of an optimization (d) Sequential simulation-optimization

Fig. 1. Configurations of combining simulation and optimization. The blue dashed arrow indicates the entity that delivers the final output to the model user.

An illustrative example is described by [33], where ambulance operations are examined. An optimization model dynamically
determines the re-locations of ambulances to anticipate demand each time step of the simulation model. Many agent-based
models also fall into this category: each agent optimizes its own behavior, and we observe the emergent behavior on the
model level.

Configuration (c): Simulation Model as Part of an Optimization The simulation model describes a process within an optimiza-
tion model, which cannot or should not be characterized by constraints in the optimization model [34]. Similar to
configuration B, the objective function is endogenous. In contrast, the simulation output is endogenous, and the simulation—
optimization output is the optimizer’s solution. The optimizer provides the input for the simulation model. The simulation
output contributes to a part of the objective function. The simulation typically introduces stochasticity in the optimization.
Many replications should be run to obtain output with a small confidence interval since classical optimization methods cannot
handle stochasticity. In each iteration of the optimization model, one or multiple simulation runs are completed [9].

An example is using a simulation model as a more realistic representation of a queue, in contrast to a simple but unrealistic,
first-in-first-out (or other simple optimization-based) queuing system. [34] provides the example of a resource allocation
model, where a simulation model of the inventory represents the stochasticity in lead time and inventory.

Configuration (d): Sequential Simulation-Optimization The simulation and optimization modules run sequentially, where the
simulation experiment runs only once [9]. If the simulation model is stochastic, this simulation experiment should consist
of multiple replications to obtain the simulation output. Table 1 and Fig. 1(d) depict simulation —, but the simulation and
optimization components could be connected in either order. In simulation — optimization, the simulation output forms (a
part of) the constraint set of the optimization model. The constraints to the optimization problem are endogenous. Similar
to configurations (a) and (c), the final output is the optimal solution. In contrast, both the simulation and optimization
components are only run once, suggesting a major potential improvement in efficiency. In optimization — simulation, the
optimization model provides a configuration or schedule to be used in the simulation. The final output is the simulation
output, similar to configuration (b).

An illustrative example of sequential simulation—-optimization is provided by [35], where simulation is used to construct
scenario trees that are subsequently used in a financial portfolio optimization problem.

3. Method

In this section, we first describe the case study, independent of the specific implementations. Second, we explain the implemen-
tation of simulation model optimization (Configuration (a) from Table 1). Next, we present the sequential simulation-optimization
formalization (Configuration (d) from Table 1). Finally, we discuss the solution approaches and methods for comparison.
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Table 2
Notation of parameters and decision variables. Simulation model optimization and sequential simulation—
optimization require different forms of z,, and ¢, ,. For completeness, both are included in this
table.
Decision variables

z, €{0,1} binary variable for the interception of route r

T, €V target vertex of police unit u

7, € {0,1} binary parameter for the target vertex v of police unit u

Parameters

V = {v} set of vertices

R={r} set of fugitive routes

U = {u} set of police units

T = {1} ordered index set of time steps

¢, EV vertex of fugitive route r at time ¢

¢, =1{0,1} binary parameter for the presence of fugitive route r at vertex v at time step ¢

7, EV vertex of police unit u at time ¢

Ty = 10,1} binary parameter for the reachability of vertex v by police unit u at time ¢

3.1. Case study: fugitive interception

We use the positioning of police units to maximize the probability of intercepting a fleeing fugitive on a road network as a case
to examine the effect of simulation—optimization configurations on the computation time. The problem is modeled from the time
of the incident until the fugitive is either intercepted or has escaped. Police units have no knowledge of the fugitive’s whereabouts,
so they have to move to a vertex in the network where the probability of intercepting is highest, e.g., a chokepoint in the network
where many routes pass through.

3.1.1. Related optimization problems

Search problems, and more specifically, interception problems, describe related problems. A search problem related to the case
study addressed in this paper optimizes the routes of searchers to maximize the probability of finding a target or to minimize the
time to detect a target [3]. However, optimizing an action for each time step quickly becomes untractable with larger networks and
longer time horizons.

Primarily applied in the field of robotics, these problems are often modeled in continuous spaces or on grids [4]. In theoretical
mathematical exploration, problems are solved for different graph topologies, such as grids, circular graphs, trees, and random
graphs. On various graph topologies, these problems are proven to be pseudo-P to strongly NP-complete, depending on the specific
problem formulation and properties of the graph [36]. Due to the complexity of these optimization problems, the problem instances
that are studied are typically very small. To our knowledge, there are no applications in real-world street graphs.

Problems with both stationary and moving targets have been addressed. Stationary targets may be placed randomly or adver-
sarially to evade capture. Similarly, moving targets may be adversarial or non-reactive. Non-reactive moving targets are generally
modeled as random walks [4]. Extensive efforts have been made to analyze and model the behavior of lost persons [6,37,38].
However, these behaviorally rich models have not been integrated with search optimization problems, and models of criminal
routing behavior have not been published.

Another related area of research describes flow interception problems, a special type of Facility Location Problem. Developed by
Hodgson [39] and Berman et al. [40], the original model aims to maximize the flow intercepted by a certain number of facilities. For
example, these models are used to maximize the number of consumers who encounter at least one facility on their path. Gendreau
et al. [41] extended the FIP to include a gain coefficient a,, for each vertex v belonging to route r instead of implicitly relating the
gain to the flow values. Tanaka & Kurita [42] adapt the FIP to handle probabilistic interception and reward early interception of
travelers. The generic Flow Interception Problem is NP-hard, meaning it cannot be solved in polynomial time [40].

3.1.2. Modeling choices

We choose to model the problem as a variation on the Flow Interception Problem, since it is expected to be a more tractable
problem to solve in real time. Instead of optimizing a position for each police unit for each time step, we optimize the target position
for each police unit.

We simulate the routing behavior of the fugitive on a graph as a random walk starting at the location of the incident. At each
intersection, the fugitive chooses the next vertex to travel to, which is a stochastic process where each neighboring vertex has equal
probability. The fugitive does not turn around unless the vertex only has one neighboring vertex (i.e., a dead end). Each instance of
this simulation generates an element r in R, consisting of | R| fugitive routes. Table 2 specifies the model variables and parameters.

@141 = Uni form(Neighbors(e,,)) VreR VteT @)

The travel time between two vertices i and j is determined by the length of the edge (length; ;) and the maximum allowed speed
on that edge (Vmax; ;).

length,; ;

travel time, ; = ——2L 2)
o Vmax;

ij
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We optimize the positioning of the police units (z,,) to jointly maximize the number of intercepted fugitive routes (z,). The
police units drive the shortest route from their position at the time of the incident to their respective target vertex. The police
intercept a fugitive route r if a police unit has arrived at its target vertex (r,), and the fugitive and the police unit are at the same
vertex at the same time. The police units stay at their target vertex. Therefore, if a fugitive’s route crosses that vertex at a later time
step, it also results in an interception.

3.1.3. Model description: simulation model optimization

The implementation of simulation model optimization consists of a simulation model (f(z,; ¢,,.7,,)) that describes the movement
of the fugitive, the movement of the police units, and the interception process given the starting and target nodes of the police units
(z,,> m,) and the fugitive routes (¢, ). The simulation model outputs the number of intercepted fugitive routes (z,). To account for
stochasticity in the behavior of the fugitive, the model contains 500 instances of the fugitive model entity. These escape routes are
the same for each function evaluation. The target vertices of the police units are optimized to maximize the number of intercepted
fugitive routes (Eq. (4)).

Maximize: Z = Z z, 3)
reRr
Subject to:  z, = f(x,; P, 4. 7,,) “4)

The simulation model is implemented in pyDSOL, a Python implementation of the Distributed Simulation Object Library (DSOL)
simulation library [43].!:2

3.1.4. Model description: sequential simulation—optimization

The implementation of sequential simulation model optimization consists of a simulation model that describes the movement
of the fugitive and a separate optimization model that determines the routing of the police units. The simulation model is run 500
times to generate an ensemble of plausible fugitive routes and to construct ¢, ,,. The optimization problem is formulated as a Flow
Interception Problem [39,40] with a time constraint on interception, determined by the initial position and speed of the police units.

Analogous to the simulation model formalization in the previous section, the decision variables of the optimization problem are
the police unit positions z,, and the intercepted routes z,. Given the decision variables and parameters outlined in Table 2, the
optimization problem is defined as follows:

Maximize: Z = Z z, %)
reRr
Subject to: z Ty ==1 YueU 6)
veV

Zp = min<l7 Z Z 2 ¢r,v,t T Tu,v,t) Vr € R ()]

ueU teT veV

The objective function of the optimization (5) describes the maximization of the number of intercepted routes at vertices 7, .
Furthermore, 7,,, is a given for any starting point of a police unit and can be pre-loaded. Constraint (6) ensures that only one
position is chosen for each police unit. Constraint (7) ensures that a route is intercepted if a police unit is placed at any vertex on
a route r and the police unit can reach vertex v at time ¢. If a route contains more than one police unit, it will be counted in the
objective function once since z, is a binary variable. If no vertex in route r contains a police unit, the variable z, equals 0 (i.e., not
intercepted). z, equals 1 (i.e., is intercepted) if a police unit is present on at least one vertex in route r, [44].

3.2. Solution approaches

3.2.1. Exact optimization

Exact optimization methods guarantee to find an optimal solution. However, the Flow Interception Problem is NP-complete [36],
meaning they cannot be solved in polynomial time. Only small-scale instances can be solved using exact methods, threatening the
real-time applicability of exact optimization methods. Regardless, many different commercial and open-source exact solvers apply
(a mixture of) approaches that exploit common characteristics of these classes of problems to find the optimal solution efficiently.
We choose the Coin-OR branch-and-cut open-source solver [45] for its applicability to Mixed-Integer Problems and open-source
availability.

We use the true optimum found by the exact solver to assess the convergence of the metaheuristic optimization algorithm.

1 pyDSOL core: https://github.com/averbraeck/pydsol-core

2 pyDSOL model: https://github.com/imvs95/pydsol-model
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Table 3
Default settings of the Borg MOEA [52]. For the PM rate and UM rate, L is the number of
decision variables.

Parameter Value Parameter Value
PM rate 1/L PCX nr. of parents 10
PM distribution index 20 PCX nr. of offspring 2
SBX rate 1 PCX eta 0.1
SBX distribution index 15 PCX Zeta 0.1
DE crossover rate 0.1 UNDX nr. of parents 10
DE step size 0.5 UNDX nr. of offspring 2
UM rate 1/L UNDX eta 0.1
SPX nr. of parents 10 UNDX zeta 0.1
SPX nr. of offspring 2 Population size 100
SPX epsilon 0.3 Offspring size 200
Logging frequency 200 nfe

3.2.2. Metaheuristic optimization

Heuristics are problem-specific solution methods that exploit the properties of the problem to reach a solution efficiently
but do not guarantee an optimal solution. Therefore, they are effective for the problem they were designed for while being
inefficient for others [46]. Conversely, a metaheuristic is a generic algorithm that can be applied to any optimization problem.
While convergence metrics can be used to track the algorithm’s progress, optimality cannot be guaranteed. Abdel-Basset et al. [47]
distinguish metaphor-based metaheuristics (for example, based on biology (e.g., evolutionary algorithms) or physics (e.g., simulated
annealing)) and non-metaphor-based metaheuristics (e.g, Tabu Search and Variable Neighborhood Search). Genetic algorithms —
a subset of evolutionary algorithms — generally perform well on combinatorial optimization problems with complex interactions
between decision variables [48-50]. State-of-the-art examples of evolutionary algorithms for multi-objective optimization problems
are ¢-NSGA-II [51] and Borg [52].

We choose a simple genetic algorithm supplemented with the auto-adaptive framework from Borg, which co-evolves the
probabilities of the evolutionary operators used for population adaptation based on their relative success in finding fitter offspring.
This means that the algorithm optimizes the probability of each operator being used during the optimization, speeding up
convergence by leveraging each operator when performing best. The operators used are (1) Simulated Binary Crossover (SBX), (2)
Differential Evolution (DE), (3) Parent-Centric Crossover (PCX), (4) Simplex Crossover (SPX), (5) Unimodal Normal Distribution
Crossover (UNDX), and (6) Uniform Mutation (UM) applied with probability [52]. At the initialization of the algorithm, each
operator has equal probability. We use the default settings for Borg, as presented in Table 3. Further research should systematically
compare various suitable optimization algorithms, for example, using a testbed like [53].

The solutions of the metaheuristic are scaled to the solution found by the exact optimization approach. Therefore, a scaled score
of 1 means that the metaheuristic has found the best possible solution, not that the solution intercepts all fugitive routes.

3.3. Search space representation

Following [54], three search space representation measures are implemented to speed up convergence: a linear index represen-
tation of the search space and consecutive filtering and sorting of the possible values for the decision variables.

The standard way to represent the set of possible target vertices for the police units is the binary representation, where each
combination of police unit « and vertex v is a binary variable z, ,. Bode et al. [54] signal that evolutionary algorithms have difficulty
traversing the search space due to the large set of possible combinations and strong interdependency of decision variables. Therefore,
Bode et al. [54] propose the linear index representation, where the decision variables are linear indices that point to the target vertex
for each of the police units. Therefore, the number of decision variables only depends on the number of police units to be positioned
and not also on the number of possible target vertices.

Secondly, Bode et al. [54] suggest sorting the indices of the linear index representation so that proximity in the search space is
more related to proximity in the objective space. Therefore, we sort the possible target vertices for the police units on their proximity
to the starting vertex of the fugitive.

Lastly, we reduce the search space size by filtering the vertices that cannot be reached within the planning horizon by the fugitive
or the respective police unit. These vertices do not contribute to increasing the objective value and do not need to be considered.
This filtering considerably decreases the set of possible values for each decision variable and, therefore, the number of permutations,
especially for instances with a high number of police units (Table 4).

3.4. Design of experiments

We examine the effect of simulation-optimization configurations on the computation time for varying problem sizes. Specifically,
we vary two parameters: the number of vertices in the graph and the number of police units to be positioned and record the
computation time. The number of police units determines the number of decision variables and is, therefore, expected to have
an effect on the computation time. Preliminary experiments demonstrated that the computation time is especially sensitive to the
number of vertices in the network [55].
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Table 4

Effect of search space reduction on the possible values for the
decision variables and the number of permutations, averaged
over 50 seeds. Without applying the search space reduction
techniques, the number of permutations is |V|!V!, where |V| is
the number of vertices in the network and |U| is the number of
police units.

Problem size Avg. reduction Nr. of
per decision permutations
variable (% of
unfiltered)
Ul 4l
1 900 86.3% 1.23e2
(13.7%)
5 900 81.1% 1.52e11
(0.026%)
10 900 85.6% 9.37€20
(2.69e-7%)
5 100 36.5% 1.08e9
(10.8%)
5 2500 90.0% 2.56e12

(0.0026%)

Table 5
Parameter ranges for the experiments. The length of the planning horizon (L) depends on the
network type.

Parameter Range Default value

Number of units to be positioned (|U|) 1-10 5

Number of vertices in network (|V]) 100-2500 900

Length of planning horizon (L) n.a. 5+ (0.5 * \/m; radius (m)/5
Number of routes (|R|) n.a. 500

Number of starting positions 10 n.a.

Number of random seeds for metaheuristic 5 n.a.

In each experiment, one fugitive and |U| police units are placed on random vertices. We sample 500 fugitive routes. The fugitive
is intercepted if it occupies the same vertex at the same time as a police unit, as defined in Egs. (4) and (7). We optimize the
target vertex of each of the police units to maximize the number of intercepted fugitive routes. We evaluate the performance for 10
different combinations of starting locations of police units and the fugitive.

Table 5 details the parameter ranges used in the experiments. The number of vertices in the network and the number of police
units to be positioned are chosen to be realistic for the application. The network size determines the length of the planning horizon,
meaning the maximum time in the model. It is chosen so that it is possible to just traverse the network within L minutes. Specifically,
Lis 5+ (0.5 = \/m) for the 2D grid and the radius of the road network in meters, divided by 5 for the city road network.
The number of fugitive routes simulated in the model is chosen to be sufficient to cover the network. We optimize 10 different
combinations of starting locations of police units and the fugitive to account for the varying complexity between combinations of
starting locations. Some instances of the problem may be much easier to solve due to a convenient starting location. By sampling 10
different combinations, we control for this variance. To control for the stochastic processes in the optimization algorithm, we run
each experiment for 5 seeds. All experiments are conducted on the same machine, the DelftBlue supercomputer [56] on a dedicated
node to prevent interference. This cluster offers an Intel XEON E5-6248R 24C 3.0 GHz CPU with 48 cores and 192 GB memory.

3.5. Road networks

The topology of the road network dictates the patterns in the fugitive routes and the relative reachability of parts of the network.
To account for the effect of the topology, the experiments are performed on two networks: a 2D ‘Manhattan’ grid with an edge travel
time of 1 min and an extract of the road network of Rotterdam, a typical European city. A grid network is suggested by [57] to
improve cross-study comparison of methods and algorithms. The city road network is extracted from OpenStreetMap® using Boeing’s
Python library OSMnx [58]. We vary the radius (in meters) from a central point in the city, resulting in varying-sized networks. For
the 2D grid, we vary the diameter, yielding networks of varying sizes.

Examples of each network and a combination of starting locations are presented in Fig. 2.

We use the best possible solution obtained by the exact optimization algorithm to assess the convergence of the metaheuristic
optimization algorithm for the equidistant grid case. The MIP optimization problem is indexed on time, which works nicely for

3 OpenStreetMap: https://www.openstreetmap.org
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(a) A 100-vertices Manhattan grid (b) A 689-vertices Rotterdam road network

Fig. 2. Test networks, where the starting position and sampled routes of the fugitive are indicated in orange, and the starting positions of the police units are
indicated in blue.
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Fig. 3. Convergence of the metaheuristic on simulation model optimization for varying problem size. Each dot indicates an improvement found by the algorithm.
The insets portray a histogram of the time to 95% solution quality.

an equidistant graph such as the 2D grid in the first set of experiments. Since the vertices in a real-world road network are not
equidistant, time discretization has implications for the accuracy of the optimization model. For a city road network, a very small
time step of 1 s is needed to avoid discretization errors and obtain accurate results to assess the quality of the metaheuristic. This
leads to high computation times that exceed the time constraint for real-time decision making. Therefore, the best-found solution
across seeds is used as the reference set for the city road network.

4. Results
4.1. Casus 1: grid test graph

We perform the first set of experiments on a 2D ’'Manhattan-like grid. The following paragraphs describe the results for simulation
model optimization and sequential simulation—optimization individually, followed by a comparison of the approaches.

4.1.1. Simulation model optimization

We examine the effect of increasing problem size on the convergence of the Borg algorithm using the simulation model
optimization configuration. We see that the convergence speed decreases with increasing problem size (Fig. 3). With an increasing
number of police units and number of vertices, the density of the improvements shifts downwards (to lower quality of results) and to
the right (to longer computation time). The inset histograms demonstrate that the time to 95% of the maximum attainable solution
quality increases with increasing problem complexity. The majority of optimization instances reach this quality within 100 s, with
outliers for large networks up to 200 s and outliers for a large number of police units up to 320 s.

4.1.2. Sequential simulation—optimization
Exact solution approach. Using the exact algorithm COIN-OR Branch-and-Cut (CBC), the time to solution increases with increasing
problem size (Fig. 4). Given a fixed network size of 900 vertices, the computation time appears to increase linearly with an increasing
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number of police units (Fig. 4(b)). This is because the model treats each police unit independently: adding another police unit adds
another decision variable with the same number of options. The interaction effects between police unit interceptions are not explicitly
modeled but rather are reflected by the expected number of intercepted routes. With an increasing network size, the computation
time increases faster than linearly (Fig. 4(a)). This can be explained by the number of possible combinations between police units
and target vertices increasing factorially. With 5 police units, the time to find the optimal solution increases from less than a minute
for small network instances with 100 vertices to over 13 min for larger network instances with 2500 vertices. A typical city road
network in the Netherlands consists of 2000-4000 vertices. A computation time of over 10 min is unacceptable for real-world
application. Moreover, the variance of the computation time increases with increasing problem size, though the predictability of
the computation time is crucial for real-time decision-support.

Metaheuristic solution approach. We examine the effect of increasing problem size on the convergence of the metaheuristic algorithm
using the sequential simulation-optimization configuration. The solution quality is scaled to the optimal solution found by the exact
solver CBC.

Using the metaheuristic algorithm Borg, we see that the convergence speed decreases with increasing problem instance size
(Fig. 5). With an increasing number of police units, the density of the improvements shifts downwards (to lower quality of results)
and to the right (to longer computation time). This effect is also visible, though to a lesser extent, with an increasing number of
vertices. The inset histograms demonstrate that the time to 95% of the maximum attainable solution quality increases with increasing
problem complexity. The majority of cases reach this quality within 10 s, with outliers for large networks up to 16 s and outliers
for a large number of police units up to 25 s.

4.1.3. Comparison

To compare the computation time of the two configurations and two solution approaches, we calculate the elapsed time at
which each problem instance reached a scaled score of at least 0.95. The scaled score is the quality of each solution divided by the
best-found solution for the problem instance by the exact MIP solver.
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Figs. 6(a) and 6(b) show that sequential simulation optimization, especially when solved using a metaheuristic approach,
outperforms simulation model optimization. The computation time of simulation model optimization is spread out: for example,
for |V| = 2500, the time to 95% solution quality varies from 15 s to 140 s. For application in a real-world control room, a near
ten-fold variance in the time to solution is unacceptable.

The difference in (variance of) computation time between simulation model optimization and sequential simulation-optimization,
both solved using a metaheuristic, is mainly caused by the different computation time per function evaluation. The number of
function evaluations to convergence is similar for both simulation-optimization configurations. Each function evaluation, a full-
fletched simulation model containing both fugitive and police entities is run to completion. This is obviously more time consuming
than sequential simulation-optimization, where, after preprocessing, each function evaluation involves comparing matrices to count
interceptions.

Some problem instances with |U| = 9 or |[U| = 10 pose difficulty for the CBC MIP solver. Most likely, the corresponding
starting configurations do not allow for easy exploitation of the problem structure by CBC, and force the algorithm to evaluate
many candidate solutions. These problem instances do not cause a similar effect on the convergence speed of the metaheuristic.

4.2. Casus 2: real-world road network

The same set of experiments on the road network of Rotterdam, the Netherlands, demonstrate the generalizability of the results
to different graph topologies. Due to the discretization error in the optimization on city road networks, we do not consider the exact
optimization approach. Fig. 7 shows that the computation time of simulation model optimization further increases compared to the
experiments on a simple grid due to additional computational overhead. The reliability of both solution approaches is lower due to
the larger influence of the starting positions of the fugitive and police units on the number of feasible permutations.

With an increasing number of police units to be positioned, the median computation time increases gradually until |U| = 7, after
which it decreases. Evidently, it is relatively easy to find high-quality interception strategies using many police units on a real-world
road network compared to a grid. There are relatively fewer good interception positions, which decreases the solution space, leading
to faster convergence.

4.3. Discussion

The experiments show that sequential simulation-optimization significantly decreases the computation time compared to
simulation model optimization of the same problem. Sequential simulation—optimization lends itself well to problems where the
external, uncontrollable factors can be separated from the controllable factors. Simulation-optimization is often approached as the
‘bolting on’ of an optimization engine on an existing simulation model [25]. This approach is not easily transformed into a sequential
simulation-optimization model. Firstly, the problem at hand should be suitable for implementation in the particular configuration.
Modeling complexity in the controllable factors is more difficult compared to a simulation model optimization approach, as this
complexity has to be described by constraints. In the considered fugitive interception problem, the external factor is the fugitive’s
behavior, and the controllable factor is the behavior of the police units. Hence, introducing more complex behavior of the police units
is more difficult when using sequential simulation-optimization compared to simulation model optimization. Second, sequential
simulation-optimization requires a specific formulation of the simulation model that yields the constraints for the optimization.
This model formulation differs from the typical simulation model used to answer ‘what-if’-type questions about the system under
study.

The interception problem described in this paper is an example of a class of problems where an optimal intervention has to be
determined independent of the uncertainty in the system. Therefore, controllable and uncontrollable components are separable into
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indicate the median time to 95% solution quality for each approach.

optimization and simulation, respectively. Another example of this class of problems is the control of an autonomous vehicle. The
best control action has to be determined, meaning that the car follows its intended route and avoids crashes, while the behavior
of the vehicles around it is unknown. Similar to the fugitive interception problem discussed in this paper, the control action must
be available quickly — within a second or even less. To accomplish this using sequential simulation-optimization, the possible
trajectories of the nearby road users are simulated. A robust optimization yields the control action [59]. Sequential simulation—
optimization is a promising way to quickly generate a large ensemble of plausible routes, incorporate these in an optimization
problem, and find the optimal control action for the autonomous vehicle.

5. Threats to validity

The first threat to validity concerns the experimental setup. The computational experiments are based on a default configuration
with 900 vertices (a 30 x 30 square grid or an 8 km? patch of the Rotterdam road network) and 500 predicted escape routes for
the fugitive. In a typical fugitive route-choice simulation, approximately 500 routes are adequate to describe the plausible escape
routes of the fugitives if only considering highways. If minor roads are included, the additional intersections cause this number to
increase. A network size of approximately 1000 vertices is required to adequately describe the main network around a typical urban
incident location. If the network is extended to minor roads, this number increases rapidly, analogous to the number of predicted
escape routes required. In practice, the road network grows with the desired length of the planning horizon. The number of vertices
that describe the road network can be reduced through graph coarsening [60]. However, the extent to which graph coarsening can
be applied is limited: interception loses its real-world meaning if the network used in the model is too coarse. Therefore, the rapid
increase in computation time with increasing vertices is troublesome, as the timely calculation of relevant solutions is threatened.

Secondly, the tested approaches may be more or less suitable for further reduction of the computation time. There are two main
approaches to reducing the computation time of both simulation-optimization configurations: (1) increasing the computation power,
for example, through further parallelization with High-Performance Computing; (2) improving the optimization algorithm. The
former reduces the computation time per function evaluation. Increasing the computation power improves the absolute computation
time, but the computation time scales the same way with increasing problem size as presented in this paper. The same holds for
replacing Python with a computationally more efficient language, such as C. Furthermore, the improvement from parallelization
is dependent on the specific optimization algorithm used. For many algorithms, for example, those based on hill-climbing, the
optimization algorithm depends on the simulation model’s output for its next proposed set of values for the decision variables. In
this case, the improvement from parallelization is limited. In this paper, the applied algorithm, the input space, and the solution
space are the same for both compared simulation-optimization approaches. Therefore, each of the discussed approaches to further
reduce the computation time is expected to affect the computation time of both approaches similarly.

6. Conclusion

Simulation—optimization can be used to support real-time decision making for fugitive interception. To be useful for real-time de-
cision making, timely calculation of the optimal solution is essential. Besides increasing computation power and algorithm efficiency,
the configuration in which simulation and optimization are combined can reduce the computation time of simulation-optimization
of large problems.

This paper examined the scaling of computation time with increasing problem size for two configurations of simulation—
optimization: (1) sequential simulation-optimization: the output of a simulation model describes (part of) the constraints of an
optimization model; (2) (common) simulation model optimization: a simulation model evaluates values for the decision variables
proposed by an optimization algorithm to find the values that maximize or minimize the outcome(s) of interest, which are calculated
through the simulation model. Our analysis using the fugitive interception example showed that
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1.

3.

Sequential simulation—optimization vastly outperforms simulation model optimization in terms of computation time, espe-
cially for large problem instances;

. Metaheuristic solution approaches reach a high quality of solutions in a fraction of the computation time of exact optimization

algorithms.
Experiments on a real-world city road network demonstrate that these findings hold for various graph topologies

These results are generalizable to a class of problems where an optimal intervention has to be determined independent of the
uncertainty in the system. In other words, separating controllable and uncontrollable components into optimization and simulation,
respectively, leads to a significant reduction in the computation time.
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