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Summary

Monitoring and optimising turbine performance are important tasks of a wind energy
operator. However, monitoring activities are expensive and the current state-of-the-art
in this field could be improved. A newly developed Avent five-beam Lidar was tested
and the impact of heterogeneity on Lidar measurements was analysed. Also, the effect of
turbulence on turbine performance was investigated.
The Avent five-beam Lidar measurements were compared to several measurement devices:
an IEC-compliant met-mast, a ZephIR Lidar and a ROMO Wind spinner anemometer.
The Avent five-beam Lidar proved to be an accurate measurement device compared to
the met-mast in measuring wind speed and yaw misalignment. However, the thresholds
for its availability seemed to be too conservative. The Avent Lidar underestimated the
power curve and consequently measured up to 3.5% difference in AEP. Furthermore, by
including a meteorological station at hub height, a more accurate PCV can be performed.
The IEC presented a methodology to normalise power curves in order to determine the
effects of turbulence on power curves. It was expected that the scatter would be improved
and that power curve uncertainty would be reduced. Simulations showed the effects on
the power curves and a lower scatter was obtained after normalising the power curves to
one turbulence intensity. The theoretical results were validated with measurements from
two measurement campaigns, however the circumstances were different due to varying
conditions next to turbulence intensity during the measurement campaign. The effects
of turbulence on the power curves were clearly observed whereas no improvement in
the scatter around the power curves was perceived. Therefore, it could be valuable to
investigate the turbulence normalisation by isolating the effects of turbulence.
Simulations were performed to approach heterogeneous wind conditions. Also, a five-beam
Lidar was simulated to analyse its ability to correct for heterogeneity. Measurements from
the met-mast and Avent five-beam Lidar were used to validate the simulations in order to
examine the magnitude and possible effect on Lidar measurements. It was found that the
effect of heterogeneity depended on the magnitude. A linear correction could be applied,
but was insufficient in wind fields with large heterogeneity. In case of low heterogeneity, a
correction is not needed. Finally, it is recommended to investigate heterogeneity further
by measuring with a Lidar continuously looking into the direction of a met-mast.
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Chapter 1

Introduction

A target to achieve 20% energy from renewables by 2020 was set for the EU. Wind energy
is expected to be the main source of renewable energy. Vattenfall is a company which
generates electricity partly by wind power and will contribute to the increase of wind
energy. This can be done by developing new wind farms, by making bigger turbines, by
expanding offshore wind activities and by increasing the operational efficiency.

Currently, cup anemometers mounted on a met-mast monitor the operational efficiency
of wind turbines by performing wind resource assessments and Power Curve Verifica-
tion (PCV). These met-masts are IEC-certified, which means that they comply with the
standards of the International Electrotechnical Commission (IEC)[21]. However, tur-
bines reach higher and higher which requires taller met-masts to monitor the wind condi-
tions, and the costs for taller met-masts increase approximately to the third power with
height[39]. Also, locating turbines offshore leads to an increase in costs of wind resource
assessment, because met-masts are relatively expensive to install offshore. Therefore,
research has been performed into novel measurement techniques such as Lidar (LIght
Detection And Ranging) and spinner anemometers[19][51][61].

Although Lidars and spinner anemometers can reduce the costs of monitoring activi-
ties due to their lower costs and easier installation, they also provide valuable accurate
measurements. Moreover, increasing the accuracy and reliability of these measurement
devices can lower the agreed uncertainty in power curve warranties. In most cases, power
curve underperformance occurs due to a too optimistic yield expectation[1]. Currently,
an uncertainty of 5% to 8%, depending on annual wind, is incorporated into the power
curve warranty to deal with measurement errors which impedes financial compensation in
case of limited underperformance. However, if Lidar becomes a trustworthy measurement
device resulting in lower uncertainty in PCV, Vattenfall’s negotiating position against
turbine manufacturers could improve.

Lidar is not yet IEC-certified and has consequently not been used as default reference
system yet. Therefore, further research is required to support a transition of replacing
met-masts by approved (nacelle-based) Lidars. For instance, the performance to mea-

1



2 Introduction

sure YM and TI is to be determined. Also, the effect of heterogeneity on the Lidar
measurements should be investigated[61].

In addition, the operational efficiency of wind turbines depends on several variables such
as yaw misalignment (YM) and turbulence intensity (TI). Although a wind turbine will
be corrected for YM, it cannot be defined beforehand what average YM the turbine will
experience. However, TI will be measured during a site assessment which is performed
to determine the local wind conditions of a potential site. It is therefore interesting to
implement the effect of TI into the power curves. Recently, a method to determine the
effect of TI on the power production has been reported in a new IEC standard. Hence,
this thesis will be focused on the following research question:

To what extent can a (nacelle-based) Lidar measure YM and TI accurately
compared to other measurement devices and what is the effect of heterogene-
ity on its measurements, as well as turbulence normalisation on turbine power
performance?

From the main research question the following subquestions have been formulated to guide
this thesis:

1. What is the difference in PCV between a ground- or nacelle-based Lidar and a
met-mast?

2. How does accuracy in measuring wind conditions and PCV of a five-beam Lidar
compare to other nacelle-based Lidar, spinner anemometers and IEC-compliant met-
masts?

3. What is the effect of turbulence normalisation on the turbine performance and AEP?
And how does it affect the scatter around the power curve?

4. Can heterogeneity be quantified? And what is its effect on Lidar measurements?

In this thesis, measurements from a nacelle-based five-beam Lidar will be compared to
spinner anemometers, and to another nacelle-based Lidar as well as to an IEC-compliant
met-mast to understand the differences in wind speed, wind direction and TI measure-
ments. This will help to interpret and analyse measurements from nacelle-based Lidar.
Also, power curves will be made with measurements of nacelle-based Lidar. These will be
analysed in the context of the IEC standard to determine Lidar’s accuracy for PCV, but
also to investigate causes of possible underperformance of wind turbines. Also, by gaining
more practical experience and understanding, the author seeks to increase the benefits of
using Lidar as measurement device in wind farms for Vattenfall.

Furthermore, the effect of TI on the power curve will be investigated. This will be done by
following the IEC reported process to normalise power curves for turbulence as described
in the new IEC[22]. The normalisation allows to generate site-specific power curves, so
that power curves can be adjusted to a dominant TI at the site of interest. Also, the
change in scatter around the power curve will be analysed since this method to normalise
power curves could result in power curves less sensitive to TI. Similarly, the power curve
measurement uncertainty could be reduced leading to an improvement in the annual
energy production (AEP) estimation.
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Moreover, the concept of heterogeneity is fairly unknown, which enlarges the potential
value of this research. The differences in wind conditions measured by Lidar beams
will be investigated for this purpose. The concept of heterogeneity will also be explored
with a five-beam Lidar from Avent, which is beneficial for Vattenfall as knowledge and
experience with a newly developed remote sensing device can be gained in the field of
wind monitoring activities.

To conclude, the research will examine a unique test configuration with two nacelle-
based Lidars, sonic spinner anemometers and a met-mast. Also, measurements from a
ground-based Lidar, which is moved to another location within a wind farm but without a
reference met-mast nearby, will be investigated. The research can help to find the optimal
device for a specific application (measuring TI, YM, wakes or PCV). Furthermore, it can
help to strengthen the reliability and robustness of (nacelle-based) Lidar in wind energy
applications.

The thesis continues with the theoretical background described in chapter 2. This will
be followed by an overview of the relevant literature in chapter 3. In chapter 4, the
measurement set-up is provided and chapter 5 treats the validation of the data from the
measurement campaigns at Prinses Alexia and Nørrekær Enge. The turbine performance
of the turbines under research at both sites will be discussed in chapter 6. In chapter 7, the
turbulence normalisation of the power measurements is described. Furthermore, chapter 8
addresses the concept of heterogeneity and its effect on Lidar measurements. Finally, the
conclusions and recommendations of this research are presented in chapter 9.
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Chapter 2

Theoretical Background

In this chapter the theory behind the thesis will be presented. First, the working principle,
benefits and drawbacks, and installation procedure of Lidar and spinner anemometers will
be discussed. Secondly, the standard for power curve measurements will be described.
Especially, the normalisation of power curves according to TI is explained. Finally, an
introduction into the concept of heterogeneity will be presented.

In the early stages of monitoring wind power resources cup anemometers were used as
the main wind measurement device. These were installed on an IEC compliant meteoro-
logical mast (further referred as met-mast) to be able to measure the wind conditions at
heights corresponding to the rotor. Since 2006, Lidar has been investigated extensively
as an alternative for monitoring wind conditions. In addition, spinner anemometers were
introduced to measure YM and its effect on turbine performance. Thus, various wind
measurement devices have been used to monitor and improve wind turbine yield. The
specific type of the Lidars that will be treated in this chapter in more detail are nacelle-
based (a ZephIR DM and an Avent five-beam Lidar), the sonic spinner anemometers are
from ROMO Wind.

2.1 Lidar

Single-shot lasers observed “clear air” during an experimental program in 1965, which
was one of the first applications of Lidar. It was found that Lidar can be used to observe
clouds, but it was recommended to use higher pulse-repetition frequencies [12]. Collis
describes the potential applications in meteorology. Furthermore, a prediction was made
that Lidar will play a role in defining atmospheric conditions by making quantitative
observations[14].

One of those atmospheric conditions that is interesting in the field of wind energy is wind
speed. In 1975, Eloranta et al. measured the wind speed of vertical profiles in the low
atmosphere, from 0 to 1 km height, with a Lidar. The measurements of this Lidar were
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compared to measurements of pilot balloons from which it could be concluded that Lidar
is able measure wind speed in the boundary layer remotely.[16]

Using Lidar in wind energy evolved in 2006, primarily to investigate its suitability as
measurement device for wind resource assessment. One of the first studies was performed
by Kindler et al. who analysed the performance of a ZephIR Lidar. It was tested onshore
and offshore revealing its flexibility and manoeuvrability. Observations from the exper-
iments against measurements from met-masts showed that the Lidar can be a helpful
measurement device to determine flow conditions remotely. However, more research on
the applicability in wake flows, high shear or complex terrain was recommended.[28]

Nacelle-based Lidar

Recently, an upwind-looking nacelle-based Lidar (Wind Iris) was applied at a wind farm of
Vattenfall: Slufterdam West. Goossens concluded that the Wind Iris measured wind speed
accurately. However, an uncertainty in wind direction of about 4◦ was found instead of
the expected 0.5◦. Also, significant spread was observed in the TI measurements between
the Lidar and a Sodar (R2 = 0.25).[19]

Wagenaar et al. found that wind speed, TI and YM measurements as well as PCV be-
tween a nacelle-based Lidar and a met-mast compared well[55]. It was suggested that
Lidar can be applied for site assessments, PCV, YM correction and wind turbine control,
which will be further discussed in chapter 3. A nacelle-based Lidar can also be applied
as downwind-looking for measuring turbine wake effects. This application allows for val-
idating wake models, which can help to quantify the decrease in energy production of
downwind turbines. It also allows to determine the increase in fatigue loads due to a
turbulent environment in the wake of a turbine[23].

Well-known nacelle-based Lidars are the Wind Iris and ZephIR DM. The former can
measure horizontal wind speed (HWS) and YM from 40 to 400 m whereas the latter one
can measure from 10 to 300+ m[2][65]. Their advantage over ground-based Lidars is that
they do not need support structures since they can be installed on top of a nacelle. But,
the change in measurement height due to tilt and roll movements of the nacelle should
be incorporated into the measurements[59].

Five-beam Lidar

A newly developed nacelle-based Lidar is the Avent five-beam Lidar. It contains five
beams with four beams pointing at the corners of a square and one in the centre, which
can be used in two different configurations as shown in Figure 2.1. The Lidar can measure
at 10 different ranges simultaneously with a measurement frequency of 1 or 4 Hz. The
angle between the centre beam and the other beams is α, which is equal to 15◦ as a result
of combining the horizontal (αh) and vertical half-opening angle (αv) of 10.73◦, which
are called β in Figure 2.1. Assuming that no YM occurs, the radial wind speed (RWS)
measured by the centre beam, or line-of-sight (LOS) 0, equals the HWS. This Lidar allows
for a more accurate wind field estimation, because of more measurement points at the
configured ranges. The derivation of the HWS and direction measurements is given in
subsection 2.1.2.
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Figure 2.1: Five-beam Lidar LOS configurations[8]

2.1.1 Continuous Wave and Pulsed Lidars

In principle, there are two types of Lidars: continuous-wave (cw) and pulsed. A cw
Lidar emits a beam of light continuously at a fixed elevation focussed at a certain height.
However, the measurement height and spatial resolution can be changed by adjusting the
focal settings of the telescope. A common limit of the measuring height is between 200
and 300 m due to the so-called “probe length”, which increases with the square of the
measuring range. Also, the measuring height can be influenced by changes in the aerosol
concentration (mist layers) resulting in significant backscatter from wrong heights.[33]

Another approach to take measurements is by transmitting a sequence of light pulses
and keep track of the time until the backscatter is received. This (pulsed) Lidar can
measure at several heights at a time, in contrast to cw Lidar that needs to adjust its focal
settings[54]. In addition, the spatial resolution is independent of the measurement range
which is a limiting factor of the cw Lidar. In this way a spatial resolution of 30 to 40
m can be obtained at each measurement height. However, the maximum measurement
height of a pulsed Lidar is limited by a lower returning signal with increasing height due
to scattering[33]. This results in a maximum measurement height of about 300 m.[39]

Although the spatial resolution of a pulsed Lidar is independent of the measurement
range, a cw Lidar features a higher data acquisition rate. This allows for turbulence
measurements, which is important to maximise energy production and to ensure structural
integrity of the turbines. On the other hand, a pulsed Lidar measures with a constant
spatial resolution, but lower than with a cw Lidar. The principle of both techniques is
shown in Figure 2.2 and Figure 2.3.

2.1.2 Working principle

The acronym of Lidar, Light Detection and Ranging, describes the remote measurement
technique that uses laser signals. The time between emitting a light pulse and receiving
the scattered signal determines the distance to the object that reflects the light. For wind
energy applications, the technology of (Doppler) Lidar is applicable to measure wind speed
and direction remotely. Electromagnetic radiation, i.e. light, is transmitted in different
directions by using a turning mirror or rotating parts[39]. The receiver collects scattering
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Figure 2.2: Continuous-wave Lidar[11] Figure 2.3: Pulsed Lidar[11]

of the light from aerosols in the air, which are typically dust, water droplets, pollution,
pollen or salt crystals[48].

Lidar transmits electromagnetic radiation without danger for human eyes, because a
wavelength of 1.55 µm is used. The scattered light is collected by a receiver with a very
high sensitivity that can detect scatter from one photon for every 1012 transmitted[48].
The reflecting photon causes a frequency shift due to its movement proportional to the
LOS velocity as given by the relation shown in Equation 2.1[30].

∆f =
2|U|cosφ

λ
(2.1)

Here, U is the velocity of the scattering particle, λ the wavelength of the transmitted light,
and φ the angle between the wind direction and LOS from the Lidar. The underlying
principle of this technique is called “Doppler effect” which is also heard in the change of
the sound from a passing ambulance. The configuration of such a carbon dioxide laser
Doppler Lidar is given in Figure 2.4. The laser beam is split before it enters the telescope
and pointed at the target of interest. The shifted scatter is collected and amplified after
which it is detected and processed.[30]

To be able to monitor the wind energy available in a wind field, the LOS velocity does
not give enough information. Therefore, a second target near the measurement point is
to be analysed by using a two-beam[2] or a moving beam[65] Lidar under the assumption
of a homogeneous wind field in the measurement range[10], as shown in Figure 2.5. As
discussed by Goossens, a larger opening angle increases the accuracy of YM and wind
speed measurements, but a smaller opening angle results in a better indication of the
local wind speed. In addition, the accuracy depends on the type of Doppler Lidar that is
used (cw or pulsed).

In principle, the LOS measurements of a two-beam Lidar are related to the wind vector,
opening angle and misalignment of the wind flow with the Lidar axis as follows[59]:
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Figure 2.4: Schematic of laser Doppler system for remote wind sensing[30]

Vr = V cos(α+ γ) (2.2a)

Vl = V cos(α− γ) (2.2b)

γ = tan−1

(
r − 1

tan(α(r + 1))

)
(2.2c)

where Vr and Vl are the RWS measured by the right and left LOS, γ is the angle between
the wind direction and the Lidar axis, and r is the ratio between both LOS velocities
(r = Vr

Vl
). The wind vector is a combination of the wind speeds in x- and y-direction:

u = V cos(γ) (2.3a)

v = V sin(γ) (2.3b)

Hence, the wind speeds in x- and y-direction can be obtained from the Lidar measurements
as follows:

u =
Vr + Vl
2 cosα

(2.4a)

v =
Vr − Vl
2 sinα

(2.4b)

Finally, HWS and YM can be calculated with Equation 2.5 using the RWS measurements.

HWS =
√
u2 + v2 (2.5a)

γ = arctan
(v
u

)
(2.5b)

In the case of the five-beam Lidar, the wind speeds in x- and y-direction can be calculated
with the two top and bottom beams (LOS 1 and LOS 2 or LOS 3 and LOS 4 according to
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Figure 2.5: Two-beam Lidar measures wind speed and direction from two LOS vectors[59]

the left configuration in Figure 2.1). When it is assumed that the flow is homogeneous,
the following equation can be used[8]:

u =
Vr + Vl

2 cosαh cosαv
(2.6a)

v =
Vr − Vl

2 sinαh cosαv
(2.6b)

Another assumption should be made to define the wind speeds at hub height, which is a
linear vertical wind speed profile. Hence, the wind speeds at hub height and consequently
the HWS can be calculated as follows[8]:

uhub =
utop + ubot

2
=
Vrtop + Vltop + Vrbot + Vlbot

4 cosβh cosβv
(2.7a)

vhub =
vtop + vbot

2
=
Vrtop − Vltop + Vrbot − Vlbot

4 sinβh cosβv
(2.7b)

HWS =
√
u2
hub + v2

hub (2.7c)

2.1.3 Benefits and drawbacks

The ability to measure wind speed and direction or YM remotely can be seen as the main
advantage of Lidar. However, the measurement range is limited by the optic sensitivity
limit of the receiver[40]. Overall, a ground-based Lidar should be installed at a mea-
surement distance of 2.5 rotor diameters away from the turbine to be tested[22], but it
is accompanied by easy installation and relative flexibility. Furthermore, a nacelle-based
Lidar can be installed at the top of the turbine so that no support structure is required.

In addition, a large area can be measured by Lidar while a fixed cup anemometer takes
point measurements. This allows the Lidar to aim outside the areas which are disturbed
by, for example, wakes or obstacles. Moreover, a better approximation of the wind condi-
tions along the whole rotor can be made. A Lidar can also measure at different heights as
ground-based, or at different distances as nacelle-based. Thus, more reliable data can be
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collected during a measurement campaign. However, multiple scattering due to cloudy or
bad weather (rain or snow) influences the measurements. The data will then be affected
by the errors in the Lidar signals.[63]

In contrast to cup anemometers, Lidar does not interfere with the flow. This means
that inertial effects on the measurements due to the so-called “over-speeding” of cup
anemometers are absent[34]. This phenomenon is caused by a faster response of the cup
anemometer to accelerating wind than decelerating, which will increase the average wind
speed measured by a cup anemometer.

On the other hand, the principle of Lidar relies on homogeneous flow conditions in the
measurement area. However, this assumption does not hold in complex terrain or wind
turbine wakes. The resulting inhomogeneous flow can result in wind speed measurement
errors on the edges of the wake up to 15% and at the centre up to 30% of the wind speed
measured at hub height depending on the complexity and steepness of the terrain[31].

On a similar note, Lidar measurements can be affected by different sources of error from
the system itself. Some of these errors, range weighting and directional bias, were investi-
gated using realistic simulations with a spinner mounted Lidar[45]. In case of a cw Lidar,
the first error is caused by taking measurements along a laser beam, which samples a
volume of an infinitely thin beam instead of a single point. This follows from integrating
the wind speed measurements taken along that beam with a weighting function, which
filters the measurements to determine the wind speed at the target point. The error of
a pulsed Lidar is caused by the spatial averaging, since it measures at several ranges.
“Pulsed Lidars emit a collimated laser pulse and integrate the backscattered light as the
pulse travels through several ‘range gates’”[45, pp. 416]. Therefore, it measures the wind
speed at several distances. Furthermore, the Lidar measures only radial wind velocity
with the assumption that it is only due to the mean stream-wise component (u). Thus,
a directional bias occurs when the Lidar is measuring while it is misaligned in yaw (γ)
and/or azimuthal direction (θ). This error will increase with larger misalignment angles
as shown by the following relation:

err(û) = tan γ(v sin θ − w cos θ) (2.8)

2.1.4 Installation

As discussed in the previous section, Lidar can be installed at the ground, but also at the
nacelle of a wind turbine. Both configurations require accurate installation to measure
power curves reliably, since a small offset in measurement height can have significant
effects on the power curve. For example, a Lidar that measures at a lower height than
expected, records lower wind speeds due to wind shear which results in an overestimated
power curve. In the subsequent chapters more details on the installation procedure will
be provided to avoid measurement uncertainties.

Height

The height at which a Lidar will be measuring should be within ± 2% of hub-height
as discussed by the IEC. Since a Lidar can measure at different ranges or heights, it
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Figure 2.6: Schematic measurement set-up of the Lidar and turbine[51]

should be configured so that a representation can be made of the wind speeds in the rotor
area. In the case of a ground-based Lidar, it is easy to define these heights in the Lidar
configuration. A schematic measurement set-up of a ground-based Lidar measuring at
different heights, a met-mast and a turbine is shown in Figure 2.6.

However, in the case of a nacelle-based Lidar the tilt of the turbine and installation height
atop the nacelle should be taken into account. The Lidar should be tilted to compensate
the effects of the distance from the Lidar to the enter line of the tower, the distance from
the Lidar to the rotor centre and the turbine tilt as function of the wind speed. The
optimal Lidar tilt as a result is given in Equation 2.9.[59]

βtilt = arctan

(
h

xD + Lcl

)
+ βcorr − βope − βsta (2.9)

Where βLidar corresponds to the tilt angle which should be implemented during instal-
lation for wind speed measurements close to hub height. In addition, h is the height
between the optical head of the Lidar and hub height, x indicates the number of rotor
diameters, D, and L the distance from the optical head of the Lidar to the tower centre
line. Furthermore, βcorr corresponds to the correction of the tilt error observed during the
Lidar calibration and βope represents the tilt of the operating turbine at the predominant
wind speed. Finally, βsta is the static tilt which is in general negligible small. The tilt of
the Lidar can be checked by the readings from the Lidar’s inclinometers.

Distance

When using Lidar or met-mast for PCV, the measurements should be performed between
2 to 4 rotor diameters from the turbine according to the IEC. A ground-based Lidar
should therefore be placed within this limits, optimally at a distance of 2.5 rotor diam-
eters from the turbine. In the case of a nacelle-based Lidar, this measurement distance
can be obtained by configuring the device so that its measurement distances cover the
recommended range including 2.5 rotor diameters from the turbine.
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Figure 2.7: Measurement height and distance given the tilt angle and nacelle-based Lidar
height[59]

One thing to take into account using nacelle-based Lidar is the tilt angle. From Figure 2.7
the measurement height can be determined with Equation 2.10 including the effect of the
tilt angle[59]:

zM = zOH − zMrel
= zOH −R · tan(βtilt) (2.10)

where zM is the measurement height of the Lidar at a measurement range R (= xD+L)
and zOH represents the absolute height of the Lidar above the ground. As a consequence
of the tilt angle βtilt the relative measurement height of the Lidar is ZMrel

.

2.2 Sonic Spinner Anemometers

Since 2007, Pedersen et al. have investigated the application of spinner anemometers in
wind energy[35][36][37]. It was possible to measure power curves with this device, because
it could measure the same parameters as a met-mast or Lidar for example. Moreover, Ped-
ersen et al. observed that wind speed measurements of a spinner anemometer correlated
better with turbine power than measurements of the nacelle anemometer or met-mast.
Also, it was demonstrated that the preferred method to calibrate a spinner anemometer
for YM was to deliberately misalign the turbine in stopped conditions.[37]

Since TI measurements with Lidar seem to deviate from met-mast measurements[19], the
use of spinner anemometers could evolve new possibilities. Pedersen analysed a spinner
anemometer that was calibrated in a sector without wake effects, thus in the absence of
high turbulence conditions. The angular and turbulence measurements corresponded well
with the met-mast measurements. However, an induction factor correction function was
required to correct the wind speed measurements from the spinner anemometer. More-
over, an average YM of approximately 10◦ was measured which could have been caused
by the alternating way in which the two symmetrically mounted spinner anemometers
were controlled. The research into the calibration and accuracy of spinner anemometers
should be continued to gain more benefits from the spinner anemometers.[35]
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(a) 1D sonic anemometer[37] (b) Spinner anemometer[37]

Figure 2.8: Sonic spinner anemometer

Furthermore, Wessels investigated the inclusion of spinner anemometers in wind farms in
2015. The spinner was able to measure wind conditions sufficiently after a calibration with
a met-mast[61]. Since the research into the use of Lidar instead of a met-mast in wind
farms is going on, the opportunity to calibrate spinner anemometers by using Lidar could
be interesting. However, the uncertainty related to the calibration by using a Lidar has
not yet been sufficiently examined[17]. Therefore, it has been recommended to investigate
the accuracy of the spinner anemometer measurements after a calibration with a Lidar.

To summarise, a spinner anemometer can measure wind speed, YM and flow inclination
angle. Also, confidence is given in its ability to measure TI while it is still in debate
whether Lidar can measure TI accurately. It is therefore interesting to include spinner
anemometers in a field experiment.

2.2.1 Working principle

Different types of spinner anemometers have been applied in research. The spinner
anemometer from ROMO Wind is discussed since it was used during the measurement
campaign. This spinner anemometer consists of three 1D sonic anemometers (Figure 2.8a)
installed symmetrically at the front of the spinner of a turbine as shown in Figure 2.8b.
The “Ultrasonic Wind Sensor Technology” is used which works by comparing the time
gap between the sound waves going between the two sensors of a sonic anemometer. By
combining measurements from the three sonic anemometers, the wind speed, YM and
flow inclination angle can be defined with a conversion algorithm which is explained by
Demurtas and Janssen[15].[39]

The vector wind speeds can be derived from the sensor wind speeds (V1, V2 and V3) as
expressed in Equation 2.11. k1 and k2 are algorithm constants that can be obtained from
a calibration process which is discussed in subsection 2.2.3. The constants are used to
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convert the measurements from the spinner anemometer to the free wind conditions 2.5
rotor diameters in front of the turbine. These constants are related to the design of the
turbine spinner and blade roots, so they remain the same for identical turbines if the
spinner anemometer is mounted accurately.[37]

V1 = U(k1 cosα− k2 sinα cos θ) (2.11a)

V2 = U

(
k1 cosα− k2 sinα cos

(
θ − 2π

3

))
(2.11b)

V3 = U

(
k1 cosα− k2 sinα cos

(
θ − 4π

3

))
(2.11c)

Here, U is the vector wind speed, α the inflow angle and θ the azimuth position where
the flow stagnates on the spinner. The parameters discussed above can be obtained from
the relations in Equation 2.11 and the coordinate systems in Figure 2.9. The expressions,
which represent the conversion algorithm mathematically, are given in Equation 2.12.
The expression for θ is clarified in Figure 2.10. The complete derivation is outside the
scope of thesis, but can be found in [37].

Figure 2.9: Coordinate systems including the relevant angles in a side, top and front view.
The subscripts s and n correspond to the non-rotating shaft and fixed nacelle
coordinate systems. The superscript ’ corresponds to the rotating spinner coor-
dinate system.[37]

Vave =
V1 + V2 + V3

3
(2.12a)

U =
Vave

k1 cosα
(2.12b)

α = arctan
k1

√
3(V1 − Vave)2 + (V2 − V3)2

√
3k2Vave

(2.12c)

V1 < Vave : θ = arctan
(V2 − V3)√
3(V1 − Vave)

(2.12d)

V1 ≥ Vave : θ = arctan
(V2 − V3)√
3(V1 − Vave)

+ π (2.12e)
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Figure 2.10: θ as function of the vector wind speeds

Subsequently, these expressions can be translated to define the velocity components of
the fixed nacelle coordinate system as shown in Equation 2.14[37].

u = U(cosα cos δ − sinα cos(φ+ θ) sin δ) (2.13a)

v = −U sinα sin(φ+ θ) (2.13b)

w = −U(sinα cos(φ+ θ) cos δ + cosα sin δ) (2.13c)

Where δ represents the shaft tilt angle. Then, the HWS, Uhor, and YM, γ, can be
determined using the previous expressions:

Uhor =
√
u2 + v2 (2.14a)

γ = arctan
(v
u

)
(2.14b)

2.2.2 Benefits and drawbacks

The main advantage of spinner anemometers is the measurement location which is in front
of the rotor. This means that the flow is not distorted by passing blades for example before
it reaches the sensor[15]. Moreover, the rotation results in measurements of the flow angles
in absence of mounting and adjustment errors[35].

2.2.3 Installation and calibration

The installation of ROMO Wind spinner anemometers requires specific mounting and
calibration steps. First, a standard calibration at zero wind speed or in a wind tunnel
should be performed to relate the output readings to the actual wind speed. Secondly,
the spinner anemometers should be mounted in front of the rotor, at the spinner of the
turbine, 120◦ apart from each other. The calibration process is continued to include sensor
and mounting uncertainties by an internal calibration at the field at wind speeds between
6 and 10 m/s for at least 30 minutes when the turbine is in operating condition. In this
step, a first estimate of the calibration constants k1 and k2 is made, which are related
to the wind speed component parallel and perpendicular to the turbine nacelle direction.
The third calibration step is a comparison between the spinner anemometer data and
measurements at 2.5 rotor diameters in front of the rotor from a reference measurement
device, i.e. met-mast or Lidar. The calibration constants are optimized during this step
to account for the turbine geometry.[37]
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2.3 Meteorological conditions

The meteorological conditions at a site indicate the wind speed and wind direction dis-
tribution during a measurement campaign. Measurements from a whole year are used as
input to avoid seasonal variations, which could be used later to estimate the Annual En-
ergy Production (AEP). Therefore, the measurements from the met-mast at hub height,
which is in most cases installed at the site for longer than one year, shall be used as input.

One thing to take into account using hub height wind speed measurements from a met-
mast, is the distortion of the mast itself on the cup anemometer measurements. At each
time, the readings from the cup anemometer that is not behind the mast should be taken.

A wind rose will show the wind speeds distribution over the wind directions. Also, a
wind speed distribution will be determined using a Weibull fit. The shape, k, and scale,
A, parameters will be estimated using Equation 2.15[26]. In addition, a least-square
estimation was done using a Matlab function developed by Bierbooms[5]. This function
was based on the method from “Windklimaat van Nederland”[64].

k =

(
std(U10min)

U

)−1.086

(2.15a)

A =
U

Γ
(
1 + 1

k

) (2.15b)

Where Γ represents the so-called gamma-function:

Γ(y) ≡
∫ ∞

0
exp(−x)xy−1dx (2.16)

2.4 IEC

The IEC provides a procedure to eliminate errors and uncertainties in power performance
measurements due to disturbed and inhomogeneous wind conditions. The most relevant
guidelines for this thesis will be presented in this section. Additionally, some parts will
be discussed in Appendix A.

2.4.1 Developments within the IEC standard

The first edition, which was published in 2005, prescribed cup anemometers for measuring
wind speed, since these instruments were robust and suitable for PCV of wind turbines.
The second edition was published in 2013 and was focussed on power performance tests
using nacelle anemometry. In this case wind conditions are measured on the nacelle. A
transfer function is required to estimate the free wind speed from the measurements of
the nacelle anemometer. These measurements are less affected by the surrounding terrain
and obstacles, but care should be taken of the effects from the turbine’s rotor and nacelle.
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In 2016 a draft version was released in which remote sensing devices were introduced for
measuring wind conditions. The new standard also recommended rotor equivalent wind
speed (REWS), because the wind speed at hub height only does not represent the wind
speed over the whole rotor height accurately, due to growing rotor diameters. Also, TI
affects the averaging of power outputs for which a normalisation procedure is presented
in this draft.

To conclude, a general assessment of wind distortions by topographical variations, wind
turbines and obstacles should be performed to:

(a) position the measurement device;

(b) determine the undisturbed measurement sectors

(c) check for site calibration requirements

(d) determine uncertainties caused by wind distortions

Since both measurement campaigns that are discussed in this thesis were performed in a
“flat terrain”, no site calibration is needed and this section of the IEC standard will be
omitted.

2.4.2 Method

Variations in wind shear and wind veer over the rotor area may influence the power curve
significantly. As discussed above, the latest version includes REWS measurements for
power performance testing. The wind veer is implemented by rewriting the equation for
the kinetic energy flux, Pkin, through the rotor area (Equation 2.17) so that only the wind
speed component perpendicular to the turbine rotor will be used.[22]

Pkin =

∫
A

1

2
ρV 3dA =

∫
A

1

2
ρ(V cos(φ− φhub))3dA (2.17)

Where φhub equals the wind direction at hub height. To implement wind shear, more
than three measurement heights are recommended. The REWS is further described in
subsection 2.4.9. However, the wind speed at hub height should always be reported,
because it has been used as the basis wind speed measurement since the first edition of
the IEC standard. Furthermore, in homogeneous terrain the hub height wind speed can
give a reliable representation of the wind speed over the whole rotor area.

The wind conditions that are measured by the instruments should be similar to the wind
conditions that reach the turbine. If the test turbine or the instrument is in the wake
for example, the data should be excluded from the analysis. Thus, the undisturbed
measurement sectors should be determined which is further discussed in Appendix A.

In addition, the air density at hub height should be implemented in the calculations.
This parameter changes with height, however the effect is negligible in power performance
measurements. The procedure to perform air density normalisation of the measurements
is described in subsection 2.4.10. Furthermore, TI affects the power curves considerably
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due to averaging of the power output and wind speed measurements while there is a
non-linear relationship between both parameters as will be discussed in subsection 3.1.1.
Therefore, the IEC standard recommends a TI normalisation with a reference TI to
eliminate its effect. It allows a comparison between power curves measured at different
TI. The reference TI can be defined prior to PCV, as a function of the wind speed at hub
height or a 10% value should be used. The procedure for TI normalisation of the power
curve will be discussed in more detail in subsection 2.4.12.

2.4.3 Data collection

The data collected by the devices during a measurement campaign should meet some
criteria to get power performance characteristics of the wind turbine with sufficient quality
and quantity. For example, the wind turbine should operate normally without changing
the machine configuration. Any maintenance of the turbines is supposed to be noted.
The data from the wind and power measurements “shall be collected continuously at a
sampling rate of 1 Hz or higher”, while the other parameters like “air temperature, air
pressure, wind turbine status and precipitation, if measured, may be sampled at a slower
rate, but at least once per minute.”[21, pp. 18] The datasets that are to be stored should
be based on 10-minute averages of the mean wind speed, its standard deviation, maximum
and minimum value.

2.4.4 Data rejection

Since the data requires to be obtained during normal operation and not corrupted, some
sets need to be discarded. These sets occur under the following circumstances: external
conditions beyond the turbine operating range, turbine is not in operating condition due
to faults, a manual shut down, tests or maintenance, failure of test equipment, and when
the wind direction is outside the measurement sector or site calibration sector.

2.4.5 Data base requirements

After filtering the data as discussed above, the data should be corrected for air density,
wind shear and TI as discussed in the subsequent sections. Then, the database of all
collected data should:

• be ordered via the “method of bins” procedure.

• “at least cover a wind speed range extending from 1 m/s below cut-in to 1.5 times
the wind speed at 85% of the rated power of the wind turbine.”[21, pp. 19]

• have bins of 0.5 m/s with centres as multiples of 0.5 m/s.

• include a minimum of 180 hours of sampled data.

• have bins with at least 30 minutes of sampled data.
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2.4.6 Binning procedure

The power curve can be defined by using the “method of bins” as given in equation
Equation 2.18[22]. Here, bins of 0.5 m/s are selected for which the mean of the normalised
wind speed and power output are to be calculated.

Vi =
1

Ni

Ni∑
j=1

Vn, i, j (2.18a)

Pi =
1

Ni

Ni∑
j=1

Pn, i, j (2.18b)

Where Vi and Pi are the wind speed and power output representing bin i, Vn,i,j and Pn,i,j

the wind speed and power output where j corresponds to the data set and i to the bin,
and Ni describes the amount of 10-minute data sets.

2.4.7 Annual Energy Production

The AEP can be calculated with the binned wind speeds and corresponding power outputs
using Equation 2.19[22, pp. 43]. In the case of an incomplete power curve up to cut-out
wind speed, an extrapolation can be performed from the highest complete wind speed in
the database up to cut-out wind speed.

AEP = Nh

N∑
i=1

[F (Vi)− F (Vi−1)]

(
Pi−1 + Pi

2

)
(2.19)

Where Nh describes the hours in one year and F (V ) represents the Rayleigh cumulative
probability distribution function as given in Equation 2.20[21, pp. 22].

F (V ) = 1− exp

(
−π

4

(
V

Vave

)2
)

(2.20)

where Vave is the average wind speed from one year data and V the normalised REWS.
The average wind speed corresponds in this case to the wind speed at hub height.

2.4.8 Power coefficient

In addition, the power coefficient can be determined for each wind speed bin. It can be
calculated with:

CP,i =
Pi

1
2ρ0AV 3

i

(2.21)

where Cp,i is the power coefficient of bin i.
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2.4.9 Wind shear correction

Vertical wind shear is described by the difference in wind speed over height. The wind
shear coefficient can be calculated with Equation 2.22 using the wind speed at hub height,
Vhub, and lower tip, Vlow.

a =
log
(
Vlow
Vhub

)
log
(
hlow
hhub

) (2.22)

A wind shear correction can be applied by three different options: REWS, a wind shear
correction factor and a wind shear corrected wind speed. In this thesis only the first
option will be used to implement wind shear in PCV. The rotor area is divided into
segments derived from the different measurement heights. The corresponding REWS,
Veq, is calculated as follows:

Veq =

(
1

A

∫
i
(Vi cos(ψi − ψhub))

3dAi

) 1
3

=

(
nh∑
i=1

v3
i

Ai

A

) 1
3

(2.23)

where i corresponds to a specific height, vi is the wind speed at that height, Ai the
corresponding area and nh the number of segments. The segments are separated by a
horizontal line in the middle of two measurement heights. The area of a segment can be
determined by:

Ai =

∫ zi+1

zi

c(z)dz = g(zi+1)− g(zi) (2.24)

where zi is the height corresponding to segment i and should lie between H − D
2 and

H + D
2 , i.e. between the lowest and highest tip height. The rotor width at height z can

be calculated with trigonometry:

c(z) = 2

√(
D

2

)2

− (z −H)2 (2.25)

Finally, the integrated function is given by:

g(z) = (z −H)

√(
D

2

)2

− (z −H)2 +

(
D

2

)2

arctan

 z −H√(
D
2

)2 − (z −H)2

 (2.26)

These steps can be used to calculate the REWS as defined by Equation 2.23. A validation
for calculating the segment area using Equation 2.24 can be performed using the theory
for calculating circle segments from the on-line computation website Wolfram Alpha. This
theory uses the circular arc that describes the angle between the two chord points defining
the segment.
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2.4.10 Air density correction

Air density is a function of temperature, air pressure and relative humidity. As an alter-
native to the humidity measurement, a value of 50% relative humidity may be assumed
if humidity is not measured. These parameters will be used as input to calculate the
10-minute average air density, ρ10min, using Equation 2.27.

ρ10min =
1

T10min

(
pair,10min

R0
− Φpw

(
1

R0
− 1

Rw

))
(2.27)

Where R0 and Rw are the gas constants of dry air (287.05 J/(kgK) and water vapour
(461.5 K/(kgK)), φ represents the relative humidity and pw the vapour pressure which
can be calculated with:

pw = 0.0000205 · exp(0.0631846 · T10min) (2.28)

The temperature should be corrected to hub height with T10min = Tmeas + aH, where
Tmeas corresponds to the temperature measured by the Lidar, a = −0.0065◦/m and H
represents the height between the Lidar and hub. Furthermore, p10min is the 10-minute
average air pressure corrected to hub height using Equation 2.29. An average of the air
density that is calculated from the measurements at the site should be used to normalise
the data to this reference. Since the turbines in this thesis have active power control, the
normalisation given in Equation 2.30 should be applied.

pair,10min = pmeas

(
Tmeas

T10min

)− g0M
R∗a

(2.29)

Where M represents the average molar mass of air equal to 0.02897 kg/mole.

Un =

(
ρ10min

ρ0

) 1
m

(2.30)

Where Un is the normalised wind speed. In the IEC standard m was given to be 3,
however according to Svenningsen this value results in an overestimation of maximum 5%
in AEP. Therefore, an update for this method was proposed such that m:

• equals 3 until wind speeds of 7-8 m/s

• adjusts smoothly from 3 to 1/1.5 when the wind speed goes to 12-13 m/s

• equals 1/1.5 at wind speeds above 12-13 m/s

This update resulted in a reduction up to 1% error in AEP.
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2.4.11 Tilt correction

The measurement height of a nacelle-based Lidar can vary when the turbine is operating.
This results in bending of the turbine and tilting of the Lidar beams. Since the IEC
dictates that PCV is performed with wind speed measurements within 2.5% of the hub
height, a nacelle-based Lidar is pre-tilted to measure at hub height on average. In addition,
a tilt correction can be applied using the difference between the tilt readings of the
inclinometer and their average to calculate the measurement heights with Equation 2.31.

hLidar = hhub + sin(β − βmean) ·R (2.31)

Here, hLidar is the measurement height of the Lidar, β the tilt angle, βmean the average
tilt angle which is assumed to be applied during installation, and R the measurement
distance. The measurement height as well as the shear coefficient, a, from Equation 2.22
can then be used as input in Equation 2.32 to calculate the corrected wind speed.

Vhub = VLidar

(
hhub
hLidar

)a

(2.32)

2.4.12 Turbulence intensity correction

Next to the corrections discussed above, a turbulence normalisation has been reported in
the IEC standard of 2016. It should be applied to take the TI effect into account, which
is caused by averaging of the measured power and wind speed. The correction for TI
depends on the TI at hub height as it will represent the TI along the whole rotor area.
It will be assumed that the power curve followed by the turbine is independent of TI.

The normalisation only covers the effect of 10-minute averaging. This should result in
a power curve independent of TI so that the power curve is corrected for the positive
effects at the lower wind speeds as well as the negative effects at the higher wind speeds
as discussed in subsection 3.1.1. As a result, the effects of different TI on the turbine
performance can be compared. The process is further described in chapter 7.

2.5 Heterogeneity

The Lidar working principle is based on the assumption of homogeneous wind conditions[7].
In statistics, homogeneity relates to the assumption of having the same statistical prop-
erties in any part of a data set. This can be translated into wind conditions so that every
part of the wind field has the same wind conditions as another part of the wind field.
Regarding Lidar, the average wind speed and TI are assumed to be equal between two
measurement points so that the HWS and direction measured by both Lidar beams would
be equal to the HWS and direction at the centre line over 10 minutes (Figure 2.11a).

In reality a wind field is heterogeneous, so wind conditions will vary through a wind field
(Figure 2.11b). Using a Lidar in turbine wakes for instance, where an inhomogeneous flow
occurs, leads to uncertainties in the measurements. Cassola et al. investigated the case
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(a) Homogeneous (b) Heterogeneous

Figure 2.11: Lidar (blue square) measuring in homogeneous and heterogeneous wind con-
ditions

in which a two-beam Lidar measured in free stream conditions, and another Lidar in free
stream as well as in wake conditions. Interestingly, it was found that the measurements
of both Lidars compared well.[10]

The principle of having different wind conditions in a wind field is further referred as
heterogeneity. In this thesis, the effect of heterogeneity on the RWS measured by Lidar
will be called X. As discussed above, heterogeneity affects the wind measurements of
Lidar because its beams point into different directions. According to this, the accuracy of
the Wind Iris in measuring YM as found by Goossens (±4◦) was questioned by the Lidar
manufacturer. With the help of Avent Lidar, Wessels proposed a method to answer the
following questions which will be further discussed in chapter 8:

1) How does heterogeneity affect Lidar measurements?

2) Is it possible to compensate for heterogeneity in the future?

2.5.1 Five-beam Lidar measurements

As discussed by Wessels, a five-beam Lidar should be able to measure heterogeneity more
accurately than a two-beam Lidar. The data that can be measured by an Avent five-
beam Lidar is described in section 5.2. In addition, the Lidar measured in the square
configuration. Thus, the only beam that measured at hub height is the centre beam. As
a result, the RWS measurements of the other 4 beams should be averaged to be able
to determine the HWS and YM at hub height. Consequently, the uncertainty in the
measurements will be increased due to this procedure.



Chapter 3

Literature Review

A literature review was performed in order to present an overview of research that has
been done on Lidars and spinner anemometers. Also, their ability in measuring the
different factors influencing turbine performance were examined. The main applications
of Lidar and spinner anemometers will be discussed in the subsequent sections.

3.1 Power curve measurement

A primary characteristic of a turbine is the guaranteed power curve which applies un-
der certain wind conditions. The power curve should be measured during operation for
verification and optimisation. According to the IEC 61400-12-1 standard for power per-
formance measurements, a met-mast should be located at a distance of 2.5 rotor diameters
from the turbine[21]. The met-mast should contain the following devices: cup anemome-
ters to measure wind speed, wind vanes to define wind direction and air temperature and
pressure sensors to determine temperature and pressure. Then, the power curve can be
determined from these parameters by following the guidelines in the standard. But, the
wind speed at hub height does not represent the wind speed over the whole rotor area,
because “the power output of a wind turbine depends on the kinetic energy flux, which
itself depends on the wind speed profile, especially for large turbines”[58, pp. 993] as
discussed in subsection 3.1.2.

It is expected that Lidar allows for more accurate power curve measurements, since the
wind speed can be determined at different heights along the rotor swept area. Moreover,
nacelle-based Lidar rotates with the turning turbine which could lead to a more correlated
power curve than with cup anemometers or ground-based Lidar. This could also help to
determine the effect of YM better as discussed in subsection 3.1.3.

Interestingly, Wagner et al. found a higher correlation between a nacelle-based Lidar and
power curve measurements than with a met-mast. Another advantage was the larger
usable dataset in the absence of the wake caused by the turbine that is tested. It must
be noted that the Lidar tilted backwards when the wind speed was increasing which
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resulted in deviations. It was also mentioned that current Lidars are not able to measure
in complex terrain accurately due to the assumption of having homogeneous wind speed
in horizontal direction.[60]

Recently, van der Velde investigated the difference in AEP between Lidar and met-mast
measurements. A difference of 2.5% in AEP was found from measurements with a mean
wind speed of 7 m/s and a Rayleigh distribution. He concluded that a comparison of
power performance between turbines can be made with either a met-mast or Lidar, but
not using a combination of both measurement devices.[51]

Regarding the guaranteed power curves, the specific wind shear and TI conditions under
which they are typically guaranteed include shear exponents of 0.15-0.2 and TI of 10-12%,
which are also referred as the “inner” conditions[49]. As a result, a significant amount
of data could be excluded. For instance, 70% of met-mast data from a measurement
campaign (February 3, 2015 until July 7, 2015) at Prinses Alexia wind farm had to be
excluded[61]. This means that during 70% of the available time no power curve was
guaranteed, i.e. the turbine was operating in the outer conditions. A similar result was
found with a Lidar at Prinses Alexia wind farm by van der Velde where 41% of the data
was collected during inner conditions. The effect of the filter for inner conditions was an
increase of 0.8% in power performance[51]. This means that it can be valuable to demand
power curves valid for (part of) the outer conditions.

As discussed above, power curves are guaranteed for a limited range of TI and wind shear
conditions. To get a more refined overview of the turbine performance, the turbine man-
ufacturer should guarantee power curves for more variable TI and wind shear conditions.
The demand for strict guarantees in future contracts from wind farm operators such as
Vattenfall raises, since it will result in more certainty. This requires also measurement
devices that can accurately measure TI and wind shear to be able to monitor the turbine
performance. To conclude, Lidar’s ability to measure wind shear and TI is important for
PCV. The effects of these parameters on turbine performance are discussed below.

3.1.1 Turbulence intensity

A turbine wake, complex terrain or high shear results in turbulent flow conditions which
affect the turbine performance and loads on the turbine negatively. Quite a lot of research
has been carried out on this topic[19][27][51][53][57][61], but the question whether Lidar
can measure TI accurately is still in debate.

Following the research by Kaiser et al., TI affects the turbine performance such that
“with increasing turbulence intensity the power output will be underestimated at rated
wind speed and overestimated near cut-in wind speed”[27, pp.160]. This is caused by two
factors as described by Villanueva Lopez: bin-averaging and relaxation. Turbulence leads
to a higher power output at lower wind speeds, because in this region the power output
increases with the wind speed cubed. This means that a similar increase as decrease in
wind speed caused by turbulence results in a higher power output on average. However,
at higher wind speeds the power curve slope is decreasing, which results in a contrary
effect of TI on the power curve. Thus, the average power output in a specific wind speed
bin cannot be representative for all data points in that bin. The second factor, relaxation,
has a similar effect and is defined by the change in power output by inertia effects. At
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rated wind speed, a maximum power output is achieved, thus a higher wind speed caused
by turbulence does not result in a higher power output. A similar decrease in wind speed
does result in a lower power output, and therefore this factor leads to a lower power
output by 10-minute averaging. These effects will increase with a higher TI[53], which is
shown in Figure 3.1.

Figure 3.1: Effect of TI on power curve[27]

One thing to take into account when comparing TI measurements, is that the Lidar mea-
sures differently than a met-mast. For example, a two-beam Lidar takes the average TI of
the measurements, which is considered as volume averaging, whereas the cup anemometer
takes point measurements. Also, the two beams have different orientations as a result of
the opening angle. These could be the main causes of the difference in the turbulence
measurements between a Lidar and a met-mast.

Interestingly, Pedersen investigated the TI evolution with a met-mast and spinner anemome-
ters. One of the advantages of spinner anemometers is that they measure the undistorted
flow, because the spinner anemometers are located in front of the rotor. The following
relation between the TI measurements was obtained: TIspinner = 1.11 ·TImet−mast. After
applying a correction for the induction, the TI measured by the spinner anemometers
correlated well with the met-mast.[35]

3.1.2 Wind shear

Besides the possibilities to measure TI with some uncertainty, it is also possible to deter-
mine wind shear with Lidar due to its ability of measuring at different heights (ground-
based Lidar or two-beam nacelle-based Lidar). Shear causes a change in wind speed with
change in height. Measurements should be taken at two different heights to calculate the
wind shear. Wagner et al. demonstrated that using wind speed measurements at more
points in the rotor swept area instead of only at hub height reduced the scatter in the
power curve[56]. Subsequently, Wagner et al. suggested the implementation of the rotor
equivalent wind speed into the power curve, because the difference between the wind
speed at the minimum and maximum height of the rotor swept area due to wind shear
will increase with bigger turbines.[58]
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3.1.3 Yaw misalignment

In addition, wind direction, or YM in case of a nacelle-based Lidar, is one of the parameters
that can be measured by Lidar, which is crucial for the alignment of the turbine with
the wind to capture the maximum power available from the wind. Since a nacelle-based
Lidar turns with the rotor axis and profiles the wind coming towards the turbine, it can
be a suitable device for measuring YM.

Recently, the accuracy of a Wind Iris in measuring YM and power curves was investigated
at wind farm Slufterdam by Goossens. Also, the effect of YM on the turbine performance
was discussed. The relation between power loss and YM was expected to be a derivation
from the misalignment of the rotor swept area with the wind (Aproj = A·cos(γ)). However,
a more realistic relation was found from literature to be cos2, which could be due to the
flow component that is misaligned with the direction perpendicular to the rotor[38].

Following the straight-forward power equation and change in yaw angle of the turbine
alignment with the wind equal to γ gives the following relation for maximum available
power[29]:

P̃max =
1

2
ρA(U cos3(γ))CP (3.1)

where ρ is the air density, A the rotor area, U the free wind speed and CP the power
coefficient. From this relation can be seen that the power will be reduced by a factor of
cosine cubed. Then, a root mean square YM of 10◦ results in a power loss of 4.6%[32].
Moreover, Fleming et al. stated that the relation depends on the aero-elastic properties of
the turbine[18]. Nevertheless, YM leads to power loss and to limit this, a suitable device
to measure it and a good control system to correct for it are required.

Following the research by Goossens, the Lidar was able to measure the power curve
reliably, but a higher uncertainty than expected, 4◦ instead of 0.5◦, in YM was found.
Furthermore, it was recommended to misalign the turbine intentionally between values
of -25◦ and 25◦ to determine the impact of YM on the power curve[19]. This experiment
has been simulated with a varying YM from -20◦ to 20◦ for wind speeds ranging from 4
to 25 m/s by Wessels. During the simulations the wind shear was set to 0, and the YM
changed in steps of 0.5◦. From Figure 3.2 can be seen that an increasing YM leads to a
reduction in the power curve as expected. Besides that, Wessels determined the effect of
wind shear on the ideal yaw error by doing Bladed simulations with varying wind shear
exponents (0, 0.2, 0.4 and 0.5) and smaller steps in YM of 0.25◦ from -1◦ to 2◦. It was
found that increasing wind shear results in a higher ideal yaw error (0◦ for wind shear
exponent equal to 0, 1◦ for 0.5), however this increase was considered to be negligible.[61]

To investigate this hypothesis from the simulations, the data set from Prinses Alexia
was investigated with Boorsma’s method. An ideal yaw error of 2.5◦ was detected for
an increase in the wind shear exponent from 0.1 to 0.5. This value is significant higher
than obtained from the simulations, but it is in agreement with the positive yaw error
as expected for higher wind shear. Furthermore, it was concluded that the Lidar can
measure YM accurately, but cannot be applied in PCV due to a high uncertainty in the
measurement campaign. Finally, the recommendation of Goossens to misalign a turbine
intentionally was processed into a proposal.[61]
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Figure 3.2: Power curves generated by Bladed with varying YM[61]

To summarise, measuring YM with Lidar should be further investigated. For example,
spinner anemometers could help to validate the YM measurements in the consecutive
research. In addition, an experiment with an intentionally misaligned turbine can be
performed. This could demonstrate the effect of YM on turbine performance.

3.1.4 Wake research

Wake effects reduce the power output of downwind turbines[31] and affect the loads
negatively[23]. Therefore, understanding the wake field can help to quantify deficits
and extra structural loads in wake environments. To measure in the wake continuously,
nacelle-based Lidar can be applied to look downwind. This could be interesting to monitor
the wake and estimate its effect on downwind turbines in a wind farm for example.

Iungo and Porté-Agel demonstrated that wind turbine wakes should be taken into account
for advanced wake models to minimise wake interactions and to optimise the power output.
The wake of a utility-scale wind turbine (Enercon E-70 2 MW) under real atmospheric
conditions was analysed by one Lidar that measured upwind flow conditions and two
Lidars that measured 3D volumes downwind by changing the horizontal and vertical
measurement angles continuously. The Lidars were deployed in the wake of the turbine at
twelve rotor diameters away from the turbine. As can be seen from the measured velocity
fields shown in Figure 3.3 and Figure 3.4, the deficits in wind speed reduce and the wake
widens slightly moving downstream. Furthermore, it was found that “wind turbine wake
recovers faster under convective conditions, compared with the neutral ones”[24, pp. 9-
10]. This can be explained with the higher TI conditions in the atmospheric boundary
layer (ABL) so that the mixing of ABL and turbine wake increases resulting in wake
recovery.[24]

In recent years, the use of Large Eddy Simulations (LES) has increased for studying wind
turbine wakes since it is thought that it would improve the turbulence evolution. The
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Figure 3.3: Velocity field at several distances downwind of the turbine[24]

main reason behind this thought is the potential to compute larger scales of turbulent
motion and temporal information[25].

3.2 Wind turbine control

It is important to control a turbine sufficiently in order to reduce fatigue and extreme
loads, but also to improve its efficiency. For instance, this can be done by preventing
unnecessary emergency shut-downs due to over-speeding (feed-forward control) or aligning
with the wind direction (yaw control). This means that the wind conditions upwind of
the turbine, which are used as input for the controller, should be measured accurately.

Many different Lidar systems have been developed, but not particularly focused on control
applications. Bossanyi et al. analysed several Lidar systems by simulation modelling and
reported the most important characteristics of Lidar to be used in control applications.
Besides that, it was found that a nacelle-based Lidar is able to improve collective pitch
control, since it can measure wind conditions that will reach the turbine a few seconds
later.[9]

3.2.1 Feed-forward control

Nacelle-based Lidar has been extensively investigated and used successfully for wind tur-
bine control[32][42][43]. Schlipf et al. examined new control methods in which Lidar
measurements were used as input. First, a non-linear model predictive controller was
compared to a baseline controller. The controllers were tested by simulating gusts and
turbulent wind fields from which 50% and 30% reductions resulted for extreme gusts and
for lifetime fatigue loads.[42]
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Figure 3.4: Velocity field at several distances downwind of the turbine over the horizontal
plane[24]

However, the simulations do not fully represent the real conditions. Therefore, Schlipf
et al. performed a field test in which a feed-forward collective pitch control was examined
using a nacelle-based Lidar. In accordance with the simulations, reductions in the turbine
loads (≥ 10%) and in the pitch activity were accomplished[43].

3.2.2 Yaw control

As discussed in subsection 3.1.3, it is important to align a turbine with the wind direc-
tion. In 2014, Fleming et al. examined the use of a nacelle-based Lidar (Wind Iris) for
improving the power capture. First, a significant difference in the wind vane anemometer
measurements of 7.5◦ on average was observed by performing a measurement campaign
of one month in normal operation with a nacelle-based Lidar and from this an error cor-
rection value was determined and implemented into the yaw controller. Hereafter, a field
test was performed in which the effect of the correction on the power capture and loads
was investigated. The results showed an increase of 2.4% in AEP and some positive and
negative effects on loading. Finally, it was concluded that using a nacelle-based Lidar for
correcting YM improves the turbine performance[18]. A field test conducted by Schol-
brock et al. showed similar results in yaw correction and its effect on power capture[44].

3.3 Conclusions

Since 2006, the applications of Lidar have been investigated in the field of wind energy.
Recently, the nacelle-based type of Lidar has emerged as potential measurement device for
particularly site assessment and PCV. Previous research has not presented concluding re-
sults on TI effects and heterogeneity. However, power curve measurements, wake research
and YM calculations have been done reliably. Although a few of these investigations were
performed at wind farms of Vattenfall, gaining more experience in these measurements is
valuable.
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Chapter 4

Research Setup

This chapter discusses the sites at which measurement campaigns are performed as well as
the simulation tools that were used. Also, the measurement instruments and the turbines
under research are described.

4.1 Prinses Alexia

The first field test was performed at wind farm Prinses Alexia, which is located in the
Dutch Flevopolder close to Zeewolde, the Netherlands, as shown in Figure 4.1. The wind
farm is owned by Vattenfall and consists of three rows with each 12 Senvion 3.4M104
turbines. The measurement devices that were installed in the wind farm, which is depicted
in Figure 4.2, are a ground based Lidar and met-mast. A list of the turbine specifications
is given in Table 4.1.

Figure 4.1: Location of wind farm
Prinses Alexia

Figure 4.2: Site layout of wind farm Prinses
Alexia
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Table 4.1: Turbine specifications of wind farm “Prinses Alexia”

Parameter Value

Type Senvion 3.4M104
Hub height 98 m
Rotor diameter 104 m
Rated Power 3.37 MW
Rated wind speed 13.5 m/s
Cut-in, cut-out wind speed 3.5 m/s, 25 m/s

4.1.1 Ground-based Lidar

The type of Lidar that was installed is a cw Doppler Lidar from ZephIR. This Lidar, which
is depicted as a blue square in Figure 4.2, was installed on the ground near turbines N03
and N04, 5 km east of the met-mast. The device was configured to measure at the
following heights: 10, 38, 45, 55, 76, 97, 117, 138, 149, 174 and 199 m. It measured
wind speed, wind direction, wind speed standard deviation and TI directly. The Lidar
also contained a meteorological station which provided measurements of temperature,
pressure and humidity. The measurements were sampled at 50 Hz and each second the
averages were logged.[65]

Since the Lidar can measured at different heights, the measurements can be used to
calculate wind shear or REWS. The ability of Lidar to measure TI accurately is not
yet determined. TI can also be calculated with Equation 4.1 as function of wind speed
and standard deviation. This results in a different TI compared to the measurements.
However, the value measured by the Lidar was corrected by implementing a factor in the
Lidar system, which was based on a comparison with TI measurements from a met-mast
as discussed in subsection 5.1.5.

TI =
σ

µ
(4.1)

4.1.2 Measurement sector

For this location, the measurement sectors were determined for the Lidar and turbines to
be investigated by using the method of the IEC[22], which was explained in section 2.4.
First, all turbines in the surroundings were listed. The distance to the turbines to be
investigated and to the Lidar were measured. Also, their dimensions, height and diameter
were determined. Then, using the procedure in section 2.4 the undisturbed sectors were
determined. For both turbines in addition to the Lidar, the undisturbed sector covered a
range from 187◦ up to 306◦ as shown in red in Figure 4.2.

4.1.3 Measurement campaign

The Lidar was installed at its second location the 13th of January in 2016 while the
met-mast has been in operation since January 2015. Since the met-mast is located 5 km
away from the Lidar a validation with the met-mast for the Lidar measurements will be
unreliable. Therefore, the nacelle anemometers at the two turbines under investigation
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were used to validate the measurements which is shown in chapter 5. The data of the
measurement campaign is limited by the measurement period of the Lidar, so it ranges
from the 13th of January until the 17th of April in 2016.

4.1.4 Data

The data from the Lidar, met-mast and wind turbines was collected via different sources.
For example, the turbine data was obtained from the Wind Power Data Center (WPDC) of
Vattenfall, which is supplied by the Supervisory Control And Data Acquisition (SCADA)
system of the wind farm. The turbine data contains turbine parameters as well as wind
conditions. Wind Consult collected the met-mast data and provided it to Vattenfall.
Finally, the Lidar data collection was arranged by Ecofys and also sent to Vattenfall.

Each measurement contains a time stamp, but the measurement devices measured in
different time zones. Therefore, the data sets will first be synchronised to the same time
zone. When at least one of the data parameters, which are considered, from the devices
is missing for a specific time stamp, the data set that belongs to this time stamp will be
neglected. The synchronisation of all data will be presented in subsection 5.1.1.

4.1.5 Meteorological conditions

The meteorological conditions during the measurement campaign at Prinses Alexia are
shown in Figure 4.3a and Figure 4.3b. The Weibull distribution estimated with the least-
square method results in k = 2.09 and A = 8.00. Looking at the Weibull fit using the
method of Justus[26], it seems to fit the histogram better with k = 2.17 and A = 8.04.
The prevailing wind direction at this site is from South-West, which was also found by
van der Velde[51] and Wessels[61]. Furthermore, the mean wind speed and wind direction
at Prinses Alexia are 7.12 m/s and 196◦ respectively.

4.1.6 Validation approach

A validation had been performed during a measurement campaign at Prinses Alexia where
the Lidar was installed close to the met-mast by van der Velde. The measured parameters
that were compared between the met-mast and Lidar are the wind speed, wind direction,
air density and TI.

The wind speed validation was based on the Norsewind criteria because of its frequent
use in the field of wind energy[20]. It was found that the Lidar underestimates the
wind speed slightly, but the regression also showed high correlation. The air density
comparison showed worse correlation, but the power performance test is less affected by
this parameter. Furthermore, an offset of 180◦ in the wind direction measurements of the
Lidar occurred during some periods. This was caused by the fact that Lidar measures
only the magnitude of the LOS velocity without its direction. An adjustment was made
using the met-mast measurements to remove this offset resulting in a good fit. On the
other hand, large scatter was observed in the TI comparison.[51]
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(a) Wind speed distribution (b) Wind rose

Figure 4.3: Meteorological conditions at Prinses Alexia

In this thesis, a brief validation is performed by comparing the Lidar measurements to
the nacelle anemometers at the turbines due to the distance between the Lidar and met-
mast. The validation is done by comparing wind speed, wind direction, air density and
TI measurements of the Lidar with turbine data. Also, met-mast measurements are used
to check errors. The results of the validation are discussed in section 5.1.

4.2 Nørrekær Enge

The second field test was performed at wind farm Nørrekær Enge, which is located in
Northern Jutland, Denmark, as shown in Figure 4.4. The wind farm is owned by Vattenfall
and consists of 13 Siemens SWT 93 2.3MW turbines. The measurement devices that were
installed at the farm, which is depicted in Figure 4.5, are two nacelle-based Lidars, 13
sets of spinner anemometers and a met-mast. The nacelle-based Lidars were installed on
turbine 4, which is close to the met-mast. The specifications of the turbines are given in
Table 4.2.

Table 4.2: Turbine specifications of wind farm “Nørrekær Enge”

Parameter Value

Type Siemens SWT 93 2.3MW
Hub height 80 m
Rotor diameter 93 m
Rated Power 2.3 MW
Rated wind speed 13-14 m/s
Cut-in, cut-out wind speed 4 m/s, 25 m/s
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Figure 4.4: Location of wind
farm Nørrekær Enge

Figure 4.5: Site layout of wind farm Nørrekær
Enge

4.2.1 Nacelle-based Lidar

A ZephIR Dual Mode in combination with an Avent five-beam Lidar were installed on
the 22nd as wind measurement devices at turbine 4, which are depicted as a blue square in
Figure 4.5. The Avent five-beam Lidar was configured to measure at the following ranges:
10, 20, 30, 40, 50, 60, 80, 100, 120 and 140 m. The ZephIR Lidar measured at: 10, 30, 95,
120 and 235 m. The Lidars collected wind speed, direction, wind speed standard deviation
and TI measurements directly. The ZephIR Lidar also contained a meteorological station
which provided measurements of temperature, pressure and humidity.

4.2.2 Spinner anemometers

Spinner anemometers were installed in August 2014 at turbine 4 and in October and
November 2014 at the rest of the wind turbines of the wind farm. The type of the
installed spinner anemometers are ROMO Wind sonic spinner anemometers. The spinner
anemometers measured wind speed in front of the rotor, YM and TI. They also contained
a meteorological station to determine air temperature and pressure from which air density
was calculated.

4.2.3 Measurement sector

The wind farm is mainly surrounded by farm land and water. In this case, only the
disturbance by other wind turbines have to be considered. The wind turbine to be in-
vestigated is turbine 4, since the Lidars were installed at this turbine. This turbine as
well as the met-mast should not be in the wake of other turbines. Also, the Lidar beams
which measure at several ranges in front of the turbine, as displayed in Figure 4.6a and
Figure 4.6b, should not be in the wake of other turbines. Therefore, the measurement
sectors determined by other turbines affecting turbine 4 according to the IEC standard
should be adjusted.
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(a) ZephIR DM Lidar (b) Avent five-beam Lidar

Figure 4.6: Lidar profile ranges in front of turbine[52]

Wessels determined the measurement sector to be between 95◦ and 225◦ and 330◦ and
30◦. From the lay-out in Figure 4.5 can be seen that the Lidars on top of turbine 4 will
be less affected by the wind turbines next to the turbine under investigation in the sector
between 330◦ and 30◦ than between 95◦ and 225◦. This was confirmed by Slinger, who
determined the southern measurement sector to be between 110◦ and 219◦. To conclude,
the latter in addition to the sector between 330◦ and 30◦ will be considered as undisturbed
measurement sectors.

4.2.4 Measurement campaign

The Lidars were installed on the 22nd of May in 2015 while the met-mast has been in
operation since October 2014. The spinner anemometers have been operating since 2014,
but no data is available from May 2015 until the end of August 2015. The measurement
campaign is limited to the available data from all measurement devices and ranges from
1 September 2015 until 6 January 2016.

4.2.5 Data

The data was collected via similar sources as for the measurement campaign at Prinses
Alexia. However, the data from the spinner anemometer was provided to Vattenfall from
ROMO Wind. The data sets were first synchronised to the same time zone and missing
data was reported. The detailed synchronisation will be presented in subsection 5.2.2.

As in the case of Prinses Alexia, the data sets will first be synchronised to the same
time zone. Also, when at least one of the data parameters, which are considered, from
the measurement instruments and turbines under research is missing for a specific time
stamp, the data set that belongs to this time stamp will be removed.
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(a) Wind speed distribution (b) Wind rose

Figure 4.7: Meteorological conditions at Nørrekær Enge

4.2.6 Meteorological conditions

The meteorological conditions at Nørrekær Enge are shown in Figure 4.7a and Figure 4.7b.
The conditions are based on met-mast measurements from July 2015 until December 2015,
because no data was available from a whole year. During this measurement period a mean
speed of 7.33 m/s was obtained and the prevailing wind came from South-West direction.
It is assumed that the wind distribution can be a described by a Weibull fit which was
estimated by the least-square method. From this method was obtained that k = 2.13 and
A = 8.27. Another fit was made using the method of Justus[26] which compared well
with the least-square method (k = 2.11 and A = 8.26).

4.2.7 Validation approach

A validation will be performed for the measurement campaign at Nørrekær Enge. The
measurements of the following devices should be validated: ZephIR DM Lidar, Avent five-
beam Lidar, ROMO Wind spinner anemometers as well as instruments on the met-mast
and turbines. The following parameters measured by the met-mast, Lidars and spinner
anemometers will be compared to each other: wind speed, wind direction or YM, air
density and TI.

4.3 Simulation tools

In this section, the simulation tools which were used for the research are discussed.

4.3.1 Matlab

A general Matlab code was written to function as basis for all the outputs that had to
be generated. The general data flow of this code is shown in Figure 4.8. First, the data
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Figure 4.8: Data flow

obtained via different sources as discussed in subsection 4.1.4 and subsection 4.2.5 were
implemented. Also, relevant parameters such as wind turbine dimensions were determined
as settings. Hereafter, the data from the different sources were to be synchronised. When
all data sets were aligned with each other using the same time zone, the data was filtered
according to section 2.4 depending on the purpose of the calculations. Finally, calculations
and subsequently validations could be performed. These were used to support the outputs
of PCV for example.

4.3.2 Bladed

To investigate the effect of heterogeneity on Lidar measurements, an analysis was per-
formed with a synthetic wind field generated by GH Bladed from DNV-GL. This wind
turbine modelling tool is primarily developed to optimise turbines during the design phase.
As part of this tool, a 3D turbulent wind field can be generated. The generated wind
field was used as input in Matlab via a conversion tool made by Bierbooms.

A wind field was created using the wind turbine dimensions of Nørrekær Enge to make
a comparison with the measurement data possible. The process is further described in
section 8.2.



Chapter 5

Validation

Data validation is performed before analysing data to maintain reliability. The validation
consists of data synchronisation and filtering for disturbed or incorrect measurements.
Also, the wind speed, wind direction or YM, air density and TI measurements will be
analysed. The wind farms which are analysed in this thesis will be discussed separately.

5.1 Prinses Alexia

The validation for Prinses Alexia consists of data alignment and comparisons between
Lidar and turbine data of wind speed, wind direction, air density and TI. When it is
needed, the measurements from the met-mast are used to compare with. It should be
mentioned that the wind speed measurements of the Lidar are first corrected according
to the validation of van der Velde, who found that the Lidar measured the wind speed
with a factor of 0.989 lower in comparison with the met-mast that is located at Prinses
Alexia.

5.1.1 Data alignment

The first step in processing all data is to align the data sets. The Lidar data was collected
in the Coordinated Universal Time (UTC) time zone whereas the met-mast data had
time stamps in the UTC+1 zone. On the other hand, the turbine data was collected
with time stamps of the local time such that the shift to the summertime had to be
incorporated. Since all data was synchronized with the UTC time, only the met-mast
data was shifted. Consequentially, the time stamps of the met-mast, recorded as the
middle of a time interval instead of the beginning, were neglected.

It was also observed that time stamp “06-Mar-2016 10:10:00” was not chronically ordered.
This revealed missing Lidar measurements from “05-Mar-2016 22:30:00” until “06-Mar-
2016 10:00:00” and from “06-Mar-2016 17:20:00” until “07-Mar-2016 09:00:00”. The
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(a) Complete period (b) Partial period

Figure 5.1: Data synchronisation check between met-mast, Lidar and turbines N03 and N04

corresponding data from the other data sets were removed and the time stamps were
ordered chronologically for alignment.

The alignment was checked by comparing the wind speeds from the different measurement
devices. The measurements during the complete measurement campaign can be seen in
Figure 5.1a. Since the met-mast was located at a significant distance away from the Lidar
and turbines, an offset between the wind speed measurements as seen in Figure 5.1b was
expected. The wind speed measurements of turbine N03 and the Lidar at 98 m show a
good alignment.

5.1.2 Wind speed

First, the wind speed measurements of the Lidar and turbines N03 (Figure 5.2a) and N04
(Figure 5.2c) are compared to each other. Wind speeds below the cut-in wind speed at
hub height are of less interest, because PCV is performed with wind speeds above this
wind speed. It can be seen that at lower wind speeds the difference is up to 5 m/s. This
could be caused by the turbines that cannot accurately measure the free-stream wind
speed since they are located behind the rotor. Another factor could be wake effects from
other turbines affecting the Lidar or turbine or even both measurement devices.

To check this, a comparison is made after excluding data when the wind is coming from
the disturbed sectors. As can be seen from Figure 5.2b and Figure 5.2d, the wind speed
measurements from the Lidar and turbines compare better to each other after excluding
disturbed measurements. The results differ by approximately 4%, which is low compared
to literature in which deviations up to 9% were presented[47]. Since the nacelle anemome-
ter at the turbines are located behind the rotor and therefore measures disturbed flow,
it is not recommended as reference measurement device. This explains also the lack of
research into wind speed measurements using nacelle anemometers. However, it can be
concluded that turbine wakes affect the measurements significantly.
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(a) Turbine N03 (b) Turbine N03

(c) Turbine N04 (d) Turbine N04

Figure 5.2: Validation of wind speed measurements by Lidar against turbines
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(a) Full period (b) Partial period

Figure 5.3: Validation of wind direction

5.1.3 Wind direction

An overview of the wind direction measurements made by the Lidar, nacelle sonic anemome-
ters at turbines (N03 and N04), and met-mast can be seen in Figure 5.3a. The Lidar
offset was sometimes near 180◦, which was also discussed in subsection 4.1.6. The mea-
surements of the met-mast or turbines were investigated to adjust this, because correct
wind direction measurements are needed to exclude data collected during wind coming
from disturbed sectors in PCV.

Also, an offset in the measurements from turbine N03 can be seen in Figure 5.3b. This is
a common problem at operational wind farms[62]. It is resolved by adding the difference
between the mean direction measured by turbine N03 and turbine N04. The mean is only
taken from the measurements where the difference between the measurements of both
turbines was lower than 90◦, so that significant errors are not taken into account. Turbine
N03 measured approximately 35◦ lower than turbine N04. A more detailed investigation
into the measurement offset is performed in Appendix B. It should be noted that the
rotors were orientated correctly in the wind, the direction measurements are only relative
offsets from the calibrated north.

Hereafter, the wind direction measurements from the Lidar and turbines are compared
again using scatter plots. In Figure 5.4a and Figure 5.4c, the scatter plots are shown
between the measurements of the Lidar and turbines N03 and N04. In case of turbine
N03 (Figure 5.4a), it did not measure wind directions between 20◦ and 45◦. On the other
hand, the nacelle sonic anemometer at turbine N04 did not measure wind directions above
340◦. The Lidar and met-mast measurements were investigated to check if the Lidar was
working sufficiently. This was checked with the scatter plot in Figure 5.5 which confirms
that the Lidar measurements of the wind direction are correct. Therefore, the errors
in the turbine direction measurements are presented to the SCADA team of Vattenfall.
More details concerning the erroneous measurements of turbine N03 are presented in
Appendix B.

Since the erroneous measurements of the turbines affect the comparison, another scatter
plot is made for both turbines after filtering with the measurement sectors. In Figure 5.4b
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(a) Turbine N03 (b) Turbine N03

(c) Turbine N04 (d) Turbine N04

Figure 5.4: Validation of wind direction measurements by Lidar against turbines

and Figure 5.4d can be observed from the difference of approximately 1% that the wind
direction measurements compare better.

5.1.4 Air density

The meteorological station of the Lidar measures the conditions that are required to
determine the air density with Equation 2.27: temperature, pressure and humidity. In
this case the air density is corrected to hub height, since the Lidar is located on the ground
including its meteorological station. Since the turbines do not contain a meteorological
station, the air density measurements of the Lidar are validated by the met-mast. The
air density measurements during the campaign are shown in Figure 5.6a. It was found
that the Lidar measured approximately 0.021 kg/m3, or 1.68%, higher air density than
the met-mast. This is in agreement with the results of van der Velde.

The scatter plot, Figure 5.6b, shows the difference between the air density measurements
of the Lidar and met-mast as well. An important difference between the meteorological
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Figure 5.5: Wind direction measurements from Lidar and met-mast

(a) Air density measurements at hub height (b) Scatter plot of air density measurements

Figure 5.6: Validation of air density measurements by Lidar against met-mast

stations of both measurement devices is the location as the Lidar is installed on ground
level including the meteorological station while the met-mast contains meteorological
equipment near hub height. This can influence the temperature measurements due to
heat supply from the ground for example. Villanueva Lopez found that density changes
2% with a 5◦C (±2%) change in temperature in dry air at 1 atm and 15◦C[53]. Also, a
relative pressure change has the same effect on air density as the temperature. On the
other hand, humidity has a negligible effect on the air density.

In Appendix C, the temperature, pressure and humidity measurements are presented.
This helps to clarify the deviation in the air density measurements between the Lidar and
met-mast. The 1.68% higher air density measured on average by the Lidar results from
the 0.40% lower temperature and 1.23% higher pressure ( 1

0.99601.0123 = 1.64%), including
some rounding errors.
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(a) Met-mast at 46 and 98 m (b) Lidar at 11, 57, 98, 150 and 200 m

Figure 5.7: Turbulence intensity measurements of met-mast and Lidar at several heights

5.1.5 Turbulence intensity

The TI is a direct output of the Lidar, but the turbine and met-mast data does not include
this parameter. TI can also be calculated using Equation 4.1 for which the mean wind
speed and the standard deviation are required. In fact, the TI measurements of the Lidar
are based on the same principle. First, using the standard deviation and RWS measured
by each beam the TI can be calculated. Then, these two TI values are averaged to obtain
the actual TI. Since the standard deviation is only measured by the met-mast, the TI
measurements of the Lidar can only be compared to the met-mast. However, the large
distance between the met-mast and Lidar can result in significant differences. Also, there
is no consensus about the accuracy of measuring TI with cup anemometers.

First, the TI at different heights are analysed to check the TI change with height. The
met-mast measures TI at 46 m and 98 m (hub-height) and the measurements during the
campaign at Prinses Alexia can be seen in Figure 5.7a. The Lidar measures TI at every
measurement range, but the following heights are plotted in Figure 5.7b: 11, 57, 98, 150
and 200 m. From both figures can be seen that the TI decreases with height, which is
expected due to the lower influence of the terrain. This can be clearly seen from the TI
measurements at 11 m of the Lidar. Also, after filtering for the undisturbed measurement
sectors, the mean TI measured by the met-mast at 46 and 98 m reduce to 0.1022 and
0.0896. This can be explained by the increase in turbulence when obstacles disturb the
wind flow.

Before the Lidar measurements are compared to the met-mast TI measurements, the TI
is also calculated using Equation 4.1 to verify the output TI of the Lidar. Interestingly,
a difference was found between both values. Below 20 m a factor of 0.96 was found
between the output and calculated TI. Above hub height a factor of 1.09 was defined and
between 20 m and hub height a linear increase was found. The offset was checked with the
Lidar manufacturer (ZephIR) to ensure that the Lidar measurements were trustworthy
The answer was that the TI measurements were defined using Equation 4.1 including
a correction factor as determined from a comparison with a cup anemometer. These
correction factors were equal to the differences that were found during the comparison.
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(a) Linear regression (b) Linear regression forced through origin

Figure 5.8: Validation of turbulence intensity measurements by Lidar against met-mast

Hereafter, the Lidar measurements can be compared to the met-mast. The scatter plot of
the TI measurements is shown in Figure 5.8a to give an indication about the Lidar’s ability
in measuring TI. A large scatter can be seen which is caused by the large distance between
both measurement devices. For example, wind conditions experienced by the met-mast
could flow through the whole wind farm before they reach the Lidar. This means that a
lot of obstacles disturb the flow while the met-mast measured undisturbed flow. A similar
result was seen by Goossens, who compared Lidar and Sodar TI measurements to each
other. In Figure 5.8b, the regression line is forced through the origin, which affects the
coefficient of determination negatively. Although the trend is similar on average, the TI
measurements show large scatter. In addition, van der Velde obtained comparable results
with less scatter. An important difference was the location close to the met-mast resulting
in a better comparison.

5.2 Nørrekær Enge

The validation of Nørrekær Enge includes data alignment and comparisons of different
data sources. Measurements of two nacelle-based Lidars and spinner anemometers will
be compared to met-mast measurements. Also, an overview of the five-beam Lidar mea-
surements and its availability are given.

5.2.1 Five-beam Lidar

Measurement parameters

Before the validation is performed, the measurement parameters of the Avent five-beam
Lidar are presented. The output signals that are collected by the Lidar are listed in
Table 5.1. The parameters that will be used for this thesis are the following: Name, LOS,
Range, Speed, V shear, V shear avail, RWS, dRWS, CNR, LOS avail, Tilt, H dir and
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Table 5.1: Output signals including units and description by the Avent five-beam Lidar[3]

Signal Unit Description

Timestamp [s] Coordinated Universal Time (UTC)
LOS index [-] Beam number
Range [m] Lidar measurement range
Speed [m/s] Rotor averaged longitudinal wind speed
H shear [s−1] Longitudinal wind speed horizontal slope
V shear [s−1] Longitudinal wind speed vertical slope
H shear avail [-] Data availability for horizontal wind shear exponent
V shear avail [-] Data availability for vertical wind shear exponent
RWS [m/s] Radial wind speed
dRWS [m/s] Radial wind speed standard deviation
CNR [dB] Carrier to noise ratio
LOS avail [-] Availability LOS
Tilt [rad] Tilt angle
Roll [rad] Roll angle
free spd [m/s] Free wind speed
L shear [m2/s] Longitudinal wind shear
H shear1 [m−1] Global horizontal shear
V shear1 [m−1] Global vertical shear
H dir [rad] Horizontal wind direction
V dir [rad] Vertical wind direction
Available [-] Availability

Available. As the Avent Lidar data does not contain temperature, pressure and humidity,
the air density cannot be measured.

Availability

The availability of the Avent Lidar depends on the availability of each beam, which
is related to failures in the measurements. Another factor determined by the amount
of backscattering signals is the Carrier-to-Noise Ratio. The focus will lie on the Lidar
measurements at 235 m, since these will be validated and used for PCV.

The same filters as applied on the data by Borraccino and Courtney will be used, so the
data is filtered for a minimum availability of 95% and a minimum Carrier-to-Noise Ratio
of -18 dB[8]. The resulting percentage of filtered data is only 2.7%, which is caused by the
significant amount of 93% filtered due to the low Carrier-to-Noise Ratio of LOS 3. Also,
the Carrier-to-Noise Ratio of LOS 0 and LOS 4 is low, around 27%, compared to the
overall availability of 65%. However, the Carrier-to-Noise Ratio threshold was mentioned
as arbitrary and unit specific so that it could be adjusted.

A different threshold of -21 dB, which was used by Wessels, filtered out 75% of the data.
Again, only one beam has a significant influence while other beams filtered only 50%
of the data which is closer to the overall availability of the Avent Lidar. Interestingly,
Borraccino and Courtney found that the availability threshold of 95% filtered only 15% out
and the minimum Carrier-to-Noise Ratio of -18 dB 1%. Therefore, it can be questioned
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whether these thresholds are too high or that the measurements of the Lidar, or only one
beam of the Lidar, were faulty. Thus, the measurements will be filtered using a minimum
availability of 70% to take a sufficient amount of data into account for the next analyses.

5.2.2 Data alignment

Before measurements could be compared, the data sets had to be aligned since they were
collected in different time zones. The met-mast data had time stamps in the UTC+1 zone
which was used as reference. Compared to this time zone, the SCADA data was collected
in the same time zone but included the shift to summertime. Therefore, the time stamps
till 3:00 AM on the 25th of November had to be adjusted by subtracting one hour.

The Avent Lidar and ZephIR Lidar collected data in the same time zone as the met-mast,
but the time stamps were defined as the end time of the 10-minute measurement intervals.
This was corrected by subtracting 10 minutes from the time stamps of both Lidars. The
same difference in the time stamp definition held for the spinner anemometer data, but
they were collected in the UTC time zone. Consequentially, 50 minutes were added to
the time stamps.

In addition to the difference in time zones or time stamp definitions (time stamp at the
start or end of a 10-minute measurement interval), the data sets of the Lidars were not
chronically ordered. For instance, different groups of a few hours of measurements were
located at the wrong location in the data set. This could corrected by sorting the complete
data sets by time to obtain chronologically ordered data sets.

Hereafter, the completeness of each data set was determined by looking for missing time
stamps. Only the time stamps that were present in each data set are used for comparisons
with other measurement devices. Finally, the data sets were aligned and chronically
ordered so that the validation process could be performed more easily. A first comparison
of the wind speed at hub height measured by the different measurement devices is shown in
Figure 5.9a. A part of this time series is displayed in Figure 5.9b to show the synchronised
data sets in more detail. In this case, the measurements of the spinner anemometer at
turbine 4 are considered, because the Lidars were also installed at this turbine.

From the wind speed time-series in Figure 5.9b cannot be clearly seen that the data is
sufficiently aligned. To check if the time stamps were adjusted correctly, scatter plots
were made for several adjustments in the time ranging from -20 to 20 minutes in steps
of 10 minutes. Comparisons are made of the wind speed measurements between each
measurement device and the met-mast and shown in Appendix D. It can be seen that the
data was aligned correctly, since the scatter plots show the highest correlation without
any further adjustments in all cases.

5.2.3 Wind speed

In this section, the wind speed measurements of the Lidars, spinner anemometer and
wind vane on turbine 4 will be compared to the met-mast. Filters were applied to exclude
disturbed wind speed measurements as well as errors in the Lidar readings. The Lidar
measurements are taken at 2.5 rotor diameters in front of the turbine. The tilting of
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(a) Complete period (b) Partial period

Figure 5.9: Data synchronisation check between met-mast, Lidars, spinner anemometer and
turbine 4

the Lidars as discussed in subsection 2.4.11 is taken into account so that the Lidar wind
speed measurements are corrected to hub height. The scatter plots for the comparisons
of the wind speed at hub height are shown in Figure 5.10. From the scatter plots can be
seen that the wind speed measurements of each measurement device compare well to the
met-mast.

5.2.4 Yaw misalignment

Next, the YM measurements are analysed in more detail. Before this, the turbine direction
was checked since at Prinses Alexia the turbine direction was measured incorrectly. Again,
an offset of 9.9◦ in the average wind direction measured by the turbine in the undisturbed
measurement sectors was found compared to the met-mast. The same deviation was found
in the turbine direction measurements by comparing the wind direction measurements of
the turbine to the turbine direction. A correction was applied using the IEC-compliant
met-mast as reference, since the other turbines had also erroneous direction measurements
which could thus not be used for the correction as done for the turbine direction readings
of Prinses Alexia. Therefore, 9.9◦ was subtracted from the wind and turbine direction
readings.

Hereafter, the YM measurements are presented in a histogram to show the measurement
distribution over the different YM angles in Figure 5.11. Before the distributions were
made, the measurements were filtered for the measurement sectors, and corrected if the
YM was 180◦ or 360◦ off compared to the YM measured by other devices so that errors
did not have significant impact on the analysis.

In Figure 5.11, the differences in the mean and standard deviation between the measure-
ment devices can be observed. It can be seen that the Lidars perform similar as their
mean and standard deviation lie close to each other. The spinner anemometer shows the
smallest standard deviation whereas the mean of the met-mast measurements is closest
to zero. However, the mean of the met-mast measurements was biased due to the correc-
tion in the turbine data using the met-mast measurements as described above. A lower
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(a) Avent five-beam Lidar (b) ZephIR Lidar

(c) Spinner anemometer (d) Turbine 4

Figure 5.10: Validation of wind speed measurements from measurement devices against
met-mast

Figure 5.11: Distribution of YM measurements from each measurement device
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(a) Avent Lidar (b) ZephIR Lidar

(c) Spinner anemometer

Figure 5.12: Comparison of YM measurements from Lidars and spinner anemometer against
met-mast

standard deviation could indicate a lower uncertainty in determining YM compared to
another measurement device.

In addition, scatter plots are made to examine the YM measurements better. The YM
measurements of the Lidars and spinner anemometer are compared to the met-mast mea-
surements in Figure 5.12. A filter is applied for the undisturbed measurement sectors so
that a reliable comparison can be made without disturbed measurements. It can be seen
that the correlation between the YM measurements of the Avent Lidar and the met-mast
is significantly better than the ZephIR. The correlation of the Avent five-beam Lidar is
also better compared to previous studies in which a nacelle-based Avent two-beam Wind
Iris was examined[19][61]. The better measurements of the Avent Lidar could be caused
by the more beams it contains so that a lower uncertainty can be obtained. Furthermore,
the spinner anemometer compares well with the met-mast, which could support its ability
to measure YM more accurately than Lidar. Finally, the measurement devices measure
a lower YM than the met-mast, which was also found by Wessels.
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Figure 5.13: Distribution of YM measurements at different ranges from the ZephIR Lidar

As Goossens and Wessels discussed, wind direction will change with distance in front
of the rotor. This is examined by looking into YM measurements by the ZephIR Lidar
at different ranges. As expected, the mean YM varied up to 0.40◦ from 10 m to 235
m in front of the rotor. In addition, the measurements of the ZephIR Lidar are shown
at 5 different ranges in Figure 5.13 including the standard deviation. From 235 to 90
m, the standard deviation decreases which is in accordance with literature. Closer to
the turbine, the validity of having better YM measurements disappears. Consequently,
a measurement range around 90 m seems reasonable to detect YM and to correct the
turbine alignment with the wind. Nonetheless, it should be mentioned that the reaction
time should be improved when measuring closer to the rotor if direct response is required.
To conclude, nacelle-based Lidar is a valuable tool for detecting of and correcting for YM
but can be done more accurately with spinner anemometers. Furthermore, using nacelle-
based instruments will solve the problem of having a mis-calibrated SCADA signal of the
turbine direction.

Furthermore, wind direction or YM measurements have been put in doubt by the Lidar
manufacturer Avent Lidar Technologies. Goossens found that the accuracy of the Wind
Iris in measuring YM was equal to ±4◦. It would therefore be interesting to compare
the YM measurements of the five-beam Lidar to the met-mast or spinner anemometer.
From the comparison to the met-mast was found that the average difference between
the measurements and the standard deviation of the differences were equal to 4.4◦ and
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(a) ZephIR Lidar (b) Spinner anemometer

Figure 5.14: Validation of air density measurements by Lidar and spinner anemometer at
turbine 4 against met-mast

5.1◦ respectively. A similar standard deviation was found from the comparison to the
spinner anemometer while the average difference was equal to 3.5◦. Interestingly, these
results lie close to the findings of Goossens. Since a two-beam Lidar would be affected by
heterogeneity as discussed in [61], the uncertainty of the five-beam Lidar YM measure-
ments could also be questioned. The effect of heterogeneity on Lidar measurements will
be further discussed in chapter 8.

5.2.5 Air density

The air density can only be measured when a meteorological station is present. At
Nørrekær Enge, the spinner anemometers and ZephIR Lidar contained a meteorological
station. However, the spinner anemometers did not measure humidity. Since humidity
has a low effect on air density measurements as discussed in Appendix C, a relative
humidity of 80% was assumed which seemed to be reliable as this value was close to the
average humidity measured by the met-mast. Also, in contrast to Prinses Alexia, all
meteorological stations are located at hub height. Thus, improved correlations of the air
density measurements between the Lidar or spinner anemometer and the met-mast are
expected.

The air density measurements of the Lidar and spinner anemometer are compared to the
met-mast as shown in Figure 5.14a. A good correlation between the measurements can be
observed (R>0.99) for both devices. A small difference can be seen in the measurements
of the spinner anemometer, but it is less than 1% which has a negligible effect on the
wind speed correction for example. The effect of the height at which the meteorological
station is located can be seen from the larger scatter around the linear regression line in
Figure 5.6b where the meteorological station was located on the ground.
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5.2.6 Turbulence intensity

As discussed in subsection 5.1.5, the TI of Lidars can be calculated by taking the average
of the TI measured by each beam. The Avent Lidar data does not contain the actual
TI, but it did measure the RWS and its standard deviation. The TI is then calculated
from the values collected with only beam 0, since only this beam was pointed at hub
height. The TI had also to be calculated for the met-mast whereas the data of the
ZephIR Lidar and spinner anemometer contained TI measurements. The TI values of
the spinner anemometer and ZephIR are internally calculated by dividing the standard
deviation by the wind speed. However, it should be noted that the measurements of the
ZephIR Lidar are affected by volume-averaging and the different orientation of the two
beams as discussed in subsection 3.1.1.

Finally, the measurements of the Lidars and spinner anemometer are compared to the met-
mast as presented in Figure 5.15. The filtered measurements are obtained after applying a
filter which excludes the disturbed measurement sectors. Also, the availability of beam 0
of the Avent Lidar is checked. Only the measurements with an availability of at least 80%
are taken into account to ensure a reliable analysis. Furthermore, TI values above 0.5 are
neglected for the comparison to the met-mast, because these values seem to be incorrect
and affect the fit significantly. Large scatter can be seen in the original scatter plots as
shown by the low R2-values. A similar result was obtained at Prinses Alexia, however the
distance between the measurements influenced the comparison negatively. Furthermore,
it seems that the ZephIR Lidar underestimates TI compared to met-mast as the slope of
the fit is close to 0.5. Interestingly, the Avent Lidar and spinner anemometer also show
this behaviour but less significant.

In the filtered data, the effect of excluding disturbed conditions can be clearly observed
from the significant lower scatter. The slopes of the Avent Lidar and spinner anemome-
ter are improved and approach unity, but the ZephIR Lidar still shows problems with
measuring TI as discussed by literature[41]. The scatter of the Avent Lidar is similar to
comparisons between Lidar and met-mast from literature as shown in Figure 5.16[51][61].
Also, the correlation between the spinner anemometer and met-mast shows comparable
results[61].

5.2.7 Alternative comparisons

In addition to the comparisons of the Lidars and spinner anemometer against the met-
mast, the Lidars and spinner anemometer are compared to each other as presented in
Appendix E. Although it cannot be concluded which measurement device measured most
accurately, the comparisons of both Lidars to the met-mast and spinner anemometer show
that the Avent Lidar is better in measuring wind speed, wind direction/YM or TI than
the ZephIR Lidar.
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(a) Avent Lidar (b) ZephIR Lidar

(c) Spinner anemometer

Figure 5.15: Comparison of TI measurements from Lidars and spinner anemometers against
met-mast

(a) TI validation of a ZephIR Lidar with a met-
mast at Prinses Alexia[51]

(b) TI validation of a Wind Iris Lidar with a met-
mast at Nørrekær Enge[61]

Figure 5.16: Correlation between met-mast and Lidar TI measurements from literature



58 Validation



Chapter 6

Power Performance Testing

The power performance of the wind turbines will be tested by PCV according to the IEC.
Thus, PCV will be performed by following the steps that are listed in section 2.4. Two
turbines at Prinses Alexia will be analysed by using ground-based Lidar measurements
only. One turbine at Nørrekær Enge will be investigated with met-mast, nacelle-based
Lidars and spinner anemometers.

The purpose of the PCV at Prinses Alexia is to analyse the ability of a ground-based
Lidar, validated with a met-mast, to perform PCV as well as to investigate the effect of
REWS, YM and TI on turbine performance. At Nørrekær Enge, the focus will lie on the
comparison between different measurement devices for PCV.

6.1 Prinses Alexia

In this section, the PCV of turbines N03 and N04 at Prinses Alexia using ground-based
Lidar measurements is presented.

6.1.1 Rotor Equivalent Wind Speed

Since a Lidar is used for wind speed measurements at different heights, it is possible to
determine the power curve as function of REWS. Also, the power curve as function of the
wind speed at hub height can be determined so that the effect of REWS on PCV can be
investigated. First, a comparison between the hub height wind speed and REWS will be
given. Secondly, the difference in power curves and AEP will be shown.

A scatter plot of the hub height wind speed against the REWS measured by the Lidar
is shown in Figure 6.1. A small difference can be seen between both wind speeds. The
REWS is calculated with Equation 2.23 using the following measurement heights: 56, 77,
98, 118, 139 and 150 m. Each segment can be calculated with Equation 2.24, which is
validated with a different theory according to the on-line calculation program Wolfram
Alpha.
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Figure 6.1: Scatter of hub height wind speed and REWS measured by Lidar

Figure 6.2: Comparison of power curves based on hub height wind speed and REWS

The power curves made with hub height wind speed and REWS show a good correlation
as seen from Figure 6.2. They are compared to the guaranteed power curve from which it
can be seen that the turbines perform well as the power curves lie close to the guaranteed
power curve. However, a better comparison can be made by looking into the AEP in
Figure 6.3. The AEP of turbine N04 is up to 1.65% lower than guaranteed, but the
wind conditions that were used to determine the power curve do include outer envelope
conditions where the power curve is not guaranteed. On the other hand, turbine N03
performs close to the guarantees. In subsection 6.1.5, another comparison will be made
using inner envelope conditions which can have a positive effect on the power curves as
discussed by Wessels.

The AEP based on the hub height wind speed and REWS are also compared to each
other. The results are shown in Figure 6.4 for annual mean wind speeds between 4 and
11 m/s. Using REWS leads to a similar decrease in AEP for both turbines, which was
expected because of the higher wind speed measured as seen from Figure 6.1.
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Figure 6.3: Difference between the AEP calculated with REWS and the guaranteed AEP

Figure 6.4: Difference between AEP
based on REWS and hub
height wind speed

Figure 6.5: Difference between AEP of
turbines N03 and N04 using
REWS

In addition, the AEP of the two turbines are compared to each other using REWS as
recommended by the IEC. In Figure 6.5, the difference in AEP for several annual mean
wind speeds is shown. A maximum of 1% difference can be seen at the lowest annual
mean wind speed that is considered.

To conclude, REWS will give a more realistic representation of the wind speed experienced
by the whole rotor area than hub height wind speed. Since Lidar can measure wind speed
accurately, as discussed before, the implementation of REWS using Lidar measurements
can lead to better PCV. In general, due to the small increase in wind speed the power
curve will reduce slightly up to rated wind speed.

6.1.2 Veer

The Lidar measured not only wind speed at several heights, but also wind direction.
This allows for wind veer correction as discussed in section 2.4. In this way, the wind
speed perpendicular to the rotor can be calculated, so that the effect of changes in wind
direction along the height, i.e. veer, can be taken into account resulting in an even better
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Figure 6.6: Scatter of REWS and
REWS with veer included
measured by Lidar

Figure 6.7: Difference between AEP
based on REWS and REWS
with wind veer included

wind speed representation experienced by the whole rotor area. The difference in wind
direction at different heights compared to hub height is small as can be seen from the
scatter plot of the REWS and REWS with veer included in Figure 6.6. As a consequence
of the wind veer, a slightly smaller REWS is found.

Consequentially, a comparison between the power curves will not give a large difference.
However, the difference of the AEP based on REWS with veer included to the AEP
based on REWS is calculated to show the effect of wind veer. In Figure 6.7, the relative
increase in AEP can be seen for several annual mean wind speeds. The increase in AEP
was expected since wind veer inclusion leads to lower wind speeds while the corresponding
power outputs remain the same, which improves the power curve. This compensates the
decrease in power curve and AEP by using REWS instead of hub height wind speed
partly.

6.1.3 Yaw misalignment

YM is a factor that can result in power losses as discussed in subsection 3.1.3. Therefore,
it is interesting to look into this parameter and its effect on the power performance. First,
the YM of the turbines during the measurement campaign is determined by subtracting
the nacelle direction from the wind direction measured by the Lidar at hub height. It
should be noted that the nacelle direction and wind direction measurements of turbine
N03 were first adjusted as discussed in subsection 5.1.3 using the measurements of turbine
N04.

Before YM distributions for both turbines are made, the data is filtered. The YM effect
on power loss is the largest between 4, just above cut-in wind speed, and below 16 m/s,
which is above rated wind speed. Below 4 m/s the turbine does not produce significant
power, so YM will not result in large power losses. Also, when YM above rated wind speed
occurs, the wind speed perpendicular to the wind turbine will still be sufficient so that
the turbine can produce the maximum, i.e. rated, power. In addition to the wind speed
filter, the measurement sectors are filtered, because in disturbed wind conditions the real
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(a) Histogram of YM (b) Scatter plot of YM against wind speed

Figure 6.8: Filtered YM measurements of turbine N03 and N04 using Lidar

wind direction cannot be measured accurately. The histograms with the filtered data are
shown in Figure 6.8a. Also, the YM is plotted against the wind speed in Figure 6.8b
including the mean YM of both turbines.

The histograms show a normal distribution with a similar spread, but turbine N04 is
slightly shifted to the right. This is caused by the higher mean YM of turbine N04 as seen
in the scatter plot, although this value is precarious due to the manual adjustment. It can
also be seen that at lower wind speeds higher YM occurs as a result of the turbine starting
up for example. When this is the case, the turbine starts yawing into the right direction,
which leads to a temporal YM. At higher wind speeds, the turbine is continuously in
operation and yawing which results in lower YM and subsequently less scatter around the
mean YM.

The mean YM values are low compared to earlier studies, but a difference between the
mean values can be observed. Turbine N04 has a larger YM on average than turbine N03,
which could explain the lower AEP values from the previous sections. However, the effect
of YM on the power curves should first be investigated more extensively before this can
be concluded. This will be done by evaluating power curves for different YM bins.

A Matlab function developed by Goossens is used to evaluate the behaviour of the power
curve for several YM bins. Each bin contains wind speed measurements of the Lidar,
corresponding to the air-density normalized REWS measurements, and power outputs
from the turbine data. From these measurements, a cubic least squares fit is performed
on all measurements below rated power for each bin as indicated by the following equation:

P = cV 3 (6.1)

where c represents the cubic fit parameter. Before the calculations are made, additional
filters are applied to the data next to the measurement sector and wind speed as discussed
above. First, the maximum wind speed is reduced to 13 m/s. Also, the turbine should
produce below rated power. A minimum number of data points in each YM bin is set to
25 and the R2-values are only plotted above 0.7 to maintain a sufficient fit. An example
is shown in Figure 6.9 with YM between 2◦ and 6◦ for turbine N03.
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Figure 6.9: Power curve fit using cubic least squares method with YM between 2◦ and 6◦

for turbine N03

The calculations are performed for several YM bins between -18◦ and 18◦ with a 4◦ width
and for both turbines. Hereafter, the effect of YM on the power curve can be calculated
and compared to other studies that were discussed in subsection 3.1.3. To keep the graphs
clear, the power losses as well as the R2-values are displayed for each turbine individually
in Figure 6.10a and Figure 6.10b.

The power losses are plotted as the ratio of the cubic fit parameter over the normalized
power output for zero YM. The curves seem to follow the cos2 as found by Pedersen
et al.[38] or cos3 as found by Kragh and Hansen[29] quite well with a small shift in the
YM. So, the same analysis was performed as by Goossens but with a different outcome.
The shift can be observed by the peaks around -5◦ for turbine N03 and around 5◦ for
turbine N04. This means a higher power output under a YM of ±5◦. Since the directions
of the wind speed and nacelle from turbine N03 are adjusted, it is not recommended to
analyse the behaviour of this turbine under YM further. Therefore, a concluding result
cannot be made yet on the lower performance of turbine N03 compared to turbine N04.

Interestingly, the results of turbine N04 are in accordance with Goossens as he suggested
a power increase with a small positive YM. This is explained by the favourable angle
of attack at the higher half of the rotor swept area as a result of the positive YM. In
combination with the wind shear, which leads to higher wind speeds at higher heights,
this results in a higher power output. To conclude, the suggestion of Goossens seems legit
from the results at Prinses Alexia.

Furthermore, the effect on the AEP will be touched upon. In this case, all wind speeds
are taken into account. First, the data is filtered for several YM bins using a 4◦ bin
width. Only the YM bins where the power output reaches rated power at rated speed are
analysed. An annual mean wind speed of 7.12 m/s is chosen, since this is the mean wind
speed at Prinses Alexia from one year measured by the met-mast. Turbine N03 is also
evaluated to see its performance at a specific YM, although the exact YM is still unknown
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(a) Turbine N03 power loss (b) Turbine N04 power loss

Figure 6.10: Effect of YM on power loss in comparison with cosn-relations

Figure 6.11: Difference between AEP as function of YM with bins of 4◦ width and the
guaranteed AEP

due to the adjustment in turbine direction. The differences between the AEP calculated
for YM bins between -7◦ and 7◦ and the guaranteed AEP are shown in Figure 6.11,
because the larger YM bins contained significant less data.

As can be seen in Figure 6.11, a small gain for turbine N04 in AEP is reached at 4◦ YM
and for turbine N03 around 0◦ YM. However, the AEP calculations depend significantly
on the minimum number of observations per bin, which was defined to be 3 (30 minutes of
sampled measurements). In the wind speed bins above rated wind speed, where the power
output is relatively high, a single measurement has a large effect on the bin average of
the bins with a low number of observations. This occurs at higher YM, since the turbine
tries to minimise this. Consequently, the AEP calculation can be skewed by this effect.
Looking back to the negative AEP difference between REWS and hub height wind speed
in Figure 6.3 and the small positive effect on AEP by including veer, filtering for YM has
mostly a positive effect between 3◦ and 5◦. Thus, the suggestion of Goossens that a small
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YM increases power performance is not undermined.

6.1.4 Turbulence intensity

Another factor that affects the power curve is TI as discussed in subsection 3.1.1. The
effect of it will be investigated by analysing power curves measured by Lidar for different
TI values as done in the previous section for YM as well. Also, a normalisation of the
power curve to a reference TI as well as to the site specific TI will be applied which will
be discussed in chapter 7.

Figure 6.12 shows the TI distribution during the measurement campaign at Prinses Alexia
from Lidar measurements at 98 m. The filtered and unfiltered measurements are shown
from which can be seen that for example wakes result in high TI values. The histogram
seems to follow a Weibull distribution where a TI of approximately 0.095 has the highest
occurrence in case of all measurements and 0.085 for the filtered measurements.

Figure 6.12: Histogram of TI measurements using Lidar at Prinses Alexia

The scatter plot in Figure 7.7 shows the TI measurements after filtering for the measure-
ment sectors. Also, the mean is given to show the scatter around this value. In addition,
the TI values binned for wind speed bins with a 0.5 m/s width are shown. These values
are compared to the binned values from the met-mast to see the difference in TI mea-
surements. Interestingly, a similar comparison was made by Wagenaar et al. shown in
Figure 6.13b. Again, it is important to take the large distance into account which was
not the case in [55]. This can cause the larger difference between the TI values, but a
similar trend can be observed. To conclude, the TI measurements of the Lidar should be
used with care as explained above.

The Matlab function for analysing power curves under YM developed by Goossens is
adjusted to analyse the effect of TI on the power curves similarly. A cubic least square
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(a) TI measurements at Prinses Alexia
(b) TI measurements of a Wind Iris and met-

mast from Wagenaar et al.[55]

Figure 6.13: Comaprison of TI measurements at Prinses Alexia using Lidar and met-mast
against literature

fit is performed for TI bins with a 0.02 width. This fit is used to find a constant that
relates power to the wind speed cubed (P ∼ V 3). The calculated power curve at zero TI
is taken as reference and the ratios of each power curve over this reference are shown in
Figure 6.14a and Figure 6.14b. A similar trend can be observed for both turbines while
the effect of TI is slightly larger on the power ratio of turbine N03. It can also be seen
that the optimal TI is determined to be 0.07 or 0.24. The latter TI primarily occurs at
low wind speeds as shown in Figure 7.7. Consequently, this peak can be explained by
Figure 3.1 which shows a higher average power at low wind speed due to TI. So, this peak
does not represent the whole power curve well. A TI of 0.07 would therefore be seen as
the optimal TI at wind speeds up to rated wind speed.

Next, the effects of TI on the AEP is examined by calculating the AEP for different TI
bins with a 0.04 width and an annual mean wind speed of 7.12 m/s at Prinses Alexia.
In Figure 6.15, the differences are shown between the AEP of different TI bins and the
AEP calculated for TI between 0.08 and 0.12, which is close the average TI measured at
Prinses Alexia of 0.099. It can be seen that a TI of 0.08 is optimal for both turbines.
Higher TI values affect the turbine performance negatively, as well as a too low TI. This
is confirmed when looking at the ratios for the power curves. Since the optimum TI value
is 0.08, it is expected that for this value the positive effect on the power output at the
lower wind speeds exaggerates the negative effect around rated wind speed.

6.1.5 Inner vs outer envelope conditions

A power curve delivered by a turbine manufacturer is only guaranteed under certain TI
and wind shear conditions, so-called ‘inner-envelope’ conditions. The individual effects of
these parameters on the power curve are discussed in subsection 6.1.1 and subsection 6.1.4.
It has not yet been discussed what inner-envelope conditions mean for the power curve
guarantee. In this section the combined effect of the parameters will be presented to
indicate the consequences of a limited power curve guarantee.
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(a) Turbine N03 (b) Turbine N04

Figure 6.14: Power as function of TI normalised over power at TI=0.10

Figure 6.15: Difference between AEP as function of TI and AEP for TI=0.10
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(a) Lidar (b) Met-mast

Figure 6.16: Wind shear and TI measurements at Prinses Alexia including an ‘orange’ con-
tour around the inner conditions

In Figure 6.16a, the filtered Lidar measurements of wind shear and TI are shown with
a square defining the conditions under which the power curve is guaranteed (TI: 0.06-
0.12 and shear: 0-0.2). Only 27.3% of the filtered Lidar measurements with wind speeds
above 3.5 m/s during the measurement campaign at Prinses Alexia is valid to compare
with the guaranteed power curve. This is lower in comparison with the ratios as found by
Wessels and van der Velde. However, these analyses were performed with met-mast data
which could cause some differences in TI and wind shear measurements. To check this,
the same scatter plot is made using the measurements of the met-mast at Prinses Alexia
in Figure 6.16b from which it can be seen that the ratio found by using the met-mast
measurements compares better. This could be caused by the location of the Lidar, which
was between two rows of wind turbines, resulting in a higher disturbance in the wind field
compared to the location of the met-mast. Therefore, a higher wind shear and TI would
be measured by Lidar.

The binned power curves from the inner-envelope conditions are plotted against the power
curve of the filtered Lidar measurements. It can be seen in Figure 6.17a and Figure 6.17b
that they compare well. A more detailed comparison is made by comparing the AEP for
different annual mean wind speeds in Figure 6.18. The AEP is up to 2% higher within the
inner-envelope conditions compared to that of the filtered measurements. When taking
into account the ratio of 27% between the inner-envelope conditions and the complete
range of wind conditions, the turbine generates approximately 0.75% less in AEP than
guaranteed at a annual mean wind speed of 7 m/s.
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(a) Turbine N03 (b) Turbine N04

Figure 6.17: Power curves of filtered measurements and inner-envelope conditions

Figure 6.18: Difference between AEP of inner-envelope conditions and AEP of complete
envelope using filtered Lidar measurements

6.2 Nørrekær Enge

In this section, the PCV of turbine 4 at Nørrekær Enge is presented using different mea-
surement devices. In this way, it is possible to compare PCV with Lidar and spinner
anemometers to an IEC-compliant met-mast. Also, the effect of TI on the turbine per-
formance is investigated.
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6.2.1 PCV comparison

Each measurement device used at Nørrekær Enge measured hub height wind speed or
REWS and will be used to generate a power curve. The wind speed measurements
are filtered according to the IEC standard, so the data measured within the disturbed
measurement sectors is excluded as well as erroneous measurements. In addition, air
density and, if applicable, tilt corrections are performed according to subsection 2.4.11.

The first power curve is obtained using the hub height wind speed measurements of the
met-mast (Figure 6.19a). Hereafter, the REWS measurements of the two Lidars are used
to plot the power curves in Figure 6.19b and Figure 6.19c. The last power curve is plotted
in Figure 6.19d with the free wind speed measurements of the spinner anemometer. It can
be seen that the unfiltered power curve of the met-mast shows large scatter, but this is
reduced by filtering the data. This can also be observed in the power curve obtained with
the ZephIR Lidar. So, when the met-mast and ZephIR Lidar measure in the disturbed
measurement sectors, the measurements are significantly affected. On the other hand, the
scatter in the power curves of the Avent Lidar and spinner anemometer remains similar
after filtering. However, the number of data points before filtering in case of the Avent
Lidar is already lower than the other measurement devices. This could cause the lower
scatter in the power curve of the Avent Lidar since disturbed measurements, which may
be collected during low availability as a result of disturbed wind conditions, could be
excluded.

Next, the binned power curves are shown in Figure 6.20. The power curves compare well to
each other, but the power curve determined with the Avent Lidar lies slightly lower. This
is caused by the small overestimation of the wind speed measurements compared to met-
mast as discussed in subsection 5.2.3. To analyse the power curves better, the difference
between the binned power outputs from the measurement devices and the guaranteed
power curve is presented in Figure 6.21a. The differences are presented for wind speeds
below rated, since above rated wind speed the power does not change. According to
the higher binned power between 6 and 11 m/s in case of the met-mast, ZephIR Lidar
and spinner anemometer, the turbine seems to perform better than guaranteed. The
ZephIR Lidar and spinner anemometer compare well to the met-mast. The effect of
the overestimation in wind speed by the Avent Lidar can also be clearly seen from the
differences for each wind speed bin. At low wind speeds, the effect of a wrong measurement
with a large power output is significant which could cause the positive difference of the
Avent Lidar at 5 m/s.

Also, the differences in AEP are given in Figure 6.21b. Again, the negative effect on tur-
bine performance using the REWS measurements can be observed. The AEP calculations
using the measurements of the ZephIR Lidar lie close the met-mast. As a consequence
of the higher power output from the spinner anemometer measurements compared to the
other measurement devices between 7 and 11 m/s as seen in Figure 6.21a, the AEP is
significant higher.

Furthermore, the scatter around the power curves is compared for the different measure-
ment devices in Figure 6.22. A low scatter can help to improve turbine monitoring as
well as to find causes of underperformance. As can be seen, the spinner anemometer
shows the lowest scatter at low wind speeds, but around rated wind speed a peak was
observed. A smaller peak also occurs for the other measurement devices around rated
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(a) Met-mast (b) Avent Lidar

(c) ZephIR Lidar (d) Spinner anemometer

Figure 6.19: Power curves obtained with the measurement devices at Nørrekær Enge
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Figure 6.20: Binned power curves

(a) Power curves (b) AEP

Figure 6.21: Comparison between the measured and guaranteed power curve and AEP
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Figure 6.22: Scatter power curves

wind speed. The reduction in scatter around the power curves after correcting for REWS
as found by van der Velde cannot be confirmed from the comparison in Figure 6.22 as the
scatter calculated for the Avent and ZephIR Lidar power curves, which measured REWS,
is similar to the met-mast.

6.2.2 Turbulence intensity

As done for Prinses Alexia with measurements from a ground-based Lidar, the effect of TI
on power curves will be investigated on turbine 4 of Nørrekær Enge. Now, it is possible
to perform the analysis using different measurement devices. Also, a normalisation of the
power curve to a reference TI as well as to the site specific TI will be applied as well for
Nørrekær Enge which will be discussed in chapter 7.

Figure 6.23 shows the TI distribution during the measurement campaign at Nørrekær
Enge from met-mast measurements. The histogram seems to follow a Weibull distribution
where a TI of approximately 0.095 has the highest occurrence in case of all measurements
and 0.085 in case of the filtered data. The next analysis will be performed with filtered
data because the unfiltered data showed large scatter as seen in Figure 5.15.

First, the effect of TI on the power curves is investigated by performing a cubic least
square fit for TI bins with a 0.02 width which was also done for Prinses Alexia. The
ratios of the different power curves over a reference power curve are shown in Figure 6.24
for all measurement devices. The power curve at a TI of 0.10 is taken as reference, because
there was not enough data at zero TI. Overall, a similar trend can be observed, but the
Avent Lidar and spinner anemometer show a bigger decrease at higher TI.

Looking at the scatter plots in Figure 5.15, the Avent Lidar compared better to the met-
mast than the ZephIR Lidar and spinner anemometer. Interestingly, the optimal TI for
wind speeds up to rated wind speed using the met-mast measurements lies close to 0.10
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Figure 6.23: Histogram of TI measurements using met-mast at Nørrekær Enge

while the optimum from the Avent Lidar is at 0.02. Furthermore, the optimal TI found
for the turbines at Prinses Alexia was 0.08.

Hereafter, the effect of TI on the AEP is investigated as was also done for turbines N03
and N04 at Prinses Alexia. Again, the measurements of all measurement devices are
analysed. The AEP calculated for TI between 0.08 and 0.12 is used as reference so that
the AEP from the other TI bins can be normalised. From Figure 6.25 can be seen that an
average TI of 0.12 would lead to the highest AEP according to most devices. Therefore,
it could be suggested that the optimal TI that should be strived for when looking at
turbine performance is around 0.10 when taking the optimal TI at Prinses Alexia also
into account.
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(a) Met-mast (b) Avent Lidar

(c) ZephIR Lidar (d) Spinner anemometer

Figure 6.24: Power as function of TI normalised over power at TI=0.10

Figure 6.25: Difference between AEP as function of TI and AEP for TI=0.10



Chapter 7

Power Curve Turbulence
Normalisation

As mentioned in the previous chapter, turbulence normalisation of power curves will be
discussed in this chapter. Power curves for different TI can be obtained by performing
measurement campaigns and filtering the measurements in TI bins. The resulting power
curves corresponding to a specific TI can be compared to each other so that the effect of
TI can be determined. Then, it is possible to provide TI and subsequently site specific
power curves. However, this process is time-consuming since TI is not the only parameter
that influences turbine performance. Therefore, a procedure was presented in the IEC
standard of 2016 which provides a turbulence normalisation of power curves based on
simulated power curves. The turbulence normalisation will be performed on power curve
measurements from two turbines at Prinses Alexia and one at Nørrekær Enge.

7.1 Turbulence normalisation method

The steps of the normalisation process to be performed described by the IEC standard
are as follows:

a) Determine reference TI

b) Determine initial zero turbulence power curve parameters

c) Determine initial zero turbulence power curve

d) Iterate to obtain zero turbulence power curve

e) Simulate power curves with measured and reference TI

f) Obtain power curve for specific TI

77
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Step a) will be performed by calculating the average TI at the site which will be used
as reference or site-specific TI. Hereafter, an initial zero turbulence power curve can be
obtained. In this case, a zero turbulence power curve is a representation of a measured
power curve under the condition that the TI is zero. This power curve can be determined
from the binned power curve which is obtained from measurements.

Setting up the initial zero turbulence power curve starts with defining the rated power
(Prated,th), which is equal to the maximum binned power value. The wind speed at which
the first power from the binned values is larger than 0.001 · Prated represents the cut-in
wind speed (vcut−in,th). Furthermore, the rated wind speed is calculated using equation
Equation 7.1[22]. Finally, power has a cubic relationship with wind speed between cut-in
and rated wind speed. It should be mentioned that a wind speed distribution between
2.5 and 100 m/s with 0.1 m/s difference is required so that it can be implemented in the
next steps.

Vrated =

(
2Prated

ρ0CP,maxAswept

)1/3

(7.1)

Here, CP,max corresponds to the maximum power coefficient obtained from the measured
binned power curve. An example of a first approach, step c), is shown in Figure 7.1. This
approach should satisfy the following requirements:

a) A maximum difference of 0.1% between the maximum power of the simulated power
curve and the maximum bin average of the measured power curve

b) Less than 0.5 m/s difference between the cut-in wind speed of the simulated power
curve and the cut-in wind speed of the bin average of the measured power curve

c) A maximum difference of 0.01 between the maximum power coefficient of the simu-
lated power curve and the maximum power coefficient of the measured power curve

The simulated power can be obtained using Equation 7.2 for all bin-averaged data. Next,
using the simulated power as input for Equation 2.21, the simulated power coefficient can
be determined.

P̂ (i) =

∫
P0,th(vi)f(vi, T Ii)dv (7.2)

Where f(v, TI) represents the wind speed distribution within a 10-minute period deter-
mined by the average wind speed and standard deviation within these 10 minutes. Unless
convergence occurred, the rated power, cut-in wind speed and maximum power coefficient
should be updated, as these parameters depend on the TI and do not correspond to zero
TI, using the following equations:

Prated,th = Prated,th −max(P̂ ) + Prated (7.3a)

vcut−in,th = vcut−in,th − v̂cut−in + vcut−in (7.3b)

CP,th = CP,th −max(ĈP ) +max(CP ) (7.3c)

Here, Prated, Vcut−in and CP correspond to the values from the measured binned power
curve. Via the updated rated power (Prated,th) and power coefficient (CP,th), the rated
wind speed (vrated,th) should be updated as well. On the other hand, v̂cut−in is obtained
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Figure 7.1: Power curve including its initial zero turbulence power curve[22]

from the wind speeds of the simulated power curve using the same requirement as for
the initial zero turbulence power curve: the first wind speed corresponds to a power
larger than 0.001·Prated. The process should be iterated until convergence is reached,
which normally occurs after one or two iterations as illustrated in Figure 7.2. Hereafter,
a final normalisation should be performed to obtain the zero turbulence power curve
using Equation 7.4[22], which should be bin-averaged in wind speed bins of 0.5 m/s. An
example of the final result compared to the initial zero turbulence power curve is shown
in Figure 7.3.

P0 = P (v)− P̂ (v) + P0,th(v) (7.4)

Here, P0 represents the final normalised zero turbulence power, P (v) the 10-minute aver-
age measurements, P̂ (v) the simulated power, which is defined by Equation 7.2[22] using
the measured wind speed and TI, and P0,th(v) is the initial zero turbulence power. In the
ideal case, the 10-minute averages are equal to the simulated power so that the final zero
turbulence power curve is equal to the converged zero turbulence power curve, which also
implies that the measurements follow the theory.

Finally, the zero turbulence power curve can be used to obtain the measured output
normalised to the reference TI. It functions as input for two simulated power outputs
using Equation 7.2[22]. The first simulated power curve, Psim,TI(v), is based on the

wind speed and TI measurements whereas the second one, Psim,TIref (v), is determined
by the wind speed measurements and a reference TI corresponding to the specific site.
These simulated power curves will be used to normalise the measured power output to a
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Figure 7.2: Adjusted initial zero turbulence power curve[22]

Figure 7.3: Final zero turbulence power curve compared to adjusted initial zero turbulence
power curve[22]
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reference TI according to the IEC standard (Equation 7.5).

PTIref (v) = P (v)− Psim,TI(v) + Psim,TIref (v) (7.5)

A turbulence normalisation is performed in Appendix F to clarify the process and to
show the effects of the normalisation on a power curve. From this example can be seen
what can be expected in reality when performing a turbulence normalisation of power
measurements. This will be used as background to verify the turbulence normalisations
that will be performed with real measurements in the following sections.

7.2 Prinses Alexia

For Prinses Alexia, Lidar measurements will be used to perform the power curve turbu-
lence normalisation on turbines N03 and N04, because a met-mast was too far located
from the turbines. Moreover, the focus of this thesis is on the applicability of Lidar in
wind turbine monitoring. The reference TI used for the normalisation is determined to
be 0.099, which is equal to the mean TI measured by the Lidar at Prinses Alexia. It
should be noted that the TI measurements of Lidar are still in debate as discussed in
subsection 3.1.1.

7.2.1 Zero turbulence power curve

Next, the initial approach of a zero turbulence power curve and power coefficient are
defined and shown in Figure 7.4a and Figure 7.4b as the ‘blue’ lines. Also the measured
and binned power curves of the turbines are plotted in ‘red’. Only one iteration was
required for both turbines for sufficient convergence and the adjusted power curves are
represented by the ‘green’ lines in the figures. Comparing the initial and iterated zero
turbulence power curve with literature as presented in subsection 2.4.12, a similar result
is obtained.

The adjusted zero turbulence power curve was corrected once more to obtain the final zero
turbulence power curve as illustrated by the ‘black’ lines in the figures. It is compared to
the measured power curve by calculating the difference between the power outputs within
the relevant wind speed range for TI effects. As discussed in subsection 3.1.1, a higher
TI would increase the power at lower wind speeds and reduce the power at higher wind
speeds. As a result, the zero turbulence power curve should show the opposite effect when
it is compared to the measured power curve which is affected by TI.

Figure 7.5a and Figure 7.5b clearly show this behaviour, however at 4 m/s the sign
changes. This means that the measured bin-average power at 4 m/s is lower than the
normalised power. This can be caused by averaging of the data, since at low wind speeds
the turbine could be turned off due to too low wind speeds within the 10-minute period
while the 10-minute average wind speed could be above cut-in wind speed. Since at low
wind speeds the power output is relatively low, a small difference can have large effects.

The initial zero turbulence power curve is zero below cut-in wind speed. As a result, a
wind speed distribution around cut-in wind speed will have a lower average power output
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(a) Turbine N03 (b) Turbine N04

Figure 7.4: Zero turbulence power curve (adjusted and final) compared to initial zero tur-
bulence and measured power curve

than a measured average power output at the same average wind speed close to cut-in.
Therefore, Equation 7.4 results in a significant lower power output for the zero turbulence
power curve compared to the measured power curve at 3.5 m/s.

The previous results are compared to the simulation results in Appendix F. From the
similarities can be stated that the turbulence normalisation to zero TI was performed
correctly. Also, the TI effect can be clearly observed when analysing real measurements.

7.2.2 Reference turbulence power curve

The next step is to normalise the power curve to a TI value of interest. This TI value
is for example the average TI of a site to analyse the site-specific turbine performance.
A comparison is made to the original measured power curve to observe the effects of TI
normalisation. This is done by calculating the difference between the power normalised
to a specific TI and the measured power curve. The wind speed range is chosen between
cut-in and just above rated wind speed, because these were described in subsection 3.1.1
to be of most interest. As seen from Figure 3.1, a higher TI increases power at low wind
speeds and reduces power at higher wind speeds. Also, contrary effects can be observed
for lower TI values than the measured TI of 0.099. This effect can also be observed in
Figure 7.6a and Figure 7.6b when comparing the effects from different TI on the power
output. Again, for low wind speeds no clear conclusion can be drawn.

The positive effect on the power curve at low wind speeds seems to improve the turbine
performance. However, TI increases the loads on the turbine blades and tower resulting
in faster turbine degradation. Also, the unfavourable effects around rated power, where
the power is significantly higher than at lower wind speeds, overrule the positive effects.
Therefore, a low TI is preferred and should be strived for when allocating wind farm sites.
It can be concluded from the results, although consensus is still lacking on the Lidar’s
ability to measure TI, that Lidar is able to identify the effects of TI on power curves.
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(a) Turbine N03 (b) Turbine N04

Figure 7.5: Difference between zero turbulence power curve over measured power curve

(a) Turbine N03 (b) Turbine N04

Figure 7.6: Difference between reference turbulence power curve over measured power curve
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(a) Turbine N03 (b) Turbine N04

Figure 7.7: Scatter around power curve before and after turbulence normalisation

7.2.3 Scatter around power curve

To answer one of the research questions, the change in scatter around the power curve
is checked. When the TI normalisation would improve the approximation of the power
in the wind extracted by the turbine, it would be expected that some of the 10-minute
power outputs change in a way that they lie closer to the power curve since the TI
effect is taken into account. As a result, the scatter would be less compared to the
scatter of the measured power curve which was also found in Appendix F by applying
the theory of the turbulence normalisation procedure to simulated power measurements.
The scatter can be determined by taking the standard deviation of the errors from the
power outputs compared to the linear interpolated power curve, where interpolation is
performed between each wind speed bin of the bin-averaged power curve.

In Figure 7.7, the scatter shows no significant difference after the turbulence normalisa-
tion. Moreover, no improvement was obtained so that the effect of the normalisation on
the power curve scatter would be questioned. However, the simulation in Appendix F
showed clearly an improvement in the scatter around the power curve. On the other
hand, the simulations were made without including other factors such as YM that could
influence turbine performance. Therefore, it can be that in reality the scatter around the
power curve does not improve because it is affected by other factors than TI only.

7.2.4 AEP

Finally, the effect of turbulence on the AEP is analysed using the normalisation instead
of the obtained power curves per TI bin from the measurements as discussed in subsec-
tion 6.1.4. The question is whether the negative effect at higher wind speeds around
rated will be compensated by the positive effect at lower wind speeds. First, the AEP
is calculated for each different power curve that corresponds to a specific TI. Hereafter,
each AEP will be compared to the AEP calculated for a TI of 0.10.

The AEP is calculated for two different annual mean wind speeds, because one does
not give enough information about the TI effect as seen from Figure 7.8. Two opposing
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results are caused by different wind speed contributions. The results of the lower annual
mean wind speed show a positive effect for higher TI values, which means that the positive
effect of TI at lower wind speeds on the power output exceeds the negative effect at higher
wind speeds. It can also be observed that a higher annual mean wind speed affects AEP
negatively when TI increases, which is caused by the negative TI effect on the power
curve at higher wind speeds. An explanation can be that a higher annual mean wind
speed leads to a larger contribution of the power curve at higher wind speeds, hence the
negative effect of TI on the power output and subsequently AEP will increase as well.
These results are in accordance with the simulation discussed in Appendix F.

Figure 7.8: Difference between AEP as function of TI and AEP for TI=0.10

7.3 Nørrekær Enge

Several measurement devices were measuring at Nørrekær Enge. In this section, the
results of turbulence normalisation between the different devices will be compared to each
other. For the calculations, the average TI measured by the met-mast in the undisturbed
measurement sectors is used as reference and equal to 0.099, which is accidentally similar
to the average TI at Prinses Alexia.

7.3.1 Zero turbulence power curve

The zero turbulence power curves are obtained for all measurement devices by following
the procedure from subsection 2.4.12. From the plots in Figure 7.9 can be seen that the
zero turbulence power curves compare well to each other. However, the power coefficient
plot obtained using the Avent Lidar is slightly higher up to 5 m/s whereas between 5 and
10 m/s it is lower. This can be explained by the fact that the Avent Lidar underestimates
wind speed up to 3 m/s as well as TI compared to the met-mast. Since a higher TI at
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(a) Met-mast (b) Avent Lidar

(c) ZephIR Lidar (d) Spinner anemometer

Figure 7.9: Zero turbulence power curve (adjusted and final) compared to initial zero tur-
bulence and measured power curve

low wind speeds affects the power curve positively, a lower TI will result in a smaller
decrease of the power output if it is normalised to zero TI. This results in a slightly larger
power output up to 5 m/s in case of the Avent Lidar compared to the other measurement
devices. At higher wind speeds the Avent Lidar overestimated the wind speed which leads
to a lower power output compared to the met-mast and thus a lower power coefficient.

Similarities in the normalised power curves between the met-mast and the ZephIR Lidar
as well as the spinner anemometer show that the latter two can be used to normalise power
to zero TI. Since the wind speed measurements were found to correlate slightly worse with
the met-mast than the ZephIR Lidar and spinner anemometer as illustrated in Figure 5.10,
care should be taken when using the Avent Lidar for turbulence normalisation.

Also, the difference between the zero turbulence and measured power curves is calculated
to show the changes more clearly. Similar results can be observed in Figure 7.10 for
Nørrekær Enge as obtained for Prinses Alexia, so the theory behind the TI effects on the
power curves is again verified. Also the change in sign of the differences at 4 m/s can be
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Figure 7.10: Difference between zero turbulence power curve and measured power curve

seen, which could be caused by averaging of the data as discussed in subsection 7.2.1.

Interestingly, the differences between the ZephIR Lidar and met-mast lie significantly
lower than the differences between the other devices and the met-mast. The larger nega-
tive change in the power curve at low wind speeds could indicate that the ZephIR Lidar
measures a higher TI than the other measurement devices, but when looking into the
binned TI values the opposite was found. It is not clear what the cause is of this differ-
ence compared to the other devices. On the other hand, the smaller increase in power
output at higher wind speeds can indeed be the result of lower TI measurements of the
ZephIR Lidar as shown in subsection 5.2.6. So, the normalised power curve using the
ZephIR Lidar shows overall lower power outputs compared to the other measurement
devices. Furthermore, no significant deviations can be seen from a comparison to the
simulation results in Appendix F.

7.3.2 Reference turbulence power curve

Now the zero turbulence power curves are defined, the power curves can be normalised
to different TI values. These will be compared to the original measured power curve to
observe the effects of TI normalisation. The power curves normalised to TI values of
0.06, 0.08, 0.10 and 0.12 are compared to the measured power curve. The results of all
measurement devices are presented in Figure 7.11. The underestimation of the TI by the
Lidars compared to the met-mast (and spinner anemometer) can be clearly seen from the
differences between the power curves. The negative effects at low wind speeds and the
opposite at higher wind speeds as a result of normalising to a lower TI, equal to 0.06, in
the case of the met-mast and spinner anemometer can be clearly observed, while these TI
values show almost no change in the power outputs from the ZephIR Lidar and to a lesser
extent also from the Avent Lidar. Therefore, it is important that the TI measurements
are reliable to generate site-specific power curves by applying turbulence normalisation.
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(a) Met-mast (b) Avent Lidar

(c) ZephIR Lidar (d) Spinner anemometer

Figure 7.11: Difference between reference turbulence power curve over measured power
curve
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Figure 7.12: Scatter around power curve before and after turbulence normalisation

7.3.3 Scatter around power curve

As also done for Prinses Alexia, the scatter around the power curve is analysed. It
was expected that TI normalisation would adjust the power measurements so that they
will lie closer to the power curve since the TI effect is taken into account. Again, TI
normalisation did not result in lower scatter around the power curve as can be seen in
Figure 7.12. Moreover, the scatter in the power curve of the Avent Lidar show some
unexpected changes close to rated wind speed. This means that the differences between
the power outputs and the power curve increase after TI normalisation.

The other plots show almost no change, so there is an error in the data from the Avent
Lidar. As can be seen from Figure 7.9b, around rated wind speed the ratios of the binned
power curve lies above 1, which means that the zero turbulence power curve exceeds
rated power here. Thus, normalising the measured power can result in significant changes
and consequently increase the scatter which occurs in this case around rated wind speed.
Again, in case of real measurements no improvement in the scatter can be observed while
this would be expected in theory. The same statement therefore holds from Prinses Alexia
that other factors could influence the power curve uncertainty more.

7.3.4 AEP

At last, the AEP as function of TI is calculated for two different annual mean wind speeds.
The calculated AEP is normalised by dividing it by the AEP calculated for a TI value of
0.10. The results are shown in Figure 7.13 from which similar effects can be observed as
seen at Prinses Alexia and discussed in subsection 3.1.1. Indeed, a high TI increases the
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Figure 7.13: Difference between AEP as function of TI and the AEP for TI=0.10

AEP calculated with the lower wind speed, while a lower TI is preferred when the annual
mean wind speed is relatively high.

It can also be seen that the difference between the two annual mean wind speeds for
one TI value is similar for each device. For example, the two bars at a TI of 0.02 differ
±0.5% in all plots. So, in principle each device could be used to determine the increase
or decrease in AEP as a result of a different annual mean wind speed. Since the annual
mean wind speed is in general site-specific as well, it seems that each device could be used
in case a turbulence normalisation should be performed.

The only big difference between the plots is the larger increase in AEP for higher TI
values at an annual mean wind speed of 6 m/s using the Avent Lidar data. Also, the
decrease in AEP in case of a wind speed of 7 m/s at higher TI values is lower compared
to the data from the other measurement devices. So, the positive TI effect on the power
output at low wind speeds exceeds the negative effect of TI at higher wind speeds up to
approximately 6.5 m/s. This can be explained by looking at Figure 7.11 in which the
changes in power output can be seen for different TI values. A larger increase can be
observed in the power output up to 9.5 m/s at a TI value of 0.12 in the plot of the Avent
Lidar compared to the other measurement devices. Consequently, higher TI values could
increase the power output even more and therefore result in a higher AEP when using
the data of the Avent Lidar. In addition, the decrease in power output at higher wind
speeds due to a higher TI is less or comparable to the other measurement devices.



Chapter 8

Heterogeneity

In this chapter, the effect of heterogeneity on Lidar measurements will be discussed. As
mentioned in section 2.5, simulations will be analysed to gain understanding of the concept
of heterogeneity. The simulations will be validated with measurements from a five-beam
Lidar at Nørrekær Enge between May and December 2015.

8.1 Method

In theory, a two-beam Lidar is not able to define enough variables for quantifying hetero-
geneity, because it can only measure the RWS at both beams and there are three unknowns
(X, HWS, and YM). A five-beam Lidar measuring in cross configuration, illustrated by
the right geometry in Figure 2.1, has an extra beam in the horizontal plane, which mea-
sures in the centre of the rotor axis. This allows a comparison of three LOS velocities
from which the heterogeneity can be determined. However, a non-linearly changing het-
erogeneity makes this calculation impossible due to the additional unknown corresponding
to the second heterogeneity effect. On the other hand, the linear case may be solvable
with a two-beam Lidar.[61]

The first method to implement heterogeneity effects in two-beam Lidar measurements was
based on the assumption that heterogeneity only affects one beam and that it increases
linearly from LOS 0 to LOS 1. This has the following effect on the LOS measurements[61]:

Table 8.1: Adjustment in LOS 1 measurements

LOS0: HWS0 = HWS RWS0 = HWS· cos(α)

LOS1: HWS1 = HWS + X·HWS RWS1 = (1 + X)·HWS· cos(α)

It should be noted that YM is assumed to be zero in this case, which is feasible since
cos(γ) ≈ 1 (for small γ) results in a negligible effect on the calculated HWS from the RWS
measured by the Lidar. However, the linear increase in HWS does not correspond with

91
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having the same HWS at the centre as measured by LOS 0. Therefore, an adjustments to
the first method was provided by assuming linear changing heterogeneity on both beams.
The first option results in the following LOS measurements:

Table 8.2: Adjustment in LOS measurements using method 1

LOS0: HWS0 = HWS - X·HWS RWS0 = (1 - X)·HWS· cos(α)

LOS1: HWS1 = HWS + X·HWS RWS1 = (1 + X)·HWS· cos(α)

It can be seen that the heterogeneity effect in the linear case results in the same effect
added to one of the beams as subtracted from the other beam. In addition, a second
correction was presented which assumes a non-linear heterogeneity between the two Lidar
beams. In this case, the two beams will be affected randomly resulting in a different
heterogeneity (X0 and X1) between -1 and 1. The RWS equations change as follows:

Table 8.3: Correction in LOS measurements using method 2

LOS0: HWS0 = HWS + X0·HWS RWS0 = (1 + X0)·HWS· cos(α)

LOS1: HWS1 = HWS + X1·HWS RWS1 = (1 + X1)·HWS· cos(α)

It should be checked whether the linear or non-linear adjustment in a homogeneous wind
field represents the flow better in reality. Both options are demonstrated in Figure 8.1,
where the left one corresponds with the linear adjustment. The last option is expected to
quantify the effect of heterogeneity most accurately, because the turbulent behaviour of
wind, which results in different wind speeds along a line for example, is taken into account.
By comparing the different methods, the feasibility of each option can be examined.

Heterogeneity has not yet been investigated extensively, because it is a complex subject in
wind research. Therefore, it is worth to investigate the effects of it in wind energy applica-
tions. In this thesis, the focus will lie on the effect of heterogeneity on 10-minute average
Lidar measurements. It can be expected that different analysis tools lead to different
results, thus a Matlab simulation will be performed as well as an experiment at Nørrekær
Enge. Via the simulation an indication can be found of the effect of heterogeneity, which
can then be validated by the real measurements.

8.1.1 Synthetic wind field

The simulations will be performed using synthetic turbulent wind fields, which will be
generated with Bladed. These wind fields contain homogeneous wind conditions so that
the wind speed, TI, and direction do not change on average over a certain period of time
independent of location. The wind velocities are simulated in planes perpendicular to
the wind speed as shown in Figure 8.2. The blue coordinate system displays the positive
orientation of the coordinate system including the starting point of each axis. Thus,
the wind speed measurements will be gained by propagating through the synthetic wind
field with the average wind speed. The benefits of this analysis tool are that the wind
conditions are known in all cases while the parameters within the field can be influenced.
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Figure 8.1: Adjustments for the wind speed profile measured with Lidar[61]

Figure 8.2: Example of a synthetic wind field
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A wind field created with Bladed is stored as a .wnd file. This file cannot be read directly
by Matlab and has to be converted using a Matlab tool from W. Bierbooms. The outcome
is a standard normalised distribution based on a zero mean wind speed and a standard
deviation of 1. The normalised values, which are in Bladed format, require a conversion
to obtain units of meters per second (Equation 8.1). The TI values can be gained from
the conversion tool.

Ugrid(y, z, t) = uhub

(
TI(u)

1000
Ugrid,norm(y, z, t) + 1

)
(8.1a)

Vgrid(y, z, t) = uhub

(
TI(v)

1000
Vgrid,norm(y, z, t)

)
(8.1b)

Wgrid(y, z, t) = uhub

(
TI(w)

1000
Wgrid,norm(y, z, t)

)
(8.1c)

8.2 Simulation

The effect of heterogeneity on Lidar measurements will first be investigated by means of
a simulation in which measurements from a virtual two-beam Lidar are compared to the
wind conditions at the centre line between the two measurement points of the Lidar. For
this simulation, a synthetic wind field is generated using Bladed that contains 4096 (in
x-direction) times 21 (in y-direction) times 14 (in z-direction) data points. A frequency
of 4 Hz was applied to ensure a feasible grid accuracy as discussed in Appendix G. The
total time was set equal to 1024 s, which results in 4096 data points in x-direction at each
(y, z)-location. The input parameters for Bladed are given in Table 8.4.

Table 8.4: Bladed input parameters for synthetic wind field

Parameter Value

Width 200 m
Height 130 m
Number of points in y-direction 21
Number of points in z-direction 14
Duration 1024 s
Frequency 4 Hz
Mean wind speed 12 m/s
Turbulence spectrum von Karman
Roughness length 0.02 m
TIu 0.120
TIv 0.094
TIw 0.067
Seed 1

In this wind field, the y-values range from -100 to 100 m in steps of 10 m and the z-values
from -65 to 65 m in steps of 10 m. Each time step, the x-value, at which the yz-plane is
assumed to contain the wind speeds (u, v and w), increases 12 m on average due to the
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Figure 8.3: Lidar beams and HWS in front of the Lidar

average wind speed of 12 m/s in the x-direction. Thus, measurements will be taken at x-
values ranging from 0 to 98292 m in steps of 12 m. The locations of the two virtual Lidar
beams in the yz-plane can be determined from a regular two-beam Lidar opening angle
of 15◦ and a measurement distance of 2.5 rotor diameters. In the case of Nørrekær Enge,
which will be used as reference, the rotor diameter is equal to 78 m. The measurement
points are then located at 60 m from the centre line (y=0 m), which represent the Lidar
measurement points best in the simulated wind field. The height of the Lidar (beams)
is set equal the hub height of 80 m from the wind turbines at Nørrekær Enge. The first
z-value of -65 m is considered as ground level, thus the height in the wind field of the
Lidar is at z=15 m.

Then, wind speeds can be extracted from these positions in the wind field in order to
obtain the LOS measurements using Equation 8.2. Hereafter, the wind speeds in x-
direction, y-direction and HWS as well as the wind direction can be calculated with
Equation 2.4 and Equation 2.5.

RWS0 = u cosα+ v sinα (8.2a)

RWS1 = u cosα− v sinα (8.2b)

A wind field generated by Bladed is homogeneous, but can be changed to a heterogeneous
wind field easily. For example, a small increase in wind speed can be implemented in the
left half of the wind field such that not each part of the wind field is the same. Thus,
the difference in Lidar measurements can be simulated by comparing a homogeneous
simulation with a heterogeneous one. By performing simulations with different wind field
adjustments, the effect of different heterogeneity values on Lidar measurements can be
evaluated. Two different types of adjustments to the wind speed in x-direction will be
analysed as described in section 8.4. These adjustments also vary in magnitude to check
which adjustment approaches reality best. These wind fields are used as input to check
if Lidar is able to quantify heterogeneity and to correct for it.

It is assumed that the wind conditions along the centre line represent the real conditions
experienced by the rotor of a wind turbine. In case of a homogeneous wind field, the whole
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wind field experiences the conditions from this reference location on average. Thus, the
wind speeds from this location will be compared to the Lidar measurements. When the
differences between the measurements and wind conditions at the reference location are
known, it is time to investigate the effect of heterogeneous wind conditions on Lidar
measurements and the feasibility to correct for heterogeneity. This will be done by using
two different codes, each using one of the correction methods discussed in section 8.1.
Both methods will be examined on how accurate they approximate the wind conditions
at the reference location.

The first method is based on the assumption of experiencing the same heterogeneity
effect on both RWS measurements, but with an opposite sign, compared to the reference
location (Table 8.2). In this case, one value will be found for the heterogeneity effect on
the Lidar beams. The second method enables to determine a heterogeneity effect on both
beams individually as expressed in Table 8.3.

To quantify heterogeneity, the measured RWS by each Lidar beam in the heterogeneous
wind fields will be changed with different heterogeneity values. In case of method 1, the
RWS will be adjusted with X values ranging from -1 to 1 in steps of 0.01. This will result
in 201 options and an accuracy of 1% in the measured HWS. This will also be done for
method 2, but then for each possible combination of X0 and X1 resulting in 201 times 201
options. Next, the difference in the 10-minute averages of the HWS and wind direction
between the simulations and the reference location in the wind field will be determined.
Using initial limits for the differences of 0.1 m/s in wind speed and 0.5◦ in direction,
the combinations that satisfy the set limits will be obtained. When there is no value
for heterogeneity found that satisfies both limits, the limits will be increased with their
initial value. From the results of both methods, the lowest heterogeneity value found for
X in case of option 1 and X0 + X1 in case of option 2, will be determined. Finally, the
limits with which the values were found will be compared to each other to conclude which
method is the most accurate in quantifying heterogeneity.

In this way, the heterogeneity in the wind field can be quantified. Also, the accuracy
of the correction method can be investigated by checking the limits. Consequently, the
ability of Lidar to correct for heterogeneity effects in 10-minute average measurements
can be analysed. Before the analyses are performed, the code will be validated in the next
section. The next step consists of adjusting the wind field to obtain a heterogeneous wind
field. Then, the previously described procedure for correcting the measurements can be
performed on the adjusted wind field.

8.3 Code validation

The first simulation was performed under homogeneous wind conditions to validate the
method and code. In a homogeneous wind field, the mean of the wind speed in x-direction
measured at the locations of the Lidar beams should be equal to the mean wind speed
listed in Table 8.4. Similarly, the average wind speed in y-direction should approach
zero. As a result, the average RWS should be equal to HWSavg · cos(α) = U · cos(α)
(Equation 2.2). Moreover, the average wind speeds along each y- and z-position in the x-
direction in the wind field should be equal to each other, since each part of a homogeneous
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(a) LOS measurements from both Lidar beams (b) Wind speed in x- and y-direction (u and v)

Figure 8.4: Validation of LOS measurements

wind field has the same average wind conditions as another part. This was checked for
the two measurement points of the Lidar, which are the most relevant positions.

The LOS measurements including their average from the complete period of 1024 s are
shown in Figure 8.4a. It can be seen that the average RWS measured by the Lidar beams
are equal to the expected average of 11.59 m/s for U = 12 m/s and α = 15◦. Also, the
wind speeds in x- and y-direction were calculated using Equation 2.4 and are plotted in
Figure 8.4b. The calculations agree with the characteristics of a homogeneous wind field
in which the average wind speed in x-direction is 12 m/s and in y-direction 0 m/s.

The previous was also done for the HWS and direction measurements. First, the RWS
measurements of the Lidar are averaged, and then the wind speeds in x- and y-direction
are calculated. By averaging over the measurement period, deviations in positive and
negative wind speeds cancel each other out. On the other hand, the direction calculation
does take the sign of the wind speed in y-direction into account since a negative value
leads to a negative wind direction and vice-versa. The calculations showed indeed that
averaging led to a significant better result for the HWS, 12 m/s instead of 12.75 m/s as
found for the average HWS when first calculating the HWS for each RWS measurement.
The wind direction was less affected by the averaging, 0◦ instead of 0.0085◦.

In addition, the effect of the Lidar’s sample frequency on the wind speed, direction and
TI measurements is analysed. During the measurement period of 1024 s the wind speeds
change due to turbulence, but they are constant on average. As can be stated, a 1
Hz sampling frequency of the Lidar gives sufficient data from which the averages are
calculated. It is expected that with a lower sampling frequency the results become worse.
The effects of different sampling frequencies on the wind speed measurements in x- and
y-direction are shown in Table 8.5. It can be seen that the sampling frequency does not
affect the HWS and direction measurements in a homogeneous wind field significantly.
As the Lidar’s sample frequency is currently set to 1 Hz, it is possible to validate the
simulations at 1 Hz with the Lidar measurements.

Furthermore, the TI measurements were validated before starting the simulations with a
heterogeneous wind field. To do so, the standard deviation was calculated and divided
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Table 8.5: Average wind speed calculations as function of Lidar sampling frequency

Sampling freq. [Hz] ∆u [m/s] ∆u
U [%] ∆v [m/s] Wind direction [◦] TI [-]

4 0 0 0 0 0.0953
2 0 0 0.01 0.1 0.0954
1 0.01 0 -0.01 0 0.0951
0.5 -0.01 0 -0.03 -0.2 0.0947
0.25 0.01 0 0.06 0.3 0.0933
0.125 -0.05 0 0.22 1.1 0.0942
0.0625 0.07 0.01 0.33 1.6 0.0933
0.03123 0.13 0.01 -0.25 -1.2 0.0846

by the mean wind speed over the complete simulation period of 1024 s. This was done
for both the reference location and Lidar beams. At the reference location, the same
average TI values in x- and y-direction were found as the input values. But, the TI
calculated using the 4 Hz Lidar measurements was 21% lower than the input value of
the TI in x-direction as given in Table 8.5. This lower TI is caused by the averaging
of the RWS measurements to obtain the wind speed in x- and y-direction as given in
Equation 2.4, because on average it results in wind speeds closer to the mean wind speed
and consequently a lower standard deviation. The underestimation can be taken into
account by increasing the TI measurements with a factor of 1.26.

Similarly, the difference in RWS between both beams is higher. Looking at the equation
for the wind speed in y-direction from the RWS measurements, the magnitude of the
wind speed in y-direction will be higher compared to the reference location. Thus, a
smaller standard deviation is measured in the x-direction whereas the standard deviation
in the y-direction is larger. At a constant mean wind speed in the x-direction, the TI in
x-direction becomes lower and in y-direction higher. Another cause of the difference could
be the orientation of the two Lidar beams. As a result of the opening angle, the beams
are measuring in the xy-plane, which means that the standard deviation results from the
standard deviations both in x- and y-direction. Therefore, as the standard deviation in
y-direction is lower due to a lower TIy input than the one in x-direction, a lower TI will
be measured in x-direction on average than expected.

8.4 Wind field heterogeneity adjustments

After the code was validated, the wind field was adjusted in order to obtain a heteroge-
neous wind field. The first adjustment consisted of a linear change in the wind speed in
x-direction, u, along the y-direction as illustrated in Figure 8.1 (Option 1) and expressed
by Equation 8.3. The maximum difference between the centre line wind speed and the
wind speeds at the edges of the wind field is equal to du and y ranges from -100 to 100
m. In the centre of the wind field, where y = 0 m, the wind speed as well as the wind
direction remain the same.

du(y) =
y

100
du (8.3)
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Figure 8.5: Second wind field adjustment in x-direction, u

It could be that a linear adjustment does not represent reality well, so a sinusoidal adjust-
ment was added to the linear one. When implementing a sine only as shown in Figure 8.1
(Option 2), the measurements are similar to the linear case, since the wind speed at the
centre line does not change and the Lidar measurement points experience an opposite
change in u of the same magnitude. Similarly, a sine, with a wavelength equal to the
wind field width of 200 m, added to the linear adjustment would also only increase the
magnitude. Therefore, a sine shifted one quarter of the wind field width to the left with
a period of 150 m is used on top of the linear adjustment. The resulting change in wind
speed is shown in Figure 8.5 and expressed in Equation 8.4. In this case, also the wind
speed along the centre line will be changed. In reality, this wind profile can occur when the
wind is coming through hills for example, but also in a wind farm between two turbines.

du(y) =
y

100
du+ sin

( π
75
· (y + 50)

)
du (8.4)

Adjustments will take place for different values of du, since the best representation of
reality is not known. These values are equal to: 0.05, 0.10, 0.25, 0.50, 1.00 and 2.00 m/s.
This means that the maximum adjustments, which take place at the edges of the wind
field, are equal to these values in the linear case. In case of the sinusoidal adjustment,
they represent the amplitude and maximum linear change. Later, when comparing the
simulations to the five-beam Lidar measurements, it could be possible to determine which
adjustment approaches reality best. However, the opposite could be revealed if no good
estimation can me made by the simulations.

8.5 Two-beam Lidar simulation

In this section, the results using a two-beam Lidar in a simulated heterogeneous wind
field are presented and discussed. The measurement frequency of the simulated Lidar is
set to 1 Hz.



100 Heterogeneity

(a) HWS (b) Wind direction

Figure 8.6: Comparison of Lidar measurements against reference location

8.5.1 Linear adjustment

The linear adjustment leads to an increase in the wind speed in x-direction in the left half
of the wind field, where the y-coordinates are positive (see Figure 8.2), and a decrease in
the other half. At the locations of the Lidar beams, the increase and decrease are equal to
0.6∗du, where du represents the maximum change in wind speed, due to the measurement
locations of the two-beam Lidar in the wind field. This leads to higher HWS and smaller
wind directions in the left half of the wind field, as the wind speeds in y-direction remain
the same. The wind speed at the reference location remains the same since the change is
zero at the centre line. The effect on the Lidar measurements will be discussed below.

The difference between the Lidar measurements and the reference location are first dis-
cussed. Two different options for obtaining the 10-minute averages can be examined for
a two-beam Lidar:

a) Taking the averages for both RWS measured during a 10-minute measurement pe-
riod. The HWS and wind direction are then calculated with the RWS averages.

b) Calculate for each RWS measurement the HWS and wind direction. The HWS and
wind direction of the 10-minute averages are calculated by averaging the HWS and
wind direction measurements within those 10-minute periods.

A Lidar uses the first option to calculate the 10-minute averages[4], but it may be in-
teresting to use the second method if it is possible to correct each RWS measurement.
The effects of each linear adjustment on the HWS, wind direction and TI are shown in
Figure 8.6. The HWS and wind direction measurements are compared to the reference
location for the two mentioned averaging options.

As expected, the deviations increase with increasing adjustments while the HWS and
direction at the reference location remain the same. Looking at the HWS measurements,
option a) shows the smallest differences. On the other hand, a change of 0.5 m/s in the
wind speed leads to a 5◦ offset in the wind direction for both options, which is close to the
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Table 8.6: Linear and non-linear correction values for the linear adjustments in the wind
field

du [m/s] X [-] X0 [-] X1 [-]

0 0.01 0.01 -0.01
0.05 0.01 0.01 -0.01
0.10 0.01 0.01 -0.01
0.25 0.02 0.02 -0.02
0.50 0.03 0.03 -0.03
1 0.05 0.06 -0.05
2 0.10 0.12 -0.10

uncertainty of 4◦ found by Goossens. This specific offset in wind direction measurements
is mentioned here, because the Lidar manufacturer (Avent Lidar Technologies) suggested
that wind flow heterogeneity could cause this uncertainty in case of a two-beam Lidar as
discussed by Wessels.

Since the current application of Lidar is mainly wind turbine monitoring instead of active
control for example, which requires high frequency measurements to be able to align the
turbine optimally, option b) will not be further investigated in this thesis. However, it
could be interesting to analyse this option when the possibility to apply Lidar for wind
turbine control will be investigated.

Now the differences are known, the possibility to implement heterogeneity effects on the
RWS to improve the Lidar measurements will be investigated. As given in Table 8.2, the
first correction method assumes the same effect on both RWS measured by the Lidar,
but with an opposite sign. The second one enables a different correction in both beams
as given in Table 8.3. The corrections will be applied on the 1 Hz RWS measurements of
the Lidar.

In case the HWS and direction averages of the measurement period between the Lidar and
reference location are compared to each other, the applied correction stays constant over
time. The optimal correction X or X0 +X1 can be defined as well as the corresponding
accuracy by analysing the results of the different corrections on the RWS from -1 to 1 in
steps of 0.01. The results of both correction methods for one measurement period of 600
s are shown in Figure 8.7 and the optimal corrections to incorporate the heterogeneity
effects into the measurements are given in Table 8.6 for the linear, X, and the non-linear
correction method, X0 and X1. The differences in the HWS and wind direction between
the reference locations and the Lidar measurements indicate to what extent the Lidar
measurements can be improved with the corrections.

An adjustment less than 0.5 m/s does not lead to significant differences in the HWS mea-
surements between the Lidar and the reference location while the offset in wind direction
increases continuously. A correction does immediately improve the wind direction mea-
surements while the positive effect in the HWS begins at 1 m/s. The results from both
correction methods show similar results in the wind speed and direction up to 0.5 m/s.
At higher adjustments in the wind field, i.e. more heterogeneous wind conditions, the
non-linear correction is recommended. The TI did however could not be improved with
the correction methods.
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The trend in the correction values is similar, which can be explained by the fact that
correcting measurements with X means a correction of X · RWS in LOS 0 and the
opposite correction in LOS 1. This corresponds to the second method having a positive
value for X0 and the opposite value for X1. This pattern can be clearly seen in Table 8.6,
which was also expected, because the wind field had a linear adjustment.

Looking at the TI measurements, which are multiplied with the correction factor as
determined during the code validation, they compare well to the reference location. In
fact, corrections will not have much influence on the measurements, because the only
change in the TI calculations is the mean wind speed which adjustment is very limited.

Small differences in magnitude can be seen between the two correction values of the second
option as a result of the sampling frequency and measurements are taken for a period of
600 s instead of the wind field simulation time of 1024 s. Therefore, the assumption that
adjustments of du ≤0.10 m/s did not require corrections when the initial limit of the
difference between the HWS values is set to 0.1 m/s, as described in section 8.2, does not
hold.

It is also interesting to analyse the measurements when applying the same correction
factor for any adjustment. In this case, the magnitude of the heterogeneity in the wind
field is not taken into account. An example of the results is shown in Figure 8.8, where the
optimal correction factors for the adjustment of 0.5 m/s are used as input. By comparing
the results to Figure 8.7, where all adjustments are corrected optimally, it can be seen that
the HWS and TI improve slightly. However, the wind directions show larger differences
up to 5◦ for both correction methods.

To conclude, a non-linear correction shows only better results in case of large adjustments
in the wind field. The question is which adjustment in the wind field does represent reality
best. In addition, a constant correction factor will not be sufficient for any adjustment in
the wind field. Therefore, both correction methods could still be helpful to correct Lidar
measurements for heterogeneity.

8.5.2 Sinusoidal adjustment

In this section, a sinusoidal adjustment will be analysed to investigate the heterogeneity
effect on Lidar measurements in more detail. In this case, the wind speed at the reference
location will increase compared to the wind speed in the original wind field as seen from
Figure 8.5. At the measurement locations of the Lidar, a negative adjustment will be
experienced. First, the effects of the sinusoidal adjustments using both averaging methods
are shown in Figure 8.9. It can be seen that in case of zero adjustments option a)
approaches the HWS best. On the other hand, when increasing the adjustments option
b) results in measurements closer to the reference location. As discussed above, option
a) will be used since 10-minute averages are considered while averaging option b) could
be used to correct individual measurements, for instance 1 Hz.

In Figure 8.10 the results of the HWS, wind direction and TI are presented. Also, in
Table 8.7, the values of both correction methods are listed. The inaccuracies in HWS and
wind direction increase with increasing adjustments using the linear correction method.
A slight improvement in HWS can be observed while the wind direction becomes worse.
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Figure 8.7: Two-beam Lidar simulations for the linear adjustments including corrections
(Table 8.6)

Figure 8.8: Two-beam Lidar simulations for the linear adjustments using pre-defined correc-
tions
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(a) HWS (b) Wind direction

Figure 8.9: Comparison of Lidar measurements against reference location

Table 8.7: Linear and non-linear correction values for the sinusoidal adjustments in the wind
field

du [m/s] X [-] X0 [-] X1 [-]

0 0.01 0.01 -0.01
0.05 0 0.01 0
0.10 0 0.02 0.01
0.25 0 0.05 0.02
0.50 0 0.09 0.05
1 -0.1 0.18 0.10
2 -0.18 0.38 0.22

Interestingly, a non-linear correction follows the HWS and wind direction as defined at
the reference location well. Moreover, the wind direction difference of approximately 4◦,
which was mentioned by the Lidar manufacturer, at a 0.5 m/s adjustment is reduced to
almost zero. However, it is still uncertain which adjustment in the wind field relates to
reality. Thus, a validation will be performed to examine the different approaches.

Additionally, the TI measurements are compared to the reference location. As can be
seen, the corrections do not result in significant changes in the TI measurements. Again,
this can be explained by the limited changes in the TI parameters, the mean and standard
deviation of the wind speed in x-direction.

Next, the ability of Lidar to determine the corrections will be investigated. It is clear
that Lidar measurements can be improved by correcting them for heterogeneity, but
this is only possible with more measurements. Therefore, the next step is to simulate
measurements from a five-beam Lidar. This Lidar can measure the wind speed in x-
direction at the reference location, i.e. the centre, which can then be used to correct the
RWS measurements of the two beams at both sides using the right configuration from
Figure 2.1. Then, it is possible to see the improvement using a third beam at hub height
in the centre. Also, the ability to correct for heterogeneity can be investigated.
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Figure 8.10: Two-beam Lidar simulations for the sinusoidal adjustments including correc-
tions (Table 8.7)

8.5.3 Alternative simulations

The previous results are obtained from simulations with a constant TI and 1 Hz sample
frequency. In reality, different TI will occur affecting the Lidar measurements, which will
be examined with simulations by changing the TI. In addition, it is interesting to see if a
higher sample frequency would improve the Lidar measurement accuracy and corrections.
The results of simulations with a different TI and a 2 Hz sample frequency are given in
Appendix H.

It was found that for 10-minute average measurements an increase of the sample frequency
to 2 Hz would not lead to better measurements. Also, the effect of a different TI did not
result in significant differences compared to the simulations with the original TI. So,
changing the sample frequency or TI shows only limited effects on the HWS and wind
direction measurements.

8.6 Five-beam Lidar simulation

As discussed above, heterogeneity could not be quantified using a two-beam Lidar, but
after comparing its measurements to the reference location, the heterogeneity effect could
be determined. Interestingly, a five-beam Lidar has a beam in the centre from which the
wind speed parallel to the Lidar axis can be obtained, which is visualised in Figure 8.11.
So, the wind speed component in the x-direction at the reference location is known. It is
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Figure 8.11: Five-beam Lidar measurements and HWS in front of the Lidar

therefore interesting to investigate to what extent a five-beam Lidar is able to quantify
heterogeneity and correct for it. This will be done by performing the same analysis as
described above.

In the following simulations, the wind speed in x-direction is assumed to be equal to
the RWS measured by the centre beam, LOS 0. Next, the RWS measurements by LOS
1 and LOS 2 are used to determine the wind speed in y-direction assuming that the
wind speed in x-direction is the same as measured in the centre. Then it is possible
to determine the HWS and wind direction from combining LOS 0 with LOS 1 and also
with LOS 2. The averages of the calculated wind conditions, HWS and wind direction,
are considered as the real wind conditions. It should be noted that the direction should
be taken into account when averaging the HWS, because the wind speeds in y-direction
can be of opposite sign. Applying the method of a linear correction in the HWS, the
correction for the heterogeneity effect can be calculated by rewriting the equations from
Table 8.2:

Xlin =
RWS2 −RWS1

2 ·HWS · cos(α)
(8.5)

It is not possible to apply a non-linear correction, because in this case more measurements
are required. However, if heterogeneity behaves linear on approximation the linear cor-
rection method could be sufficient to correct the five-beam Lidar measurements[61]. Now,
the linear correction will be applied on the RWS measurements using the expressions from
Table 8.2. Finally, the HWS and wind direction shall be determined from the corrected
RWS measurements. By comparing them to the wind conditions at the reference location
and the measurements without the correction, the Lidar’s accuracy and ability to correct
for heterogeneity can be analysed.

The results are plotted in Figure 8.12 and the linear correction values are given in Table 8.8
for the different wind field adjustments. Looking at the results of the linear adjustments,
as the heterogeneity in the wind conditions increases the Lidar measurements become
worse. As can be seen from the corrected measurements, the Lidar is able to correct
for heterogeneity in this case. In accordance with previous results, the TI measurements
could not be corrected. It can be concluded that in case of linear heterogeneity in the
wind field, the linear correction that can be performed by a five-beam Lidar would lead
to better measurements.
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(a) Linear adjustment (b) Sinusoidal adjustment

Figure 8.12: Five-beam Lidar simulations for linear and sinusoidal adjustments including
linear correction

Table 8.8: Linear correction values for linear and sinusoidal adjustments in the wind field

du [m/s] Xlin [-] Xsin [-]

0 0.00 0.00
0.05 0.00 0.00
0.10 0.01 0.00
0.25 0.01 0.01
0.50 0.03 0.01
1 0.05 0.03
2 0.09 0.05
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Figure 8.13: HWS measurements using five-beam Lidar

On the other hand, it can be seen that the corrected HWS measurements for the sinu-
soidal adjustment are worse than the Lidar measurements. Interestingly, the correction
improves the wind direction measurements while the TI is not changed as expected. So,
the performance of the correction method is quite sensitive to the kind of heterogeneity
that occurs in the wind field.

8.7 Validation

Now the simulations are analysed, a validation will be performed using the measurements
of the met-mast and Avent five-beam Lidar at Nørrekær Enge. The met-mast measure-
ments act as reference to which the Lidar measurements can be compared, because the
met-mast is the only IEC-compliant measurement device at this site. The wind speed and
YM measurements of the Avent Lidar are compared to the met-mast as well to check the
differences between the calculations and the Lidar output. The YM measurements of the
met-mast are obtained from the difference between the wind direction measured by the
met-mast and the turbine nacelle direction. In this validation, TI will not be discussed
since the effect of the RWS corrections is negligible as discussed previously.

The Lidar was configured to measure in a square pattern, so only the centre beam mea-
sured at hub height. To obtain RWS measurements at the left and right side of the centre
beam, the measurements of the two beams on each side, LOS 1 and LOS 4 as well as LOS
2 and LOS 3, are averaged as illustrated by Figure 8.13. These averages are considered as
the RWS measurements of the so-called LOS 1 and LOS 2, the right and left Lidar beams,
as shown in Figure 8.11. Before the measurements can be analysed, the data should be
filtered so that only the Lidar measurements close to the met-mast are taken into account
to ensure a reliable comparison. Therefore, the measurement sector was defined to be
between 93◦ and 123◦. In addition, a tilt correction, as described in subsection 2.4.11,
will be applied to the Avent Lidar measurements to correct the measurements to hub
height.

First, the measurements from LOS 1 and LOS 2 are analysed as if the Lidar had only
two-beams. Hereafter, the measurements of LOS 0 are included which determine the wind
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Table 8.9: Average difference and standard deviation from each HWS comparison between
Avent Lidar and met-mast

Measurement type Difference [m/s] Standard deviation [m/s]

Direct output 0.54 0.40
Four beams 0.32 0.33
Five beams 0.57 0.44
Corrected 0.29 0.32

speed in x-direction since this beam measured along the Lidar axis at the centre of the
rotor. By combining the RWS measurements from LOS 1 and LOS 2, which can then be
averaged to determine the wind speed in y-direction, the HWS and YM based on three
Lidar beams can be calculated. It would be expected that the results after including
the RWS measurements of the centre beam compare better to the met-mast. After the
(improved) HWS and YM are defined, it is possible to calculate the required correction
in the RWS measurements from LOS 1 and LOS 2 based on the linear correction method
using Equation 8.5. As a result, an indication can be made of the heterogeneity in the
wind field based on the Avent Lidar and met-mast measurements. Again, the HWS and
YM will be determined from the corrected RWS measurements of LOS 1 and LOS 2.

The results from each HWS comparison are displayed in scatter plots in Figure 8.14. Here,
the virtual two-beam Lidar measurements correspond with the averaged measurements
of the four corner beams of the five-beam Lidar. Looking at the linear regressions, the
differences between the measurements increase slightly when including the measurements
of the third beam in the centre whereas the linear correction improves the comparison
as seen from the R2-value. The HWS measurements from the Lidar’s output show a
similar slope compared to the HWS measurements when the third beam is also taken into
account.

However, the measurements without the centre beam show a better correlation as well as
a lower difference. Furthermore, it seems that the inclusion of a third beam or a linear
correction does not improve the measurements of the virtual two-beam Lidar. So, a linear
correction could be insufficient to correct Lidar measurements based on this analysis. It
could also be that in reality the heterogeneity is not significant enough to affect the Lidar
measurements since the changes are very small.

In addition, the mean values as well as the standard deviations of the differences are
given in Table 8.9. Now, it can be clearly seen that the correction improves the five-beam
Lidar measurements. However, similar results are obtained using four beams of the Avent
Lidar, so it can be questioned whether the direct output is calculated as good as possible.

Next, the YM measurements are to be analysed and the scatter plots can be seen in
Figure 8.15. The YM measurements using four beams and five beams compare well
to each other. A small change in the slope can be seen, but this does not affect the
comparison significantly since most of the scatter is around zero YM. Interestingly, the
corrected Lidar measurements show noticeable changes. The scatter reduces as a result
of the correction, but the slope changes negatively. The slope of the linear regression
using the averaged RWS measurements from the four corner beams is closest to unity,
but it does not show lower scatter than the original Avent Lidar measurements. Thus,
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(a) Lidar direct output (b) Virtual two-beam Lidar

(c) Including centre beam (d) Corrected HWS

Figure 8.14: Comparison of HWS measurements between Lidar and met-mast
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(a) Lidar direct output (b) Virtual two-beam Lidar

(c) Including centre beam (d) Corrected YM

Figure 8.15: Comparison of YM measurements between Lidar and met-mast

the YM comparisons show no favourable results for the ability of the correction method
to improve Lidar measurements.

To have a closer look at the differences between the YM measurements, the average
and standard deviations of the differences to the met-mast measurements are given in
Table 8.10. This table seems to give similar results as expected from the scatter plots.
However, the lower values from the corrected YM measurements are caused by the fact
that the RWS measurement of LOS 0 determines the wind speed in x-direction and the
resulting wind speeds in y-direction of LOS 1 and LOS 2 are averaged. As a result of this
averaging, the YM decreases significantly in the Lidar measurements. At the same time,
this leads to a better comparison between the calculations and met-mast measurements
because the measurements are located around zero. Thus, the calculations approach the
met-mast measurements due to the reduction in YM while the measurements do not
improve significantly. Furthermore, it can be seen that the YM uncertainty between the
met-mast and Lidar is close to the 4◦ as found by Goossens.

The next analysis examines the heterogeneity in the wind field by looking into the cor-
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Table 8.10: Average difference and standard deviation from each YM comparison between
Avent Lidar and met-mast

Measurement type Difference [◦] Standard deviation [◦]

Direct output 3.5 4.6
Four beams 5.1 7.7
Five beams 4.9 7.4
Corrected 2.4 4.7

rection factor implemented into the Lidar measurements. The linear correction was on
average -0.0021 and the average of the absolute corrections was 0.0144. An average correc-
tion of 1.44% of the RWS measured by the centre beam is approximately 0.10 m/s using
the average wind speed measured by the met-mast. This seems to be a low adjustment
in the Lidar measurements, but since the power is related to the wind speed cubed the
difference becomes ±4% in PCV for example. On the other hand, the average is close to
zero so that the adjustments could become negligible when the wind speeds and power
outputs are binned due to averaging, since the correction is both negative and positive.
The average correction close to zero can also be interpreted as an indication that the
heterogeneity in the wind field is negligible so that a correction is unnecessary.

From the previous results cannot be concluded that implementing the effects of hetero-
geneity using a linear correction improves Lidar measurements. The heterogeneity effect
may be negligible, but the correction method can also be insufficient. Another analysis
will be performed with the assumption of zero YM and the centre beam representing
the HWS so that the heterogeneity in the wind field can be quantified by the differences
between the RWS measurements. The differences between the RWS measurements could
indicate if heterogeneity can be represented by a linear adjustment in the wind field.

As discussed in section 8.5, Lidar measurements can be corrected if the heterogeneity is
approximately linear in a wind field. To be able to check the difference between each
beam, the assumption is made that the YM is zero. Thus, the YM measurements of the
met-mast larger than 5◦ are excluded, since 5◦ leads to only a 0.38% change in the HWS
(cos(5◦)=0.9964 m/s). In case of zero YM, the RWS measured by the centre beam can
represent the HWS. Then, the RWS measurements at both sides will be compared to the
measurements from the centre beam from which the correction can be calculated with
Equation 8.6. In this equation, the measurements of the centre beam are multiplied by
cos(α) to imitate the measurements at both sides measuring under an opening angle α. A
comparison between the met-mast measurements and the measurements from the centre
beam is shown in Figure 8.16. It can be seen that in case of a very low YM as defined
by the met-mast, the measurements of the centre beam correlate well with the met-mast
measurements.

X =
RWS0 · cos(α)−RWS

RWS
(8.6)

Again, the average of the corrections on both sides are defined as well as the average
of the absolute values. The first value does not take the sign into account whereas the
latter gives more information about the need for a correction, since it could be that the
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Figure 8.16: Comparison between Avent Lidar and met-mast HWS measurements assuming
zero YM and after corrections

average is close to zero while every measurement needed an absolute adjustment of 10%
for example, but both negative and positive so that the corrections cancel each other out.

The average corrections in the RWS measurements from LOS 1 and LOS 2 compared to
LOS 0 were found to be 0.043 m/s and 0.038 m/s respectively. The absolute corrections
were on average equal to 0.050 m/s and 0.047 m/s, which means that at both sides the
RWS measurements underestimated the HWS. Moreover, the required change is positive
on both sides, which means that the heterogeneity is not linear. So, the required cor-
rections are ±0.5% if a 7 m/s wind speed is considered, which would result in a ±2.1%
difference in power output. This uncertainty is significant enough to require a sufficient
correction, but due to the non-linear heterogeneity it is difficult to improve the Lidar
measurements significantly with a linear correction method.
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Chapter 9

Conclusions and Recommendations

In this chapter, the conclusions of this thesis will be presented. Subsequently, the recom-
mendations will be given for future research.

9.1 Conclusions

The first step in this thesis was to gain experience with Lidar data to be able to use its
measurements for PCV according to the IEC standard. In addition, it was needed to
understand the turbulence normalisation procedure from the IEC properly. These first
steps were taken by using the data from the measurement campaign at Prinses Alexia.

The newly developed Avent five-beam Lidar was part of a measurement campaign at
Nørrekær Enge. Its availability showed large dependency on each beam. One of the
beams was subject to significant errors in the measurements resulting in a 25% availability
overall as well as a lower Carrier-to-Noise Ratio compared to the other beams. Therefore,
the arbitrary thresholds determined by Borraccino and Courtney and Wessels should be
checked before excluding reliable measurements[8][61], but care should be taken when
using the Avent Lidar for PCV according to its low availability.

The validation of the wind speed measurements at Nørrekær Enge showed that the Avent
Lidar, ZephIR Lidar and ROMO Wind spinner anemometer compare well to met-mast
(R2 ≥0.978). Also, the Lidars seem to measure YM sufficiently accurate when looking
at the distributions and standard deviation whereas it was suggested that the spinner
anemometer was able to measure YM more accurately than the met-mast and Lidars due
to its significant lower standard deviation of 2.20◦ instead of ±4◦. However, a conclusion
cannot be made according to the discussion on which measurement device measures the
‘real’ wind conditions.

Considering TI measurements, only the Avent Lidar showed some correlation with the
met-mast while the comparison between the spinner anemometer and Avent Lidar showed
the best correlation (R2=0.786 against R2=0.721). This could be the result of the fixed
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measurement location of the met-mast compared to the Lidars and spinner anemometer
which were always measuring wind conditions coming towards the turbine.

Regarding PCV, the Avent Lidar underestimated the power curve slightly as a result of the
higher wind speed measurements compared to the met-mast. Consequently, the calculated
AEP of the Avent Lidar was up to 3.5% lower while the spinner anemometer showed an
approximately 2% better AEP compared to the met-mast. Only the AEP measured with
the ZephIR Lidar measurements compared well. In addition, the scatter around the power
curve was slightly lower when using the spinner anemometer measurements.

The effect of TI on the power output was also investigated. This was first done by binning
power curves to several TI values for a preliminary indication. By comparing the AEP
for different TI, the optimal TI was found to be 0.08 at Prinses Alexia and 0.14 up to
0.16 at Nørrekær Enge.

Hereafter, the tubulence normalisation procedure as reported in the IEC standard of 2016
was followed. First, power curve simulations in which only the TI varied were normalised.
Both the effects on the power curve and scatter around the power curve were in agreement
with literature[27]. Secondly, the turbulence normalisation was applied on the data from
Prinses Alexia and Nørrekær Enge. Surprisingly, the effects on the power curves were
observed while the scatter did not improve. It can therefore be questioned whether this
normalisation can improve power curve uncertainty significantly since the power output
also depends on other factors. Please note that the calculations are also affected by the
Lidar’s uncertainty in measuring TI.

This thesis proved that it is possible to normalise power curves to a certain TI. As the
average TI at a site can be defined, the site-specific turbine performance can be determined
via the normalisation. Consequently, it could be possible to provide guaranteed power
curves for a broader range of TI. This means that the uncertainty in turbine performance
due to TI can be reduced.

Furthermore, to the author’s knowledge this is the first research that looked deeper into
the effect of assuming homogeneous wind conditions between two measurement points of
a Lidar. The 4◦ uncertainty in measuring YM as found by Goossens could be the effect
of heterogeneity as suggested by the Lidar manufacturer. Therefore, simulations with
various heterogeneous wind fields were performed to investigate the concept of hetero-
geneity and the effects of it on Lidar measurements. From simulating two-beam Lidar
measurements it can be stated that only significant differences in the wind field, i.e. a
large heterogeneity, would affect the measurements so that they require a correction to
obtain reliable measurements for PCV. For example, a difference of ±4% in the wind field
velocities, which was considered as a large heterogeneity, resulted in 4◦ difference between
the Lidar and met-mast YM measurements.

This thesis also focused on the development and implementation of a linear and non-
linear correction method for the Lidar measurements. A non-linear correction shows only
better results in case of large adjustments in the wind field, i.e. large heterogeneity.
However, the question remains which adjustment in the wind field does represent reality
best. In addition, a constant correction factor will not be sufficient for any adjustment
in the wind field. Therefore, both correction methods could still be helpful to correct
Lidar measurements for heterogeneity. The simulations of a five-beam Lidar in case of
linear heterogeneity in a wind field showed that a correction improved the measurements.
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This could not be obtained when a sinusoidal adjustment was applied to the wind field.
Therefore, it can be stated that the ability of a five-beam Lidar to correct its measurements
is sensitive to the kind of heterogeneity occurring in the wind field.

Finally, a validation of the heterogeneity was performed by using the measurements of the
five-beam Lidar at Nørrekær Enge while the met-mast served as reference measurement
device. No conclusive results could be found when applying a linear correction to the
HWS and YM measurements from the five beams. It was found that the heterogeneity in
reality is significant enough to recommend a correction for reliable PCV, but a suitable
correction method could not be developed.

9.2 Recommendations

The data sets of the ground-based Lidar from ZephIR at Prinses Alexia and both nacelle-
based Lidars at Nørrekær Enge were not chronically ordered. It could be valuable to
investigate the cause of this, since it seems to be straightforward that data is collected
and distributed to difference parties in a chronological order.

In addition, the research showed that the nacelle directions were calibrated incorrectly.
The problem could be that the calibration is done with a compass inside the nacelle where
all the equipment is already installed. As a result, the disturbance in the magnetic field
leads to an erroneous calibration. It is therefore recommended to perform a calibration
before installing the equipment inside the nacelle.

As the measurement campaigns were performed at two sites mostly surrounded by farm-
land and water, it could be valuable to analyse the Lidar and spinner anemometer mea-
surements in more complex terrain. In this way, the feasibility of using other devices than
met-mast can be evaluated.

As no conclusive results were found on the influence of turbulence normalisation on the
scatter around the power curve, it could be valuable to investigate this further by isolating
the effects of TI. This means that the effect of turbulence normalisation on the scatter
is checked for different TI while the other conditions remain the same. In this way it is
possible to determine the effect of TI better than when the other conditions are varying.

In this research it was shown that Lidars and spinner anemometers may not be used for
turbulence normalisation, because they could not measure TI as accurate as the met-
mast. However, the question can also be which measurement device should be used as
reference system. This could be tested by measuring with all measurement devices in a
wind field that is completely known.

Another effect on turbine performance that should be further investigated is wind shear.
It could be interesting to develop a similar procedure as done for turbulence. This will
help to reduce the limited applicability of the guaranteed power curve provided by turbine
manufacturers.

The heterogeneity simulations showed no conclusive results regarding the effect of het-
erogeneity on the Lidar measurements. However, the author believes it is valuable to
investigate this concept further. By quantifying heterogeneity with a Lidar continuously
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looking to a met-mast, using met-mast measurements as reference, a better comparison
can be made between the measurements.

Finally, the simulations can be improved by changing the reference measurements as the
wind conditions in one point to a reference area, for example the rotor area of a turbine.
A better approximation can then be made of the wind conditions experienced by the
turbine rotor. In this way, the effect of having only a limited number of measurement
locations instead of a complete rotor representation can also be defined. This can also
identify the limitations of point measurements.
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Appendix A

IEC standard

In this appendix, the guidelines of the IEC standard regarding measurement sectors and
measurement devices are discussed.

A.1 Measurement sector

Sources of wind flow distortions like topographical variations, other wind turbines and
obstacles are to be determined. The measurement directions during operation can be
divided into sectors. If a sector is disturbed by a wake of an obstacle or wind turbine, its
impact on the met-mast and turbine should be estimated. In Figure A.1, the requirements
concerning distance and wake effects are shown for a met-mast.

First of all, small wind turbines will be regarded as obstacles if their height is less than
2
3

(
H − D

2

)
. Wind turbines should also be regarded as obstacles in stopped conditions,

however for simplicity the assumption is made that the wind turbines are continuously
in operation. The effects of neighbouring turbines should be determined for both the
turbine under test and the measurement device. The following dimensions are necessary:
distance and direction from the turbine next to the measurement device or turbine under
test, Ln and θn, and its rotor diameter, Dn. Also, the wake effect of the wind turbine
under test on the measurement device should be taken into account.

Secondly, the obstacles that influence the wind conditions measured by the measurement
device or that affect the wind turbine under test should be analysed. The effects of an
obstacle on the measurement device and turbine under test should be incorporated if it
does not meet the requirements from Figure A.2. In this case, the following dimensions
are necessary: distance and direction from the obstacle to the measurement device or
turbine under test, Le and θe, and its equivalent rotor diameter as calculated with the
following equation:

De =
2lhlw
lh + lw

(A.1)
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Figure A.1: Requirements concerning distance and wake effects for a meteorological mast
including maximum allowed measurement sectors[21]

where De represents the equivalent rotor diameter while lh and lw indicate the obstacle
height and width seen from the perspective of the measurement device or turbine under
test. Obstacles with a width larger than 50 m should be divided into partial obstacles
with a maximum width of 50 m. Then, each partial obstacle can be evaluated separately.
Finally, the disturbed measurements sectors of obstacles and turbines can be determined
by using the graph in Figure A.3, where θd is the disturbed sector width. The sector to
exclude, between θl and θr, can be calculated with Equation A.2.

θl = θn −
1

2
θd (A.2a)

θr = θn +
1

2
θd (A.2b)

A.2 Requirements measurement devices

The IEC also prescribes standards for the measurement devices which are given in Fig-
ure A.4. These standards are to be followed for power performance test according to the
IEC standards.
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Figure A.2: Obstacle requirements for exclusion of measurement sectors[22]

Figure A.3: Sector to exclude as a result of wake effects from neighbouring wind turbines
and obstacles[22]
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Figure A.4: Standards for the measurement devices in power performance tests[61]



Appendix B

Error in direction measurements
turbine N03

This appendix discusses the errors in the nacelle direction of turbine N03 at Prinses
Alexia.

The offset of 35◦ in measuring wind and nacelle direction by turbine N03 was reported to
the data analysis team of Vattenfall. First, the performance of turbine N03 was investi-
gated to check if the error resulted in YM. As the wind direction measured by the nacelle
anemometer showed a similar offset, it was not expected that the error led to YM, since
the turbine aligns with this measured wind direction. However, it could be that the wind
direction was measured incorrect and thus also turned the turbine into the wrong direc-
tion. A similar turbine performance as for the turbine next to it, N04, was found. Also,
the error was continuously 35◦ which could indicate an incorrect calibration. Therefore,
Senvion was contacted to solve this problem and ensure correct direction measurements.

First, the erroneous measurements of both turbines in a specific direction range were
investigated by checking when this occurred. If it was during one day or a week, it could
be due to a temporary technical problem. On the other hand, when it occurred during
the whole measurement campaign the sensors should be checked and fixed. First, the
Lidar measurements were filtered between 20◦ and 45◦. This range occurred several times
throughout the whole measurement campaign (Jan 2016-April 2016). At these times, the
directions measured by turbine N04 were close to the Lidar direction measurements while
the directions of turbine N03 varied. This was also found for the direction measurements
of turbine N04 above 340◦.

Since this does not directly mean that the turbines could not measure these directions, the
measurements of the turbines were also filtered for the particular direction ranges. It was
observed that the data of turbine N03 contained measurements between 20◦ and 45◦, but
they differed again significantly from the Lidar and turbine N04. Likewise, the dataset of
turbine N04 contained direction measurements above 340◦. However, these measurements
did not correspond with the directions measured by Lidar and turbine N03. Therefore,
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132 Error in direction measurements turbine N03

a fault is clearly present in the direction measurements within a specific range for each
turbine.

Finally, the cause of the mis-calibration was investigated and one problem revealed. Dur-
ing installation of the nacelle, the turbine’s north direction is drawn inside the nacelle
using the magnetic north measured by a compass. However, when all the equipment
is already installed, the magnetic field will be disturbed resulting in an erroneous cali-
bration of the turbine’s north. Hereafter, the turbine data uses this wrong direction as
reference which causes the offset in the turbine direction measurements. Therefore, it is
recommended to calibrate the north before installing the generators inside the hub.



Appendix C

Temperature, pressure and humidity
measurements

In this appendix the underlying parameters of air density are presented: temperature,
pressure and humidity. These measurements are presented to investigate the difference
between the results of the air density measured by the Lidar and met-mast at Prinses
Alexia.

C.1 Temperature

The temperature measurements of the met-mast and Lidar are shown in Figure C.1a. The
temperature ranges from -7◦C to 21◦C. A scatter plot is given in Figure C.1b to check
if they compare well to each other. The meteorological station of the Lidar was located
on the ground, so the temperature is corrected to hub height. Another comparison was
made of the corrected measurements, which is shown in Figure C.2a and Figure C.2b.

It can be seen that the Lidar measured approximately 0.5◦C (-0.2%) lower than the met-
mast. The corrected measurements compare worse to each other as the uncorrected, i.e.
-1.1◦C (-0.40%). This can be explained by the fact that the Lidar measured lower tem-
peratures and these had to be corrected to hub height. Since increasing altitude decreases
the temperature further, an even larger difference results between the measurements.

C.2 Pressure

The pressure during the measurement campaign at Prinses Alexia measured by met-
mast and Lidar is shown in Figure C.4a. A scatter plot is presented in Figure C.4b
for comparison. A low scatter can be seen, but the Lidar measured on average 1.20%
higher than the met-mast. After correcting the pressure measurements to hub height, the
difference increased to 1.23%.
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(a) Complete period (b) Scatter plot

Figure C.1: Temperature measurements by the Lidar and met-mast at Prinses Alexia

(a) Complete period (b) Scatter plot

Figure C.2: Temperature measurements by the Lidar and met-mast corrected to hub height
at Prinses Alexia

(a) Complete period (b) Scatter plot

Figure C.3: Pressure measurements by the Lidar and met-mast at Prinses Alexia
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(a) Complete period (b) Scatter plot

Figure C.4: Pressure measurements by the Lidar and met-mast corrected to hub height at
Prinses Alexia

(a) Complete period (b) Scatter plot

Figure C.5: Humidity measurements by the Lidar and met-mast at Prinses Alexia

C.3 Humidity

The humidity has significantly less influence on the air density when looking at Equa-

tion 2.27. The ratio of
pair,10min

R0
over Φpw

(
1
R0
− 1

Rw

)
lies between 180 and 680 during

the measurement campaign. To check the measurements of the Lidar’s meteorological
system a comparison is made with the met-mast. The measurements are presented in
Figure C.5a and the scatter plot can be seen in Figure C.5b. A large cloud of points
above 50% humidity shows the large scatter for this parameter. However, the humidity
cannot cause the difference in air density due to its low impact.
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Appendix D

Data alignment Nørrekær Enge

In this appendix, the scatter plots are given for the alignment check of the data from
Nørrekær Enge.

In Figure D.1, the alignment of the Avent Lidar is checked. From the scatter can be
seen that no adjustment is required. The same results can be observed in Figure D.2 and
Figure D.3 for the ZephIR Lidar and spinner anemometer respectively.
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(a) -20 minutes (b) -10 minutes

(c) Original (d) +10 minutes

(e) +20 minutes

Figure D.1: Scatter plots of wind speed comparison between met-mast and Avent Lidar for
different adjustments in time
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(a) -20 minutes (b) -10 minutes

(c) Original (d) +10 minutes

(e) +20 minutes

Figure D.2: Scatter plots of wind speed comparison between met-mast and ZephIR Lidar
for different adjustments in time
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(a) -20 minutes (b) -10 minutes

(c) Original (d) +10 minutes

(e) +20 minutes

Figure D.3: Scatter plots of wind speed comparison between met-mast and spinner
anemometer for different adjustments in time



Appendix E

Alternative comparisons for
Nørrekær Enge

In this appendix, the scatter plots of the alternative comparisons between the Lidars and
spinner anemometer are shown. As a result of the nacelle-based installation of the Lidars
and spinner anemometer, the YM measurements can be compared to each other without
the intervention of the turbine direction measurements, which are not trustworthy. First,
the wind speed, YM and TI measurements of the nacelle-based Lidars are compared to
each other. Hereafter, the measurements of both Lidars will be compared to the spinner
anemometer.

To ensure a reliable comparison, the data is filtered for the undisturbed measurement
sectors. In Figure E.1 can be seen that the wind speed measurements compare well, but
the YM measurements show large scatter. However, the comparison of YM between the
ZephIR and met-mast showed worse correlation(Figure 5.12b). From the large scatter
cannot be concluded that the Lidars measure YM better than the met-mast. Similar
correlation can be seen in the TI measurements as compared to met-mast(Figure 5.15a
and Figure 5.15b), but again the ZephIR Lidar seems to underestimate the TI.

Besides a comparison between both Lidars, the measurements of both Lidar are compared
to the spinner anemometer in Figure E.2. The wind speed measurements correlate well,
which is according to previous comparisons. The YM measurements of the Avent Lidar
show a better correlation with the spinner anemometer than the ZephIR Lidar, but still
significant scatter can be seen. Also, the correlation between the YM measured from
the met-mast in combination with the turbine data and the Avent Lidar was better
(Figure 5.12a). Interestingly, the TI comparison of the Avent shows an improvement
compared to the scatter plot made with the met-mast in Figure 5.15a.
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(a) Wind speed (b) YM

(c) TI

Figure E.1: Comparison between the wind speed, YM and TI measurements of the Avent
and ZephIR Lidar
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(a) Wind speed comparison to Avent Lidar (b) Wind speed comparison to ZephIR Lidar

(c) YM comparison to Avent Lidar (d) YM comparison to ZephIR Lidar

(e) TI comparison to Avent Lidar (f) TI comparison to ZephIR Lidar

Figure E.2: Comparison of wind speed, YM and TI between Lidars and spinner anemometer



144 Alternative comparisons for Nørrekær Enge



Appendix F

Turbulence normalisation

In this appendix, the process of turbulence normalisation will be discussed in more detail
to clarify the complex process as described in the IEC standard.

The purpose of turbulence normalisation is to find or correct for TI effects on power
curves, which are discussed in subsection 3.1.1. In addition, TI normalisation can be used
to obtain power curves for a TI of interest. For instance, the average TI is known of a
potential site at which the turbine can be installed. Then, it is possible to determine the
site specific power curve to check the turbine performance as if it would be installed at
the potential site. It would also be expected that a normalisation of the power outputs
to one TI value reduces scatter around the power curve. This can be explained by the
fact that TI affects the power output. Also, an higher TI will lead to larger effect on the
power output. As a result, normalising all power outputs to one TI should narrow the
spread of power outputs.

This will be examined by generating a known set of measurements. First, five sets of
wind speeds and power measurements are determined with a different TI. The wind speed
ranges from 0 to 25 m/s and the corresponding power outputs are determined beforehand
by taking the TI value of each set into account. The resulting power curves for each TI
value are presented in Figure F.1 in which the effect of TI on the power curves can be
clearly seen.

The data sets are combined after which the process of turbulence normalisation can be
performed. The first step of the process consists of defining the cut-in wind speed, rated
wind speed, maximum bin average of the measured power and maximum power coefficient.
These parameters are required to determine the initial zero turbulence power curve, and
are listed in Table F.1. How these values are defined is described in subsection 2.4.12.

Now, the iteration process begins to obtain the zero turbulence power curve and the
adjustments to the parameters are to be made with Equation 7.3. Each iteration step,
the rated power is adjusted with the maximum simulated power and rated power from the
measurements. Before this can be done, the average simulated power within a 10-minute
period should be determined with Equation 7.2 by using the binned wind speed from
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Figure F.1: Power curves for different TI

Table F.1: Initial parameters for zero-turbulence power curve

Parameter Value

Vcut−in 3.5 m/s
Vrated 11.9 m/s
Prated 3400 kW
Cp,max 0.39
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the measurements to generate a Gaussian wind speed distribution and the power output
from the initial zero turbulence power curve corresponding to that wind speed bin. From
the simulated power curve, the cut-in wind speed should be defined using the following
requirement: the wind speed at which the first power from the binned values is larger than
0.001 ·Prated. The other adjustment for the cut-in wind speed is constant and equal to the
cut-in wind speed from the measurements. Finally, the power coefficient can be adjusted
with the maximum simulated and measured power coefficient. This process continues
until convergence is reached as given by the requirements set in subsection 2.4.12.

Hereafter, the measurements should be adjusted using Equation 7.4 to obtain the final
zero turbulence power curve. Here, the simulated power is to be determined with the
measured wind speed, measured TI and the power from the initial zero turbulence as
input. The initial zero turbulence power curve is defined for wind speeds between 0 and
100 m/s in steps of 0.1 m/s, which are also used as steps in the Gaussian wind speed
distribution. The power from the initial zero turbulence power curve for the measured
wind speed should be determined from the initial zero turbulence power curve as follows:

V < vcut−in : P0 = 0 (F.1a)

vcut−in ≤ V < vrated : P0 =
1

2
ρ0 · V 3 ∗ CPI0,max

∗Aswept (F.1b)

V > vrated : P0 = Prated (F.1c)

In Figure F.2, the red curves represent the measurements and the resulting initial zero
turbulence power curve is shown in blue. The negative effect of TI on the power curve
around rated wind speed can be clearly seen from the difference between the measurements
and initial zero turbulence power curve. The iteration continued until convergence and the
final zero turbulence power curve is shown in black. Especially the negative effect of TI
on the power curve can be seen from the differences and adjustments between the power
curves. Also, the difference between the zero turbulence power curve and the measured
power curve is presented in Figure F.3.

Now the zero turbulence power curve is defined, the power curve can be normalised to a
specific TI using Equation 7.5. Two different simulated power curves should be defined,
one based on the wind speed and TI measurements while the other one is based on wind
speed measurements and the specific TI as defined beforehand. The latter TI is chosen to
normalise the measured power to a TI of interest. First the power curve will be obtained
for the average TI from the measurements. By comparing the measured power curve and
the power curve obtained for a TI equal to the average TI, the method can be validated.
From figure Figure F.4a can be seen that the generated power curve with a TI of 0.10
compares well against the measured power curve, which indicates a correct turbulence
normalisation method. In addition, the power curves are generated for different TI values
as shown in Figure F.4b. As can be seen, a higher TI decreases the power more at higher
wind speeds than it increases the power at lower wind speeds.

In addition, the AEP is calculated with two annual mean wind speeds for different TI
values. These two wind speeds are defined in order to illustrate the change in positive
and negative effects as seen from the opposite sign in the differences. So, as can be seen
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Figure F.2: Zero turbulence power curve (adjusted and final) compared to initial zero tur-
bulence and measured power curve

Figure F.3: Difference between zero turbulence and measured power curve
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(a) Comparison between measured power curve
and power curve for TI=0.10

(b) Power curves normalised to different TI val-
ues

Figure F.4: Power curve normalisation

the positive effect at low wind speeds exceeds the negative effect at high wind speeds in
case of an annual mean wind speed of 6 m/s. The opposite can be observed for an annual
mean wind speed of 7 m/s, which means that the contribution of higher wind speeds
is increased. Therefore, a higher TI will lead to a decrease in positive and increase in
negative contribution of the power outputs on the AEP. These results show the hypothesis
as background for the analysis which will be performed for the measurement campaigns
at Prinses Alexia and Nørrekær Enge (chapter 7).

Finally, the change in scatter is analysed after normalising the power outputs to the
average TI of the measurements. This means that the power is normalised to a TI of
0.10. First, a linear interpolation is performed between the points of the binned measured
power curve. Then, for each wind speed bin the scatter around the power curve can be
defined. This is also done for the normalised data. The scatter is calculated by dividing
the standard deviation at each wind speed bin by the rated power. Hereafter, it is possible
to compare the improvement in the scatter after turbulence normalisation. In Figure F.6,
the lower scatter can be clearly seen below rated wind speed. Especially around the wind
speeds as discussed in subsection 3.1.1 the effect of different TI values can be seen, since
after normalisation to one TI value the scatter is reduced here. This is however the ideal
case in which no other factors influence the power curve.
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Figure F.5: Difference between AEP at
different TI values and the
AEP for TI=0.10

Figure F.6: Scatter around power curve
before and after turbulence
normalisation



Appendix G

Generating turbulence components

In this appendix, the underlying principle of generating a turbulent wind field using a Von
Karman turbulence spectrum is described. Also, the importance of a feasible frequency
while generating turbulence and the resulting wind field is explained.

In Bladed, a turbulence spectrum is assumed to generate a synthetic turbulent wind field
using a Fast Fourrier transform. For this thesis, a von Karman spectrum is assumed from
which the turbulence components in longitudinal, lateral and vertical direction are defined.
An example of a von Karman spectrum is shown in Figure G.1a. This diagram shows the
frequencies, fk, of different intensities, S, which determine the turbulence component as
a function of time expressed by Equation G.1. From this expression can be seen that the
turbulence component consists of different cosines which form together the variation as
function of time in longitudinal wind speed shown in Figure G.1b.

(a) Von Karman spectrum (b) Time-series of longitudinal turbulence

Figure G.1: Von Karman spectrum and the resulting time-series of the longitudinal turbu-
lence component
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Table G.1: Parameters for time-series simulation

A [-] fk [Hz] φk [-]

1 2 0.1 0
2 1.3 0.2 0.2*π
3 0.8 0.44 0.3*π
4 0.7 1.0 -0.1*π
5 0.2 1.2 0

u(t) =

K∑
k=1

√
Sk∆fk cos(2πfkt− φk) (G.1)

Here, fk represents the frequency of the intensity, Sk, so how many times an intensity
occurs per second within the time-series of the turbulence component u. Furthermore,
K is the total number of points extracted from the diagram that gives the intensity
as function of frequency, while the step in frequency, ∆fk, is related to K as follows:

∆fk =
fk,max−fk,min

K . The random phase-shift of a specific cosine is given by φk.

When a wind field is generated with Bladed, the sampling frequency is an important
parameter for the discrete representation of the wind speeds. A high frequency means
a large number of data points per second resulting in a high resolution for the wind
speed time series, because the turbulence is a component that varies significantly within
one second. The effect of a low frequency, i.e. a high time step, can be observed in
Figure G.2 where time-series (Equation G.2) with two different frequencies of 4 and 1
Hz are compared. The values used as input for the time-series are shown in Table G.1.
The 10-minute time-series simulated with a frequency of 4 Hz results in a more detailed
representation of the turbulence component, since the different cosines that form the
turbulence component can be observed. On the other hand, using 1 Hz leads to an
inaccurate approximation of the continuous time-series. This can also be observed from
the difference in the mean values of approximately 0 m/s in the case of 4 Hz and 0.67
m/s in the case of 1 Hz. A cosine is on average 0, so using 1 Hz as frequency results in a
significant deviation from the mean.

Y =A1 cos(2πf1t+ p1) +A2 cos(2πf2t+ p2)+

A3 cos(2πf3t+ p3) +A4 cos(2πf4t+ p4)+

A5 cos(2πf5t+ p5)

(G.2)

The importance of a sufficient frequency also holds for the turbulence component, for
which a sufficient amount of data points should be used to approach the Von Karman
spectrum accurately enough. Finally, the simulations of the Lidar measurements should
not be limited by the time-series inaccuracy due to its low resolution as a result of a low
frequency.

The effect of the Lidar sample frequency can also be investigated. As can be seen in
Figure G.2, measurements are taken at 1 Hz, which is a regular measurement frequency
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Figure G.2: Time-series plotted using different time steps including data extraction fre-
quency

for Lidar and lower than the turbulence generation frequency. As a result, the mean
of the measurements would be 0.67 m/s instead of 0 m/s. However, the possibility to
increase the measurement frequency would be interesting to get a better approximation.
For instance, a measurement frequency of 2 Hz would have resulted in a mean of 0 m/s.
However, this is caused by the higher wind speed measurements that compensate the
lower every set of 2 measurements as can be observed in Figure G.2, while at 1 Hz only
the tops are measured. Therefore, the effect of measurement frequency will also be looked
into during the heterogeneity simulations.
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Appendix H

Alternative heterogeneity simulations

In this appendix, the results are shown for the heterogeneity simulations for different TI
and using a different sample frequency .

From Figure H.5 until Figure H.10 can be seen that a sample frequency of 2 Hz does
not result in noticeable changes. So, from these simulations can be concluded that for
10-minute average measurements an increase of the sample frequency to 2 Hz would not
lead to better measurements.

On the other hand, after doubling the TI the difference between the measured HWS
and the HWS at the reference location increases only in case of the linear adjustment
in the wind field (Figure H.3 and Figure H.4). This larger difference can also be seen
after applying a linear correction while a non-linear correction results in an accurate
approximation of the HWS. The results of the wind direction and TI show no differences
compared to the simulations with the original TI. Again, the effect of an increase in
sample frequency is analysed, but no improvement can be observed.

Furthermore, simulations were performed with half of the TI values from which the results
can be seen in Figure H.1 and Figure H.2. The same results can be observed compared
to the original TI. So, changing the sample frequency or TI show only limited effects on
the HWS and linear correction of it in the case of a linear adjustment in the wind field.
Looking into the results in case of a sinusoidal adjustment, no noticeable changes are
observed.
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Figure H.1: Two-beam Lidar simula-
tions after halving TI for the
linear adjustments including
corrections

Figure H.2: Two-beam Lidar simula-
tions after halving TI for
the sinusoidal adjustments
including corrections

Figure H.3: Two-beam Lidar simula-
tions after doubling TI for
the linear adjustments in-
cluding corrections

Figure H.4: Two-beam Lidar simula-
tions after doubling TI for
the sinusoidal adjustments
including corrections
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Figure H.5: Two-beam Lidar 2 Hz simu-
lations for the linear adjust-
ments including corrections

Figure H.6: Two-beam Lidar 2 Hz simu-
lations for the sinusoidal ad-
justments including correc-
tions

Figure H.7: Two-beam Lidar 2 Hz simu-
lations after doubling TI for
the linear adjustments in-
cluding corrections

Figure H.8: Two-beam Lidar 2 Hz simu-
lations after doubling TI for
the sinusoidal adjustments
including corrections
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Figure H.9: Two-beam Lidar 2 Hz sim-
ulations after halving TI for
the linear adjustments in-
cluding corrections

Figure H.10: Two-beam Lidar 2 Hz sim-
ulations after halving TI
for the sinusoidal adjust-
ments including correc-
tions
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