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Abstract

This project aims to describe crude models that work towards a mathematical model for transcription and translation. Transcription refers to the conversion of genetic code to a readable format for the cell, while translation refers to the conversion of this code into polypeptide chains using ribosomes. The main proposal for such a model is the totally asymmetric exclusion process which has already been applied to the case of translation [1]. In this report two simpler models and its mathematical abstractions are examined. These two are independent random walks on a grid $\mathbb{Z}^d$ and the totally symmetric exclusion process on $\mathbb{Z}^d$ where we allow a maximum of one particle per site. Since transcription and translation deal with particles being added and removed, we also consider the two models under which a source is placed in the origin for particles.

Starting with independent random walkers, we find a principle called duality. This says that we can describe the independent random walks of a whole configuration by letting a single particle execute a random walk starting from $x$ and evaluate the random walk at a later time $t$. Since precise quantitative behaviour is rather difficult to extract without further assumptions, we instead turn towards invariant distributions. It is proven that the Poisson measure is invariant on $\mathbb{Z}^d$, with and without a source in the origin for independent random walkers.

The symmetric exclusion process is then constructed in which a source at the origin, sink at the origin and a general case with arbitrary sources and sinks on the grid $\mathbb{Z}^d$ are considered. We find that under a recurrent random walk, the grid fills up for the first case and empties for the second. In the third case, we examine the situation of having both a source and sink in the origin. In this situation, we find the rather surprising result that the grid still fills up in the recurrent case.

Further indication for the construction of the TASEP model for transcription and translation are roughly described and might be touched upon in a future project.
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Chapter 1

Introduction

Approximately 50 years ago, the discovery of DNA was announced by James Watson and Francis Crick, laying the foundations for many great advances made in cellular biology in the past 50 years[2]. These advances include, but are not limited to, genetic engineering, protein synthesis and forensic analysis. Especially protein synthesis is a fascinating process in itself, which is still not completely well understood. Current ambitious efforts include the synthesis of an artificial cell. Applications of such a pursuit cannot be underestimated. If one were able to understand and alter arbitrary parameters in a cell, one could potentially turn cells into little factories creating whatever protein or more complex molecule we’re interested in. The impact of such a development cannot be underestimated. For example, diabetes patients would not have to suffer from weekly visits to the hospital to get insulin injections. In this case, the newly made cells could be placed inside some device that will regulate production of these specific cells. This device can then placed in or outside the body to supply these artificially made cells. This will also lead to a decrease in production costs for medicines, which is crucial in a world where medicine prices are being raised every day. The benefits itself are worth a complete essay. The interested reader is referred to [3] for more information on possible applications.

Two of the most important processes in the eukaryotic cell are transcription and translation as part of the central dogma of the cell. These processes govern the synthesis of proteins based on the genetic code. Even though the qualitative steps of transcription and translation are well understood, the quantifiable effects are not. That is, there is no good model or mechanism to quantify the rate of protein production in the cell. The original main motivation for this project was to build a model that can properly quantify, predict and explain the rate of protein synthesis in a eukaryotic cell. Experimental observations show that after a short delay called is the initiation time, the production is roughly proportional to $\sim t^2$, reaching a steady state somewhat later [4]. A good model outputs an initiation time, a $t^2$ relation and prediction for when steady state is reached based on relevant parameters in the cell. Such parameters could be, but are not limited to, the length of the mRNA, density of ribosomes in the cell or amount of mRNA strands present or being synthesized. First attempts to reach such a model have already been made based on a mathematical technique called the totally asymmetric exclusion process (TASEP). Using TASEP, one can describe the rate of production related to translation [1]. However, since translation is intimately related to transcription, a complete model
that outputs our desired quantities cannot be given, yet.

The reason TASEP is a very good candidate model for transcription and translation is because of the following reasons. Both take fixed steps in only one direction, have defined start and stop sites, and since we work on the cellular level, we expect stochastic dynamics to occur due to thermal energies competing with deterministic ones. Now, since RNA polymerases move in one direction over the DNA and ribosomes move on the mRNA strings created during the process by the RNA polymerases, we find that the system might be described by two coupled TASEPs. Unfortunately, this effort turned out to be rather complicated on its way. The complications are described at the end of the results section (Chapter 4). Though, motivated by transcription and translation, different questions about the systems can be posed in a mathematical environment.

In the end this resulted in questions about different, but related models. The two models studied in this project are the independent random walker (IRW) model and symmetric exclusion. These models are then complicated by adding a source at the origin that emits particles at random, mimicking movement RNA polymerase or the arrival of ribosomes in translation. The main quantities of interest are the evolution of particles that all execute independent random walks, invariant distributions when starting with a certain distribution and whether grids overflow under the restrictions of symmetric exclusion.

We first give background and a mathematical introduction to the tools used in the next chapter. Chapter 3 will completely describe the IRW and exclusion models including a description for a source added at the origin. The last chapter will provide proofs for most of the claims made to outline the models given in the third. We assume that the reader has taken at least a basic course in probability, similar to the course TW1080 Introduction to probability taught at the Delft University of Technology. Knowledge about operators, real analysis and some stochastic processes is also helpful. While not a necessity, for a more formal background in probability we refer to the amazing book 'Probability with martingales' by David Williams. Most techniques used in this project are mostly based on two sets of lecture notes [5] [6].
Chapter 2

Background and preliminary theory

This chapter touches upon the main definitions and theorems that will be used in the models that will be build later on. Also, a description of the motivated biological system, transcription and translation, is given.

2.1 Markov processes

The corner stone property of many stochastic processes is the Markov property, which roughly says that the future state only depends on the current state, so not on its past. Since the definition of a Markov process can be incredibly hard depending on your probability space, we will first define the Markov process for countable state space and finite time.

Definition 2.1.1. (Markov Process) Let \( \{X_n : n \in \mathbb{N}\} \) be a collection of random variables with countable state space \( E \). We denote this collection by \( (X_n) \). We call \( (X_n) \) a Markov process if and only if

\[
P(X_{n+1} = i_{n+1}|X_0 = i_0, X_1 = i_1, \ldots, X_n = i_n) = P(X_{n+1} = i_{n+1}|X_n = i_n)
\]

for all \( n \in \mathbb{N} \) and all \( i_0, i_1, \ldots, i_{n+1} \in E \). A Markov process is called homogeneous if for all \( i, j \in E \), the conditional probability \( P(X_{n+1} = j|X_n = i) \) does not depend on \( n \).

A Markov process in discrete time and on a countable state space is also often called a Markov chain. We see from the definition indeed that the future state only depends on the current state and not on its past for a Markov chain. The last probability in the homogeneous case is often also denoted as a transition probability \( p(x,y) \), with \( p(x,y) = P(X_{n+1} = y|X_n = x) \). If we work on a finite state space, we can group these transition probabilities in a matrix \( P \) called a stochastic matrix. The rows of such a matrix need to add to 1. More generally, we find that for a countable state space \( E \),

\[
\sum_{y \in E} p(x,y) = 1.
\]

Typical examples of Markov processes are random walks, branching processes and the Poisson process.

We now move towards the more complicated case of a continuous time (CT) Markov process, but still with countable state space. Intuitively, such a Markov process has to
move in jumps because the state space is countable. Also, the jump probabilities should only depend on the current location by the Markov property and not on the time already spent at \( x \). So, we can regard a homogeneous continuous Markov process on a countable state space \( E \) to consist of two steps. We first spend a random amount of time in state \( x \) and then move to another state \( y \) dictated by the transition probability \( p(x, y) \).

For the first step, one can derive that the time spent at \( x \) must exponentially distributed, since this is the only memoryless distribution. That is, for a random variable \( T \), the exponential distribution is the only distribution that can satisfy \( \mathbb{P}(T > s + t | T > s) = \mathbb{P}(T > t) \). We let \( 1/c(x) \) be the mean of the involved exponential distribution for the CT Markov process. Here, \( c(x) \) is called the jump rate from position \( x \). For the second step, the stochastic matrix \( P \) (possibly infinite) dictates the jump probability \( p(x, y) \) depending on the current location \( x \). We will not go further into a rigorous construction of a CT Markov process but hope to have shown the bare bones involved. For a formal construction, we refer to [6].

2.2 Semigroups and generators

A popular technique associated with Markov processes is semigroup analysis. While semigroups were originally used in the theory of ordinary differential equations (ODEs), they were found to be more useful for Markov processes. This section will give a heuristic approach to them. All properties used can be proven rigorously and we refer the interested reader to two sources [7] [8].

2.2.1 Motivation for semigroups

As a motivation, we first look at the concept of semigroups in ODEs, from which it originated. Consider the first order ODE \( X^x_t \) on \( \mathbb{R}^d \) given by:

\[
\frac{dX_t}{dt} = g(X_t) \tag{2.2}
\]

with \( g \) a continuous map \( g : \mathbb{R}^d \to \mathbb{R}^d \) and the superscript \( x \) denoting the initial condition \( X_0 = x \). To help solve this differential equation, we introduce an operator \( T_t \) that does the following on a map \( f : \mathbb{R}^d \to \mathbb{R} : (T_t f(x)) = f(X^x_t) \). This operator essentially shifts time from 0 to \( t \) and then evaluates \( f(X^x_t) \). This is called a flow. An evident property is \( T_{t+s} = T_t T_s \), which is called the semigroup property.

Now, applying the time derivative to \( T_t f(x) \) yields:
\[
\frac{d}{dt} T_t f(x) = \frac{d}{dt} f(X_t^x) \\
= \nabla f \cdot \frac{dX_t^x}{dt} \\
= \nabla f(X_t^x) \cdot g(X_t^x) \\
= \mathcal{L} f(X_t^x) \\
= \mathcal{L} T_t f(x)
\]  

\[
\mathcal{L} = g \cdot \nabla
\]

where \( \mathcal{L} \) is defined to be \( \mathcal{L} = g \cdot \nabla \). So, we are left with the following ODE:

\[
\frac{d}{dt} T_t f(x) = \mathcal{L} T_t f(x) \tag{2.4}
\]

It is immediately clear that the solution of this equation should be \( T_t f = e^{t\mathcal{L}} f \). Here, \( \mathcal{L} \) is called the generator of the ODE. Of course, it is not a priori obvious what it means to take the exponent of an operator. In the case of a bounded operator \( \mathcal{L} \), we can take the infinite series representation of \( e^{t\mathcal{L}} \). However, since differential operators are often unbounded, this does not have to converge necessarily and it should be defined differently.

### 2.2.2 Semigroups in the Markov world

It turns out the technique of flows can also be exploited for Markov processes. We introduce the operator \( S(t) \) together with a corresponding Markov process \( (X_t)_{t \geq 0} \). The operator \( S(t) \) is defined by \( S(t) f(x) = \mathbb{E}_x [f(X_t)] \), where the subscript \( x \) denotes that the process starts from \( x \). Using the Markov property, we can derive the following property:

\[
S(t + s) f(x) = \mathbb{E}_x [f(X_{t+s})] = \mathbb{E} \mathbb{E}_x [f(X_{t+s}) | \mathcal{F}_s] \\
= \mathbb{E}_x [\mathbb{E}_x [f(X_t)] = \mathbb{E}_x [S(t) f(X_s)] = S(t) S(s) f(x)
\]  

(2.5)

Here, we have used the definition of the operator \( S(t) \) and tower property repeatedly. This motivates the following definition:

**Definition 2.2.1. Semigroup** Let \( \{S(t) : t \geq 0 \} \) be a collection of operators that work on the family of continuous function \( f : \mathbb{R}^d \to \mathbb{R} \). If this collection satisfies the property \( S(t + s) = S(t) S(s) \), we call \( \{S(t) : t \geq 0 \} \) a semigroup.

Specifically, every collection of operators associated with a Markov process, that is the random variable \( X_t \) associated with \( S(t) f(x) = \mathbb{E}_x [f(X_t)] \) is part of Markov process, is also a semigroup as we have shown. In simpler Markov processes (finite state-space and discrete time), one can derive the Chapman-Kolmogorov equations, which is similar to the semigroup property. This says that for stochastic matrices \( P_s, P_t \) and time \( s, t \in \mathbb{R}_{\geq 0} \), \( P_{t+s} = P_t P_s \). These help to show the following relevant semigroup properties:

**Proposition 1.** Let \( \{S(t) : t \geq 0 \} \) be a semigroup. The following properties hold:
1. $S_0f = f$ for all $f$
2. the map $t \to S_t f$ is right-continuous
3. (Semigroup property) $S_{t+s}f = S_t S_s f = S_s S_t f$ for all $f$
4. (Positivity) $f \geq 0$ implies $S_t f \geq 0$ for all $t$
5. (Normalization) $S_t 1 = 1$

To intuitively connect the generator and the semigroup, looking at the semigroup property, we see it is very similar to the functional equation $f(x+y) = f(x)f(y)$, which has solution $f(x) = e^{ux}$ for some $u \in \mathbb{R}$. Similarly, for the equation $S(t+s) = S(t)S(s)$, we know that there exists an operator $\mathcal{L}$ such that $S(t) = e^{t\mathcal{L}}$. We see that this operator satisfies the semigroup property. In the case that $S(t)$ is a bounded operator, recall that we were able to use the infinite series representation to define $S(t)$. That is, $S(t) = e^{t\mathcal{L}} = I + t\mathcal{L} + \mathcal{O}(t^2)$, where $I$ is the identity operator. So, we can do the following to obtain an expression for $\mathcal{L}$.

$$\mathcal{L}f = \lim_{t \to 0} \frac{S_t f - f}{t} \quad (2.6)$$

In certain cases, it is indeed possible to explicitly calculate the generator $\mathcal{L}$ of the semigroup $S$. In a further section, this will be done for the random walk, which will be very important to our models.

### 2.3 The Feynman-Kac theorem

One of the major ways we will analyze and obtain results form our models is by using the Feynman-Kac theorem. This theorem allows us to analyze the effect of the semigroup when there is some perturbative, not necessarily Markovian, effect on the Markovian generator of a process $(X_t)_{t \geq 0}$. The reason this is useful is because we will examine situations where sources act as perturbations on the standard evolution given by the models we will define next chapter.

**Theorem 1** (Feynman-Kac). Let $A_0$ be a Markov generator of the process $\{X_t : t \geq 0\}$ on the state space $\Omega$. Also, let $V : \Omega \to \mathbb{R}$ and define the semigroup $\tilde{S}(t) = e^{t(A_0 + V)}$ which solves $\frac{d}{dt} \tilde{S}(t)f(x) = (A_0 + V) \tilde{S}(t)f(x) = \tilde{S}(t)(A_0 + V)f(x)$. Then,

$$\tilde{S}(t)f(x) = \mathbb{E}_x[e^{\int_0^t V(X_s)ds} f(X_t)] \quad (2.7)$$

The last formula is called the Feynman-Kac formula.$^1$ We will not prove this theorem, since it is outside the scope of this project [8]. However, it can be conveniently employed in our exclusion problem and we will use it repeatedly.

---

$^1$The Feynman-Kac formula was a surprising collaboration. When Mark Kac attended a seminar by Richard Feynman, he noticed they were working on the same problem with very different approaches. Together they managed to prove this theorem which proves the real case of the famous Feynman path integrals in Quantum field theory (QFT). QFT still has a lot of questionable steps that need a rigorous framework.
2.4 Transcription and translation

We will provide a rough description of both transcription and translation as a recap based on [1] and [9]. Also, see figure 2.1. Consider a DNA strand in a eukaryotic cell. We will first consider transcription. Transcription refers to the process in which the genetic code of the DNA is transferred to another physical substrate. In this case, an mRNA string is made based on the DNA, coded by the 4 nucleic acids A, U, C and G. Biomakers bind to the DNA, allowing the enzyme RNA-polymerase to walk over the DNA and creating a complementary code based on the bases it reads out from the DNA. This results in an mRNA\textsuperscript{2} string which is then transported to the outside of the nucleus and further processed.

After this, very complex machines called ribosomes can attach to the ends mRNA, walk over it, and search for the appropriate amino acids corresponding to coding triplets on the mRNA. By walking over the whole mRNA string, a chain of amino acids is created, forming a polypeptide chain that can be folded into a protein.

\textsuperscript{2}The m stands for messenger. There are also other forms of RNA, such as tRNA which transports amino acids.
Figure 2.1: Rough sketch of transcription and translation. The steps show conversion from DNA to a polypeptide chain which forms a protein in the end. Figure taken from [10]
Chapter 3

Models

In this chapter, three models will be introduced, with a modification to all three afterwards. Specifically, the following models will be defined on a lattice \( \mathbb{Z}^d \). We will first touch upon a standard continuous time random walk (CT RW). Expanding on this, we look at a second model incorporating a collection of independent CT random walkers on a lattice. The third model, moving towards a more sophisticated setting of the problem, is symmetric exclusion. All three models can be extended by incorporating sources and sinks that add or remove particles at a certain rate to the grid. The effect and results of adding sources to the models will be considered in the next chapter.

3.1 Random walks in continuous time

Suppose we have a grid \( \mathbb{Z}^d \) with a particle starting in the origin. Our intuitive notion of a random walk tells us that the particle will spend some random time in \( x = 0 \) and attempt to jump some time later to one of its neighbours. The process then repeats itself at the new position ad infinitum. To make this notion precise, we introduce the following definition for a random walk on \( \mathbb{Z}^d \).

**Definition 3.1.1.** Let \((X_t)_{t \geq 0}\) be a Markov process with state space \( \mathbb{Z}^d \). We call \((X_t)_{t \geq 0}\) a random walk starting at \( x \), if \( X_0 = x \), the transition matrix corresponding to \((X_t)\) is stochastic and has nonzero entries if \( y \) is a neighbour of a point \( x \), and zero if \( y \) is not a neighbour of \( x \). That is, \( p(x,y) \geq 0 \) if \( y \) is a neighbour of \( x \) and \( p(x,y) = 0 \) if \( y \) is not a neighbour of \( x \). For clarity, we say that \( x \) is a neighbour of \( y \) if \( |x - y| = 1 \).

A random walk as a Markov process. This is intuitively clear, since a particle should not care about where it has been in the past for a random walk and should be able to jump at any time, independent of the time it has spent at the current position.

As noted in the background, the generator is a central tool to analyze and calculate the time evolution of random walks or other dynamical systems. The generator of a simple random walk is listed in the following theorem. It will be proven in chapter 5.

**Lemma 2.** Let \( f : \mathbb{Z}^d \to \mathbb{Z} \) and \((X_t)_{t \geq 0}\) be a random walk of a single particle on \( \mathbb{Z}^d \). The
generator $\mathcal{L}$ of a simple random walk is given by
\[ \mathcal{L}f(x) = \sum_y p(x, y)[f(x) - f(y)] \tag{3.1} \]
where $x$ and $y$ denote sites, and $p(x, y)$ denotes the transition probability.

### 3.2 Independent random walkers (IRW)

Instead of considering a single particle, we can also consider a whole collection of particles, placed as a configuration $\eta$ over the grid $\mathbb{Z}^d$. That is, given a location $x \in \mathbb{Z}^d$, there are $\eta(x)$ particles at location $x$. We let all these particles execute individual random walks, independent of the other particles. This results in the following definition:

**Definition 3.2.1.** Let $\eta$ be a configuration of particles on the grid $\mathbb{Z}^d$. We say that the particles in the configuration $\eta$ are independent random walkers if for every particle $i \in \eta$, $i$ executes a simple continuous time random walk. The resulting configuration at time $t$ is denoted by $\eta_t$.

The generator of the configuration turns out to be very similar for a configuration of particles executing a simple random walk by a principle called duality where the behaviour of a configuration of many particles can be reduced to the behaviour of one single particle. The result follows immediately from independence.

**Lemma 3.** Let $f : \mathbb{Z}^d \to \mathbb{Z}$ and a configuration $\eta$ on $\mathbb{Z}^d$ evolve as independent random walkers. The generator $\mathcal{L}$ of the IRW is given by
\[ \mathcal{L}f(x) = \sum_y p(x, y)[f(x) - f(y)] \tag{3.2} \]
where $x$ and $y$ denote sites, and $p(x, y)$ denotes the transition probability.

### 3.3 Symmetric exclusion

The main idea behind the exclusion principle is that one particle can occupy a site at maximum. This means that a configuration $\eta$ on $\mathbb{Z}^d$ has the restriction that for every $x \in \mathbb{Z}^d$, $\eta(x) = 1$ or $\eta(x) = 0$. If we let this configuration evolve in time, we also set the restriction that a particle cannot jump to a new location $x$ if the site is already taken by another particle. It turns out that, to consider the jump rates to be symmetric is much more easy than asymmetric jump rates, that is $p(x, y) = p(y, x)$ for all $x, y \in \mathbb{Z}^d$. This leads to the following definition for the symmetric exclusion process on $\mathbb{Z}^d$.

**Definition 3.3.1. (Exclusion process)** Let $\Omega = \{0, 1\}^{\mathbb{Z}^d}$ be the configuration space. If $x, y \in \mathbb{Z}^d$ are neighbours $<xy>$ is defined to be the edge between $x$ and $y$. Connect to each edge $<xy>$ a Poisson process $\{N_t^{<xy>} : t \geq 0\}$ with mean 1. Let $\mathcal{E}$ be the family of all Poisson clocks associated with all edges $<xy>$. Then, the symmetric exclusion process is defined by the following rule. If a Poisson clock $N_t^{<xy>} \in \mathcal{E}$ rings, i.e. an event
occurs, then if both $x, y$ are empty or both occupied nothing will happen. However, if either $x$ or $y$ is occupied, the particles will swap. After this action, all clocks will reset and the process will repeat itself.

The generator of a symmetric exclusion process turns out to be the same as the one for random walks. This is caused by the symmetry requirements, as we will see in the proof in chapter 5.

**Lemma 4.** Let $f : \mathbb{Z}^d \to \mathbb{Z}$ and $\eta$ a configuration $\{0, 1\}^{\mathbb{Z}^d}$. Let this configuration evolve as dictated by the exclusion process. The generator $L$ is given by

$$ L f(x) = \sum_y p(x, y) [f(x) - f(y)] $$

(3.3)

where $x$ and $y$ denote sites and $p(x, y)$ denotes the transition probability

The argument for this generator is that cross-symmetric terms exactly cancel each other. That is, $-p(x, x + 1)\eta(x)(1 - \eta(x + 1))$ if a particle wants to move from $x$ to $x + 1$ and if a particle wants to move from $x + 1$ to $x$, $p(x + 1, x)\eta(x + 1)(1 - \eta(x))$. Adding these terms, we see a total contribution of $p(x, x + 1)\eta(x + 1) - \eta(x)$ by symmetry of $p(x, y)$.

### 3.4 Addition of sources and sinks

In two of the models defined, IRW and symmetric exclusion, we can add sources and sinks to the lattice. This means that particles get added at a certain location at some rate $\lambda$ or removed at some rate $\mu$. We consider the following effects this has on the generators in the case of the addition of a source. In case we add a sink, or multiple sources, a similar statement can be made.

**Lemma 5.** Let $f : \mathbb{Z}^d \to \mathbb{Z}$ and a configuration $\eta$ on $\mathbb{Z}^d$ evolve as independent random walkers. The generator $L$ of the IRW is given by

$$ L f(x) = \sum_y p(x, y) [f(x) - f(y)] + \lambda \delta_{x,0} $$

(3.4)

where $x$ and $y$ denote sites, and $p(x, y)$ denotes the transition probability

**Lemma 6.** Let $f : \mathbb{Z}^d \to \mathbb{Z}$, $\eta$ a configuration $\{0, 1\}^{\mathbb{Z}^d}$ and place a source in $\lambda$. Let this configuration evolve as dictated by the exclusion process. The generator $L$ is given by

$$ L f(x) = \sum_y p(x, y) [f(x) - f(y)] + \lambda(1 - f(x))\delta_{x,0} $$

(3.5)

where $x$ and $y$ denote sites and $p(x, y)$ denotes the transition probability
Chapter 4

Results

This chapter aims to lay out the results of time evolution of the IRW model and symmetric exclusion. We will first touch upon a standard IRW on $\mathbb{Z}^d$ and after that add a source to the origin. Furthermore, we will touch upon invariant distributions for IRW over time. Specifically, it turns out that Poisson distributions stay invariant for IRWs. For exclusion, we will immediately place a source in the origin and will analyze the behaviour over time. We will then also consider a sink in the origin and lastly, arbitrary sources and sinks over the whole grid.

4.1 Evolution for IRW model

One of the simplest ways to approximate translation is to consider the mRNA to be an infinite string where particles are added and execute independent random walks. This is of course hardly accurate, but provides a very crude, simple model. Generalizing, we work on a grid $\mathbb{Z}^d$ with an initial configuration $\eta$ where particles are added at rate $\lambda$ to the origin. Since the particles execute random walks, we are interested in $\mathbb{E}_\eta[\eta_t(x)]$ which is the expected value of $\eta_t(x)$ if we start from a distribution $\eta$. The main problem of the IRW model is to actually determine the time evolution of this quantity and thus the time evolution of the whole IRW system. From this, we hope to determine if cluttering or different regimes occur depending on different initial conditions.

The standard technique to approach these problems is to look at the time derivative of this expectation. We will first consider one dimension, in which we obtain the following expression:

$$\frac{d}{dt}\mathbb{E}_\eta[\eta_t(x)] = \mathbb{E}_\eta[\eta_t(x + 1) + \eta_t(x - 1) - 2\eta_t(x)] + \lambda \delta_{x,0}$$

(4.1)

With $\mathbb{E}_\eta[\eta_t(x)]$, we mean the expected value of $\eta_t(x)$ as we start $\eta$. Note that the right term is exactly the generator. To intuitively justify this equation, consider figure 4.1. We see that for every $x \in \mathbb{Z}$, we get two inwards and two outwards contributions which together produce the required equation. Notice that there is also a source term which is only active at $x = 0$. 
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Figure 4.1: Figure showing the contributions per position $x$ for the generator of a random walk. Notice that indeed per position $x$, 4 contributions are possible.

Now, since we know standard random walks very well, we study the case $\lambda = 0$ first. This means that we start with a configuration $\eta$ over the grid and look at the time evolution, where each particle does a random walk independent of the others.

### 4.1.1 IRWs where $\lambda = 0$: expected particle number

To simplify notation, we write $E_{\eta} \eta_t(x) = \psi(t, x)$. Note that $\psi(0, x) = \eta(x)$. Then, rewriting our equation, we get:

$$\frac{d}{dt} \psi(t, x) = \psi(t, x + 1) + \psi(t, x - 1) - 2\psi(t, x) \quad (4.2)$$

One might recognize that this equation very much looks like a system $\frac{d}{dt} \psi = A\psi$, where $A$ is some type of operator. Recalling the generator and semigroup tools that were developed in the previous chapter, if we were to find some generator $L$ and corresponding semigroup $S$ that were to reproduce this system, we can solve the system. Since all particles execute IRW, a possible candidate generator might be the generator of the random walk of a single particle. Using these tools, the following can be proven as a solution of the system. The complete proof itself will be given next chapter.

**Theorem 7.** Let the time evolution of the IRW model with initial configuration $\eta$ on $\mathbb{Z}^d$ be dictated by 4.1. The solution of the system is given by:

$$\psi(t, x) \equiv E_{\eta} [\eta_t(x)] = E_{x}^{\text{RW}} [\eta(X_t)] \quad (4.3)$$

where $(X_t)_{t \geq 0}$ is the random walk of a single particle starting from $x$.

This result is rather remarkable. It shows that the evolution of a whole collection of particles that execute independent random walks is given by the random walk of a single
particle during a time \( t \) and then evaluated at \( \eta \). This reduces a many particles problem to a single particle problem. This principle/trick is also known as duality or self-duality in the literature \[5\].

### 4.1.2 Expected particle number with a source (\( \lambda \neq 0 \))

By adding \( \lambda \neq 0 \) to the previous equation in the origin, we have basically added a source, emitting particles at rate \( \lambda \). This results in the equation:

\[
\frac{d}{dt} \phi(t, x) = \phi(t, x + 1) + \phi(t, x - 1) - 2\phi(t, x) + \lambda \delta_{x,0}
\]

(4.4)

As seen, the system becomes non-linear and our previous technique fails and we are therefore unable to deploy duality immediately. However, we do have a homogeneous solution to the system, so we might be able to obtain a solution by using variation of constants. In higher dimensions, this leads to the following solution of the system with a full proof in the next chapter:

**Theorem 8.** Let \( \eta \) be a configuration on \( \mathbb{Z}^d \), \( \lambda \) a source in the origin and let this system evolve by the IRW model dictated by a higher dimensional version of 4.4. The expected particle number at time \( t \) is given by:

\[
\phi(t, x) = \mathbb{E}_\eta[\eta_t(x)] = \int_0^t e^{sA} \lambda \delta_{x,0} ds + e^{tA} \psi(0, x) = \int_0^t e^{sA} \lambda \delta_{x,0} ds + \mathbb{E}_x^{RW}[\eta_t(X_t)]
\]

(4.5)

where \( A \) is the generator of the IRW model.

This solution shows that the independent random walkers evolve as usual, indicated by the presence of the term \( e^{tA} \psi(0, x) \). However, there is also an addition of a term accounting for the particles that are added by the source and might move to the location of interest \( x \) in time \( t \).

We will now analyze the solution qualitatively. It roughly says that source attenuates the distribution over time. As \( \lambda \) grows, this attenuation also grows larger. Our main problem is whether the solution explodes as \( t \) tends to infinity. Now, the right most term will not diverge a.s. by recurrence of random walks. So, we are interested whether the term \( \int_0^\infty e^{sA} \lambda \delta_0 ds \) converges. This is entirely dependent on the mean time spent at 0 by the random walk of a single particle. Since we have no information about this distribution, we can’t say more about this term.

### 4.1.3 Invariance of the Poisson distribution

Since we are not able to determine quantitative results on the evolution unless the underlying distribution of the configuration is specified, we have to take a different approach. Suppose we start with a known distribution e.g. a product of Bernoulli RVs on the grid \( \mathbb{Z}^d \). Will this still be a product of Bernoulli distributions at time \( t \)? The intuitive answer
is no. When we let the system evolve, it seems very likely that at least at some location, two particles will occupy the same site. However, one of the distributions that turns out stay invariant over time is the Poisson distribution with independent values over the grid. Even more interesting, it turns out that even if we add a source at the origin the distribution will stay Poisson over time. This is captured in the following two theorems.

**Theorem 9.** \((\lambda = 0)\) Let \(\otimes_{i \in \mathbb{Z}^d} \nu_{\rho_i}\) be a product of Poisson measures. Then, \(\otimes_{i \in \mathbb{Z}^d} \nu_{\rho_i,t}\) is still a Poisson measure for all \(t \geq 0\).

**Theorem 10.** \((\lambda \neq 0)\) Given an initial distribution \(\otimes_{i \in \mathbb{Z}^d} \nu_{\rho_i}\) and a source term at \(z = 0\) which adds particles at rate \(\lambda\), \(\otimes_{i \in \mathbb{Z}^d} \nu_{\rho_i,t}\) is still a Poisson measure for all \(t \geq 0\).

The proofs of both theorems are quite intricate and even quite different from each other, showing that the second theorem is a nontrivial fact. Both will be proven in next chapter.

### 4.2 Symmetric exclusion

We now set the restriction that one particle can occupy a site at maximum. This is similar to two ribosomes not being able to occupy the same RNA acid triplet in translation or two cars not being able to occupy the same spot in a traffic jam. Now, given a product of Bernoulli RVs over the grid \(\mathbb{Z}^d\) with evolution dictated by the symmetric exclusion rule, we are interested in the behaviour over time when we add a source to the origin. Since only one particle is allowed per site, will the grid completely fill up, or will there always be empty spots near the origin? We will also consider the behaviour of a sink in the origin. In this case we are interested whether all particles will disappear from the grid over time. Finally, we will combine both cases and place arbitrarily many sources and sinks at different positions in the grid. In this case we also want to know what happens over time. Will there be some form of cluttering? Will there be regimes with high density and low densities?

In order to deal with exclusion, we have to utilize different tools than before. Previously, we were able to exploit duality and independence to solve our problems. This is not possible anymore, since we have lost independence through the exclusion rule. This is exactly what makes exclusion much harder to deal with.

#### 4.2.1 Symmetric exclusion with a source

For simplicity, we will again first consider the 1D case and easily generalize to higher dimensions later. Using the generator for symmetric exclusion in 1D, we observe the time derivative of our expected distribution again.

\[
\frac{d}{dt} \mathbb{E}_\eta[\eta_t(x)] = \begin{cases} 
\mathbb{E}_\eta [\eta_t(x+1) + \eta_t(x-1) - 2\eta_t(x)] & \text{if } x \neq 0 \\
\mathbb{E}_\eta [\eta_t(1) + \eta_t(-1) - 2\eta_t(0)] + \lambda(1 - \eta_t(0)) & \text{if } x = 0 
\end{cases}
\] (4.6)
Theorem 11. (Exclusion with a source) Suppose a symmetric exclusion process is given on $\mathbb{Z}^d$ with initial configuration $\eta = \{0, 1\}^{\mathbb{Z}^d}$ and a source term emitting particles at rate $\lambda$. That is, if the time evolution satisfies a higher dimensional version of ODE (4.6), then the time evolution of $\eta$ is given by

$$\psi(t, x) = E_\eta[\eta_t(x)] = 1 - E_x[e^{-\lambda l_t(0)}(1 - \eta_0(X_t))]$$

(4.7)

where $l_t(0) = \int_0^t I(X_s = 0)ds$ is defined to be the local time spent at 0 of a particle executing a random walk $(X_t)_{t \geq 0}$ starting from $x$.

The theorem is consistent with the exclusion rule. For every $x \in \mathbb{Z}^d$, there can be a maximum of 1 particle, since $E_x[e^{-\lambda l_t(0)}(1 - \eta_0(X_t))]$ is a positive quantity between 0 and 1. Also, comparing with our analysis for IRWs, we see that duality indeed doesn’t hold. Previously, we saw that $E_\eta[\eta_t(x)] = E_x[\eta(X_t)]$. But now, the term $E_\eta[\eta_t(x)]$ is entirely different. This is because the system needs to incorporate a source term and the exclusion rule.

Now, to properly analyze the behaviour of the solution, we set a Bernoulli distribution over the grid, $\nu = \otimes_{x \in \mathbb{Z}^d} Ber(\rho)$. This means that every gridpoint has an equal probability to either contain, or not contain a particle. Using this distribution, we can find the distribution over time of our grid:

$$\psi(t, x) = 1 - (1 - \rho)E_x[e^{-\lambda l_t(0)}]$$

(4.8)

Therefore, the behaviour of the distribution entirely depends on the time spent at 0 of particles. This is in line with our intuition. By the law of large numbers, a fraction $\rho$ of the grid is exactly filled with particles. For the grid to overflow with particles eventually, there must be enough particles added at 0. This means that the 0 site must be occupied for a certain total time to obtain overflow behaviour. We will see which cases for $l_t(0)$ lead to overflow behaviour.

Limit distributions for $l_t(0)$

Theorem 12. Suppose we are given a Bernoulli distribution $\nu = \otimes_{x \in \mathbb{Z}^d} Ber(\rho)$ that evolves by the exclusion rule with a source in the origin as specified in theorem 11. Under recurrence in the origin, that is, $l_t(0) \to \infty$ as $t \to \infty$, then $\lim_{t \to \infty} \psi(t, x) = 1$. For transience in the origin, convergence of $\psi(t, x)$ as $\lim_{t \to \infty}$, depends on the form $l_\infty(0)$. Then,

$$\lim_{t \to \infty} \psi(t, x) = 1 - (1 - \rho)E_x[e^{-\lambda l_\infty(0)}]$$

(4.9)

If $l_t(0) \to \infty$ a.s. (recurrence), we observe that $\psi(t, x) \to 1$ as $t \to \infty$. At first glance, this might seem for some people as counter intuitive, while for others it seems trivial. For both camps something can be said. One might expect that as $l_t(0) \to \infty$ as $t \to \infty$, only a few particles that reside near the origin, occupy the origin for long enough so that the grid never fill up completely. However, the analysis that has been done shows this is not
the case. It turns out, as particles are generated at the origin at every chance possible, the grid will eventually fill up completely. So, as $t \to \infty$, new particles will appear at the origin when possible to make sure the grid completely fills up.

Now, another very interesting case is when $l_t(0)$ converges a.s. to some finite random variable as $t \to \infty$ (transience). While we are not able to find an explicit expression, we can do some estimations for the limiting distribution. Observing that $e^{-x}$ is a convex function, we apply Jensen’s inequality to find

$$
\lim_{t \to \infty} \mathbb{E}_{\nu} [\eta_t(x)] = 1 - (1 - \rho) \mathbb{E}_x [e^{-\lambda l_t(0)}] \\
\leq 1 - (1 - \rho) e^{-\lambda G(x,0)} 
$$

Here, $G(x,0) = \int_0^\infty \rho_t(x,0)$. Now, since we have no specific knowledge of the distribution $\rho_t(x,0)$, we cannot make further estimations, though it is likely that this term will depend on the dimension we work in.

### 4.2.2 Symmetric exclusion with a sink

In a similar way as the previous section, we can consider symmetric exclusion on a grid $\mathbb{Z}^d$ with a sink placed in the origin. This means that a particle is removed at rate $\lambda$ if a particle is present at the origin and nothing is done if there is no particle. This results in a similar system to (4.6):

$$
\frac{d}{dt} \mathbb{E}_\eta [\eta_t(x)] = \begin{cases} 
\mathbb{E}_\eta [\eta_t(x) + \eta_t(x-1) - 2\eta_t(x)] & \text{if } x \neq 0 \\
\mathbb{E}_\eta [\eta_t(1) + \eta_t(-1) - 2\eta_t(0)] - \lambda \eta_t(0) & \text{if } x = 0 
\end{cases} 
$$

The solution of the time evolution is captured by a similar theorem:

**Theorem 13.** Suppose a totally symmetric exclusion process is given on $\mathbb{Z}^d$ with initial configuration $\eta = \{0,1\}^{\mathbb{Z}^d}$ and a sink absorbing particles at rate $\lambda$ if they are present at the origin. That is, if the time evolution satisfies a higher dimensional form of the ODE (4.11), then the time evolution of $\eta$ is given by

$$
\psi(t, x) = \mathbb{E}_\eta [\eta_t(x)] = \mathbb{E}_x [e^{-\lambda l_t(0)} \eta_0(X_t)]
$$

where $l_t(0) = \int_0^t I(X_s = 0) ds$ is defined to be the local time spent at 0 of a particle executing a random walk $(X_s)$ starting from $x$.

We therefore see that a similar equation holds for when a sink is added to the origin. Again, we will analyze the limiting behaviour as $t \to \infty$.

**Limit distributions for $l_t(0)$**

We first set another product of Bernoulli variables $\nu = \otimes_{x \in \mathbb{Z}^d} Ber(\rho)$ over the grid all with equal probability $\rho$. This leads to the form

$$
\psi(t, x) = \rho \mathbb{E}_x [e^{-\lambda l_t(0)}]
$$

Behaviour as $t \to \infty$ is captured in the following theorem.
Theorem 14. Set \( \nu_\rho = \otimes_{x \in \mathbb{Z}^d} \text{Ber}(\rho) \) as an initial configuration for symmetric exclusion with a sink. Time evolution is dictated by theorem 13. Then, as \( \lim t \to \infty \), in the case that \( l_t(0) \to \infty \), \( \psi(t, x) \to 0 \). In the case that \( l_t(0) \) is transient, it converges a.s. to some random variable \( l_\infty(0) \). Then, \( \lim t \to \infty \psi(t, x) = \rho \mathbb{E}_x[e^{-\lambda l_\infty(0)}] \).

The recurrent case seems to make sense. If there are always particles that occupy the sink site, but they are only able to disappear, they should be removed eventually. Taking long enough, this results in a 0 distribution over the whole grid.

In the case that \( l_t(0) \to \infty \) converges a.s. to some random variable \( l_\infty(0) \), we are only sure that \( \lim t \to \infty \psi(t, x) = \rho \mathbb{E}_x[e^{-\lambda l_\infty(0)}] \), unfortunately. Since we are not working with a minus sign, Jensen’s inequality will only give underestimations in this case. Taylor’s theorem will not work either unfortunately. So unless we have more information about \( l_\infty(0) \), we have little knowledge about the distribution on the grid.

4.2.3 Symmetric exclusion with multiple sources and sinks

Now, suppose we are again on \( \mathbb{Z}^d \) and decide to place sources and sinks at arbitrary positions (sources and sinks can even be situated at the same place!). We hope to say something about the long term behaviour as the system evolves. Let \( \mathcal{B} \) be the collection of source positions, while \( \mathcal{S} \) is the collection of a sink positions. Then, we can write the following system that determines the symmetric exclusion evolution:

\[
\frac{d}{dt} \psi(t, x) = A_{\text{RW}} \psi(t, x) - \sum_{y \in \mathcal{S}} \lambda \delta_{x,y} \psi(t, x) + \sum_{y \in \mathcal{B}} \lambda \delta_{x,y} (1 - \psi(t, x)) \quad (4.14)
\]

Here, \( A_{\text{RW}} \) is the standard random walk generator which also is valid for symmetric exclusion. The other contributions dictate whether a particle can be added or removed at a source or sink site. As usual, \( \psi(t, x) = \mathbb{E}_\eta[\eta_t(x)] \). We capture the solution to this system in our last theorem:

**Theorem 15.** Let \( \mathbb{Z}^d \) be a grid with an exclusion process on it. Now, let \( \mathcal{S} \) and \( \mathcal{B} \) be the sink and source collections respectively that also take part in the exclusion process through the system (4.14). Then, the solution to this system is given by:

\[
\psi(t, x) = 1 + \mathbb{E}_x \left[ e^{-\lambda \left( \sum_{y \in \mathcal{S} \cup \mathcal{B}} l_t(y) \right)} \eta_0(X_t) \right] - \mathbb{E}_x \left[ e^{-\lambda \sum_{y \in \mathcal{B}} l_t(y)} \right] \quad (4.15)
\]

where \( l_t(y) = \int_0^t I(X_s = y) \, ds \) is defined as the local time the random walk \( (X_t) \) spends at position \( y \) during \([0, t] \).

We will first do some sanity checks for the validity of this equation. In case we set the sink collection to be empty and take one source in the origin, we observe that we resolve the original equation to the source in origin case considered before. Similarly, if we set the source set to be empty, the right term becomes 1 and cancels out the first term. Placing only a sink in the origin, we are left with the original equation of the previous section.

\(^{1}\text{no pun intended}\)
This points towards a justification for this equation. A formal proof of the correctness of this equation is given in the next section.

There are many different combinations of sources and sinks that can be observed. Specifically, if we place a source and sink in the origin, the time evolution is given by:

$$\psi(t, x) = 1 + \mathbb{E}_x[e^{-2M_t(0)}\eta_0(X_t)] - \mathbb{E}_x[e^{-M_t(0)}]$$  \hspace{1cm} (4.16)

We capture the resulting effects in the transient in a theorem, because it is so remarkable and unexpected.

**Theorem 16.** Suppose we take the same setting as in theorem 15, put a Bernoulli distribution on the grid, but put only a source and sink in the origin. Under a recurrent occupation of the origin, that is, $l_t(0) \to \infty$ as $t \to \infty$:

$$\lim_{t \to \infty} \psi(t, x) = 1$$  \hspace{1cm} (4.17)

This is quite surprising and a non trivial fact. It seems that when one places a source and a sink at the origin that remove or add a particle when possible, the grid will still overflow in the recurrent case. This is not what one expects a priori, because particles have the same probability of being removed as being added.

In the transient case, not much interesting can be said unless one knows the distribution. If we assume that $l_t(0) = 0$, which means that when particles arrive at 0, they must immediately move away, the distribution takes form $\psi(t, x) = \mathbb{E}_x[\eta_0(X_t)]$. This shows that the distribution mimics the random walk of a single particle and is then evaluated at $\eta_0(X_t)$.

### 4.3 The leap towards a TASEP model for transcription and translation

In this project, very simple prototype models have been created for modelling biological systems. The main motivation for this project was to mathematically explain the mechanism behind the speed at which proteins are produced as a cell has been created after cell division. As explained before, producing proteins requires two processes: transcription and translation. Both processes have a lot of similarities with totally asymmetric exclusion (TASEP). Fixed start-stop sites, one directional behaviour and stochastic dynamics cause TASEP to be a suitable model. For E. Coli[?], translation occurs while transcription is not yet finished. This means that the two processes are coupled in some way, meaning that the TASEP needs to be coupled.

Contrary to symmetric exclusion, transcription is obviously not symmetric at all, so requires TASEP. TASEP has already been applied to model the random walk of RNA-polymerase [[1]]. More interestingly, a possibility to explain the rate of protein synthesis might be to not only apply TASEP to the walk of RNA polymerases, but also to the ribosomes that travel on mRNA sticking out from the RNA polymerases.
The reason that TASEP is so much more difficult in a mathematical sense than symmetric exclusion is the following. At the start of the symmetric exclusion section, we stated that particles move in all directions with same probability, if a site is vacant. This was described by contributions $-\eta(x)(1-\eta(x+1)$ if a particle wants to move away from location $x$ to $x+1$. Similarly, if a particle wanted to move from $x+1$ to $x$, this was described by $\eta(x+1)(1-\eta(x))$. Adding these terms results in a total contribution $\eta(x+1)-\eta(x)$, which shows that the cross terms disappear. This is because we are working with symmetric exclusion. In the case of asymmetric exclusion, these terms don’t disappear anymore. As used before, notice that these terms exactly look like the generator of a random walk. Losing this generator form, we also use all the tools we have used previously. Therefore, TASEP is much more difficult than normal exclusion and utilizes different methods.
Chapter 5
Proofs and detailed calculations

We will show the proofs of various claims made in the previous chapter. Amongst others, we will calculate the generators, show invariance for Poisson measures and show proofs for the solution operators for symmetric exclusion.

5.1 Generator

Lemma 17. Let $f : \mathbb{Z}^d \to \mathbb{Z}$ and $(X_t)_{t \geq 0}$ be a random walk of a single particle on $\mathbb{Z}^d$. The generator $\mathcal{L}$ of a simple random walk is given by

$$\mathcal{L}f(x) = \sum_y p(x,y)[f(x) - f(y)]$$

(5.1)

where $x$ and $y$ denote sites, and $p(x,y)$ denotes the transition probability.

Proof. Suppose the process $X_t$ starts at $x \in \mathbb{Z}^d$. The probability that the particle makes more than one jump in the time window $[0, t]$ is bounded by $Ct^2$ where $C$ is some constant in $\mathbb{R}$. Now, let $K_t$ denote the number of jumps in $[0, t]$. We attempt to invoke the expression for the generator $\mathcal{L}$ given in (8). So, consider $S_t f - f$. Then,

$$S_t f(x) - f(x) = \mathbb{E}_x(f(X_t)) - f(x)$$

$$= \mathbb{E}_x(f(X_t) \cap K_t = 0) + \mathbb{E}_x(f(X_t) \cap K_t = 1) + R_t - f(x)$$

(5.2)

Here, $R_t$ is some process bounded by $Ct^2$. Now, using the transition rates of a random walk, we get:

$$S_t f(x) - f(x) = (1 - e^{-c_t}) \sum_y \frac{c(x,y)}{c_x} f(y) + e^{-c_t} f(x) - f(x) + R_t$$

$$= (1 - e^{-c_t}) \sum_y \frac{c(x,y)}{c_x} (f(y) - f(x)) + R_t$$

(5.3)

Dividing the left side by $t$ and taking the limit to 0, we obtain the desired result. □
5.2 IRWs without a source

We will first prove theorem 7. For completeness, we restate it here again:

**Theorem 18.** Let the time evolution of the IRW model with initial configuration \( \eta \) on \( \mathbb{Z}^d \) be dictated by 4.1. The solution of the system is given by:

\[
\psi(t, x) \equiv E_\eta[\eta(x)] = \mathbb{E}_x^{RW}[\eta(X_t)]
\]  
(5.4)

where \((X_t)_{t \geq 0}\) is the random walk of a single particle starting from \( x \)

**Proof.** The underlying idea is to look at the equalities of the generators for a random walk of a single particle and multiple independent random walkers. So, we turn to the evolution of a single particle starting at \( x \). Now, let \( S(t) \) be the semigroup operator corresponding to \( S(t)\phi(x) = \mathbb{E}_x^{RW}[\phi(X_t)] \) which is associated with the random walk \((X_t)_{t \geq 0}\). Using the property \( \frac{d}{dt} S(t)f(x) = S(t)Lf(x) \) and the generator for the random walk of a single particle, we find the system:

\[
\frac{d}{dt} \mathbb{E}_x^{RW}[\phi(X_t)] = \mathbb{E}_{x+1}^{RW}[\phi(X_t)] + \mathbb{E}_{x-1}^{RW}[\phi(X_t)] - 2\mathbb{E}_x^{RW}[\phi(X_t)]
\]  
(5.5)

Because the generators for IRWs and single particles are equal, the corresponding ODEs and therefore solutions are also equal. This allows us to exploit the generator tools to find the time evolution of the configuration \( \eta \). So, we find the following solution of the system in (4.2):

\[
\psi(t, x) = e^{tL}\psi(0, x) = \mathbb{E}_x^{RW}[\eta(X_t)]
\]  
(5.6)

where the last equality follows from \( \psi(0, x) = \eta(x) \) and \( e^{tL} = S(t) \).

A simplified solution is hard to obtain, since that would mean that the solution operator \( e^{tL} \) must be computed. Even for matrices \( X \), it is often hard to calculate \( e^X \) unless \( X \) is a diagonalizable matrix. Now, we know that \( S(t) = e^{tL} \), so this tells us that:

\[
\psi(t, x) = \mathbb{E}_x^{RW}[\eta(X_t)]
\]  
(5.7)

\[\square\]

5.3 IRWs with a source

The appropriate equation of interest was given by:

\[
\frac{d}{dt}\phi(t, x) = \phi(t, x + 1) + \phi(t, x - 1) - 2\phi(t, x) + \lambda \delta_{x,0}
\]  
(5.8)

The solution was captured in the following theorem of which we give the proof now:

**Theorem 19.** Let \( \eta \) be a configuration on \( \mathbb{Z}^d \), \( \lambda \) a source in the origin and let this system evolve by the IRW model dictated by a higher dimensional version of 4.4. The expected particle number at time \( t \) is given by:
\[ \phi(t, x) = E_\eta[\eta(x)] = \int_0^t e^{sA} \lambda \delta_{x,0} ds + e^{tA} \psi(0, x) = \int_0^t e^{sA} \lambda \delta_{x,0} ds + \mathbb{E}_x^{RW}[\eta(X_t)] \quad (5.9) \]

where \( A \) is the generator of the IRW model.

**Proof.** Set \( \phi_h(t, x) = e^{tA} \psi(x, 0) \) and rewrite the system more clearly as

\[ \frac{d}{dt} \phi(t, x) = A\phi(t, x) + \lambda \delta_{x,0} \quad (5.10) \]

Note that this equation is inhomogeneous in the \( t \) variable. Our proposed \( \phi_h(t, x) \) is the homogeneous solution of this system, since it is the solution of the situation discussed in theorem 15. We attempt variation of constants. Therefore, suppose that the solution of this system is given by \( \phi_t = e^{tA} \chi_t \). We take \( \chi_t \) to be some unspecified function.

We temporarily suppress position dependence to reduce notation. So, \( \phi(t, x) = \phi_t \). Differentiating and applying the chain rule results in a new equation:

\[ \frac{d}{dt} \phi_t = Ae^{tA} \chi_t + e^{tA} \frac{d}{dt} \chi_t = A\phi_t + \lambda \delta_0 \quad (5.11) \]

Here, the right side is the original system and the middle is the result of applying the chain rule to our ansatz. Combining both, we get the following ODE, which can be integrated then be integrated.

\[ e^{tA} \frac{d\chi_t}{dt} = \lambda \delta_0 \quad (5.12) \]

\[ \chi_t = \int_0^t e^{-sA} \lambda \delta_0 ds + \psi_0 \quad (5.13) \]

We can insert this expression back into our ansatz to obtain the following solution:

\[ \phi_t = \int_0^t e^{(t-s)A} \lambda \delta_0 ds + e^{tA} \psi_0 \quad (5.14) \]

A quick substitution \( u = t - s \) grants us the final solution:

\[ \phi_t = \int_0^t e^{sA} \lambda \delta_0 ds + e^{tA} \psi_0 \quad (5.15) \]

Now, the methods by which this equation was obtained might seem questionable, since we have nothing guarantees the existence of the inverse of \( e^{tA} \). However, to get around this, we pose the solution we obtain as the solution to the system and check that this solution satisfies the ODE. This turns out to be indeed the case and invite the reader to check this by similar steps as stated above.

\[ \square \]
5.4 Invariance for Poisson measures under IRWs

In this section, we show three proofs about the invariance of Poisson measures on a lattice \( \mathbb{Z}^d \). Two proofs are when no source is present in the origin and the last proof shows that Poisson measures are even invariant when a source is present emitting particles at some rate \( \lambda \). The reason we show two proofs is because the proof of invariance for sources is fundamentally different from the first proof. We therefore repeat the proof of the first theorem in the same spirit as the second.

5.4.1 \( \lambda = 0 \)

To prove the case \( \lambda = 0 \), we first need some small tools. Let \( \xi \) be a finite configuration on \( \mathbb{Z} \) and define the following polynomial:

\[
D(\xi, \eta) = \prod_x \eta_x \prod_x (\eta_x - \xi_x)!
\]

Here, \( \eta_x \) and \( \xi_x \) are both the number of particles of the distribution at location \( x \) where \( x \) ranges over the grid \( \mathbb{Z}^d \). Since \( \xi \) is a finite configuration, we can write it as a sum of Kronecker deltas. Therefore, we examine the action of this polynomial for some specific choices related to Kronecker deltas. For example, let \( \xi = \delta_x \). Then, all terms in the numerator and denominator are equal for all \( x \), except at the location specified by the Kronecker delta. So, \( D(\delta_x, \eta) = \eta_x \).

If \( \xi = 2 \delta_x \), we find in a similar way that \( D(2 \delta_x, \eta) = \eta_x (\eta_x - 1) \). As a last example, let \( \xi = \delta_x + \delta_y \). Then, \( D(\delta_x + \delta_y, \eta) = \eta_x \eta_y \). We return now to create the setting for our Poisson problem. So, let \( \nu_\rho \) be a Poisson distribution with density \( \rho \). What we are interested in, is whether the measure \( \otimes_{i\in\mathbb{Z}^d} \nu_\rho_i \) is invariant over time.

**Theorem 20.** Let \( \otimes_{i\in\mathbb{Z}^d} \nu_\rho_i \) be a product of Poisson measures. Then, \( \otimes_{i\in\mathbb{Z}^d} \nu_\rho_i \) is still a Poisson measure for all \( t \geq 0 \).

In order to prove this, we make use of the following property of the Poisson measure. The defining property for the Poisson measure is

\[
\int D(\xi, \eta) (\otimes_{i\in\mathbb{Z}^d} \nu_\rho_i)(d\eta) = \prod_{i\in\mathbb{Z}^d} \rho_i^{\xi(i)} \tag{5.16}
\]

Therefore, if we show that at time \( t \), the distribution still has this form, we know it’s a Poisson measure.

**Proof.** At time \( t \), we have a distribution \( \otimes_{i\in\mathbb{Z}^d} \nu_\rho_i S(t) \), where \( S \) is the IRW semigroup. So,

\[
\int D(\xi, \eta) \left[(\otimes_{i\in\mathbb{Z}^d} \nu_\rho_i)S(t)\right](d\eta) = \int \mathbb{E}_\eta D(\xi, \eta)(\otimes_{i\in\mathbb{Z}^d} \nu_\rho_i))(d\eta)
\]

Here, we have applied the semigroup operator to obtain the conditional expectation. Now comes the crucial step, where we invoke duality and Fubini’s theorem to obtain:

\[
\int \mathbb{E}_\eta D(\xi, \eta)(\otimes_{i\in\mathbb{Z}^d} \nu_\rho_i))(d\eta) = \int \mathbb{E}_\xi D(\xi_t, \eta)(\otimes_{i\in\mathbb{Z}^d} \nu_\rho_i)(d\eta)
\]

\[
= \mathbb{E}_\xi \int D(\xi_t, \eta)(\otimes_{i\in\mathbb{Z}^d} \nu_\rho_i)(d\eta)
\]

\[
= \mathbb{E}_\xi \left(\prod_i \rho_i^{\xi(i)}\right) \tag{5.17}
\]
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Now, we simplify notation a bit in order to continue manipulation. We know that $\xi$ is a finite configuration, so we can rewrite the product in a different way:

$$\prod_{i \in \mathbb{Z}} \rho^{\xi_i} = \prod_{j=1}^{n} \rho^{\xi_j}.$$ 

Here, the locations $x_j$ are the occupied sites and we know the particle number at $x_j$, so we simply write $\rho^{x_j}$. Then, we can rewrite the conditional expectation to yield:

$$E_\xi \left( \prod_i \rho^{\xi(i)} \right) = E^{\text{IRW}}_{x_1, \ldots, x_n} \left( \prod_{j=1}^{n} \rho^{X_j(t)} \right) = \prod_{j=1}^{n} (\rho_j)_{x_j} = \prod_{i} (\rho_i)^{\xi_i} \tag{5.18}$$

We have used independence and the expectation for Poisson distributions successively. Indeed, we see that we have obtained the desired form. So the distribution is still Poisson at time $t$.

\[\square\]

### 5.4.2 $\lambda \neq 0$

**Theorem 21.** Given an initial distribution $\otimes_{i \in \mathbb{Z}^d} \nu_{\rho_i}$ and a source term at the origin which adds particles at rate $\lambda$, $\otimes_{i \in \mathbb{Z}^d} \nu_{\rho_i,t}$ is still a Poisson measure for all $t \geq 0$.

This theorem requires a nontraditional proof. In order to illustrate this type of proof, we will also illustrate it for the case $\lambda = 0$. However, we first need to introduce a technique used in this proof. This technique is called intertwining where we do the following. Suppose we have two generators $L$ and $\hat{L}$ working on functions $f \in C(\Omega), C(\Omega')$ respectively. We say these operators are intertwined with the intertwining operator $G : C(\Omega) \to C(\Omega')$ such that $G L = \hat{L} G$. Without proof, we also state the result $G S(t) = \hat{S}(t) G$ for semigroups. In the case that $L$ is bounded, we can show this using $G L^n = \hat{L}^n G$

**Proof.** (Theorem 17 - 2nd proof) Let $f : \mathbb{N}_0 \to \mathbb{R}$. We now introduce an object similar to the generating function which we call a generalized generating function:

$$Gf(z) = \sum_{n=0}^{\infty} f(n) z^n.$$ 

Observe that this generalized generating function is very similar to a function integrated against the Poisson measure. That is, $\nu f = e^{-z} G f(z) = \sum_{n=0}^{\infty} f(n) z^n e^{-z}$. We also define 3 linear operators: $Af(n) = nf(n-1)$, $Bf(n) = f(n+1)$ and $Cf(n) = nf(n)$. We look for the intertwining operators with $G$, the effect of the operators on $Gf$ is as follows:

$$G(Af) = z Gf(z) \quad G(Bf) = \frac{\partial}{\partial z} Gf(z) \quad \text{and} \quad G(Cf) = z \frac{\partial}{\partial z} Gf(z) \tag{5.19}$$

Having defined these operators, we will immediately generalize to define the multivariate cases for these operators. Let $Gf(z) = \sum f(\bar{n}) z^{\bar{n}} / \bar{n}!$. Here, $z^n = \prod z_i^n$ and $\bar{n}! = \prod n_i!$. It is important to also realize that $z_i$ is the i-th component of $z$. We also need to reconsider the operators $A$, $B$ and $C$. We’ll let them work on a single component $i$. That is,
\( A_i f(n) = n_i f(n - \delta_i) \). Similar things can be said for \( B_i \) and \( C_i \).

Now, recall the generator of our random walk. It can immediately be rewritten as:

\[
\mathcal{L}_{RW} f(n) = \frac{1}{2} \sum_{i,j} p(i,j) [n_i [f(n - \delta_i + \delta_j) - f(n)] + n_j [f(n - \delta_j + \delta_i) - f(n)]] + \lambda (f(n + \delta_0) - f(n))
\]

(5.20)

We can use the previous defined operators to rewrite this expression to:

\[
\mathcal{L}_{RW} f(n) = \frac{1}{2} \sum_{i,j} p(i,j) [(B_j A_i - B_i A_i) + (B_i A_j - B_j A_j)] f(n)
\]

(5.21)

Now, let \( G \) work on \( f(n) \) as an operator. This same operator can also be applied to \( \mathcal{L}_{RW} f(\eta) \), we get:

\[
G \mathcal{L}_{RW} f(n) = \frac{1}{2} \sum_{i,j} -p(i,j) \left[ (z_i - z_j) \left( \frac{\partial}{\partial z_i} - \frac{\partial}{\partial z_j} \right) \right] G f(n)
\]

(5.22)

We can can interpret the above as a new operator, namely \( \hat{\mathcal{L}} \) for which we have the identity 

\( G(\mathcal{L}_{RW} f) = \hat{\mathcal{L}}(G f) \). So we have shown that the generator of a random walk is intertwined with the generator of a deterministic ODE through the operator \( G \). This also implies that \( G(S_{RW}(t)) f = \hat{S}(t)(G f) \). Using the background material on flows, we find that the corresponding ODE is:

\[
\dot{z}_i = \sum_j p(i,j)(z_j - z_i)
\]

(5.23)

where \( i \in \mathbb{Z}^d \). This observation will be used later.

To continue the proof, we make another observation. The generalized generating function \( G f \) can be rewritten as

\[
G f(z) = \sum_{\bar{n}} f(\bar{n}) \frac{z^{\bar{n}}}{\bar{n}!}
\]

\[
= e^{\sum z_i} \left( \sum_{\bar{n}} f(\bar{n}) \frac{z^{\bar{n}}}{\bar{n}!} e^{-\sum z_i} \right)
\]

(5.24)

with \( \nu_z \) denoting the Poisson measure \( \nu_z = \otimes_{i \in \mathbb{Z}^d} Poisson(z_i) \). The expression \( \nu_z(f) \) is the standard Poisson integral. So, we have managed to relate the generalized generating
function to the Poisson measure.

Combining these observations with the intertwining relation \( \mathcal{G}(S_{RW}(t))f = \hat{S}(t)\mathcal{G}f \), we find that

\[
e^{\sum z_i \nu_z} S(t)RW f = e^{\sum z_i \nu_z} \hat{S}(t) f = e^{\sum z_i \nu_z} G f
\]

(5.25)

The notation \( z_i(t) \) might be confusing. We mean the position of the coordinate \( z_i \) when started from position \( z \) and evaluated at time \( t \). Using that the total sum over \( z_i \) is invariant over time, we can cross out the term \( e^{\sum z_i \nu_z} \) on both sides and are therefore left with

\[
\nu_z(S_{RW} f) = \nu_{z(t)}(f)
\]

(5.26)

This shows that the Poisson measure is invariant if we propagate using an IRW over time \( t \).

\[\square\]

Proof. (Theorem 18) We use the same notation and operators from the previous proof with some slight modifications. The main idea is to utilize intertwining of the random walk generator including a source with some deterministic ODE generator. It turns out that addition of a source at the origin still results in an intertwining with a deterministic ODE.

Recall the generator of the IRW model with a source in the origin, as in last proof, written in a slightly different way:

\[
\mathcal{H}_{RW} f(n) = \frac{1}{2} \sum_{i,j} p(i,j) \left[ \eta_i [f(n - \delta_i + \delta_j) - f(n)] + \eta_j [f(n - \delta_j + \delta_i) - f(n)] \right] + \lambda (f(n + \delta_0) - f(n))
\]

(5.27)

Using the operators that we defined, we can rewrite this as:

\[
\mathcal{H}_{RW} f(n) = \frac{1}{2} \sum_{i,j} p(i,j) [(B_i - B_j)(A_i - A_j)] f(n) + \lambda (f(n + \delta_0) - f(n)) = \mathcal{L}_{RW} f(n) + \lambda (f(n + \delta_0) - f(n))
\]

(5.28)

where \( \mathcal{L}_{RW} \) is the generator of a random walk without a source in the origin. Applying the operator \( \mathcal{G} \) to \( \mathcal{H} f(n) \) results in

\[
\mathcal{G}(\mathcal{H}_{RW} f(n)) = \mathcal{G}(\mathcal{L}_{RW} f(n)) + \mathcal{G}(\lambda (f(n + \delta_0) - f(n))) = \mathcal{L} \mathcal{G} f + \lambda \frac{\partial}{\partial z_0} \mathcal{G} f
\]

(5.29)
So, we see that the generator of the IRW with a source is intertwined with \( \hat{H} \equiv \hat{L} + \lambda \frac{\partial}{\partial z_0} \) through \( \mathcal{G} \). It turns out that this new generator \( H \) is also the generator of an ODE.

Now, letting the system evolve and integrating against the Poisson measure, we see that:

\[
\nu_z[S(t)_{RW+source}f] = e^{-\sum z_i (\mathcal{G}S(t)_{RW+source}f)(\xi)}
\]

(5.30)

These steps are not obvious at all, so we go through all steps. The first equality is given by the definition of integration against the Poisson measure starting from \( z \) and the relation of the Poisson measure with \( \mathcal{G} \). The second equality is given by the intertwining relation we proved previously. Since the generator of the ODE works on the argument of the function \( (\mathcal{G}f)(\xi) \), we get the third equality. This term \( z^\xi(t) \) is the solution of the ODE starting from \( \xi \) and moving up to time \( t \). Then, the last equality is again by definition of integration against the Poisson measure.

\section{5.5 Symmetric exclusion}

\subsection{5.5.1 Exclusion with a source}

The time evolution for exclusion with a source was captured in theorem 11. We restate it here, with a complete corresponding proof.

\textbf{Theorem 22. (Exclusion with a source)} Suppose a totally symmetric exclusion process is given on \( \mathbb{Z}^d \) with initial configuration \( \eta = \{0,1\}^{\mathbb{Z}^d} \) and a source term emitting particles at rate \( \lambda \). That is, if the time evolution satisfies an arbitrary dimensional form of the ODE (4.6), then the time evolution of \( \eta \) is given by

\[
\psi(t, x) = \mathbb{E}_\eta[\eta_t(x)] = 1 - \mathbb{E}_x[e^{-\lambda l_t(0)}(1 - \eta_0(X_t))]
\]

(5.31)

where \( l_t(0) = \int_0^t I(X_s = 0)ds \) is defined to be the local time spent at 0 of a particle executing a random walk \( (X_s) \) starting from \( x \).

\textit{Proof.} In order to solve the system, we must first solve the homogeneous equation. Now, writing \( \mathbb{E}_\eta[\eta_t(x)] = \psi(t, x) \), we rewrite the homogeneous form of the system as follows:

\[
\frac{d}{dt} \psi_h(t, x) = A_{RW} \psi_h(t, x) - \lambda \delta_{x,0} \psi_h(t, x) = (A_{RW} - \lambda \delta_{x,0}) \psi_h(t, x)
\]

(5.32)

Here, \( \psi_h(t, x) \) is the homogeneous solution. Both \( A_{RW} \) and \( \lambda \delta_{x,0} \) are linear operators, where \( A_{RW} \) is the standard generator of the exclusion process. Since it has the same form as the generator for the random walk process, we can apply the same technique for the solution operator. So, the associated semigroup is of the form \( e^{t(A_{RW} - F(x))} \) with \( F(x) = \lambda \delta_{x,0} \). To interpret this solution operator, we can use the very advanced Feynman-Kac theorem on our ODE to get the following solution:
\[
\psi_h(t, x) = e^{t(A_{RW} - F(x))} = \mathbb{E}_x^{RW} \left[ \eta_0(X_t) e^{-\lambda \int_0^t ds I(X_s = 0)} \right] \tag{5.33}
\]

As noted before, we use a shorthand notation \( l_0(t) = \int_0^t I(X_s = 0) ds \) for the expression in the exponent, which is called the local time spent at 0 during \([0, t]\). The notation \( I(X_s = 0) \) is just another way to write the Kronecker delta \( \delta_{X_s, 0} \). We proceed to solve the inhomogeneous equation

\[
\frac{d}{dt} \psi(t, x) = A \psi(t, x) + \lambda \delta_{x,0}
\tag{5.34}
\]

where \( A = A_{RW} - \lambda \delta_{x,0} \), using variation of constants, which is the same method as we used before. So, suppose that the solution of (5.34) is given by \( \psi(t, x) = e^{tA} \chi_t \) with \( \chi_t \) again being an unspecified function. One can check using the same procedure that we need to integrate the equation

\[
e^{tA} \frac{d\chi_t}{dt} = \lambda \delta_{x,0}.
\]

This leads to

\[
\chi_t = \int_0^t e^{-sA} \lambda \delta_{x,0} ds + \psi_h(0, x) \tag{5.35}
\]

and solution of the total equation

\[
\psi(t, x) = e^{tA} \chi_t + e^{tA} \psi_h(0, x)
\tag{5.36}
\]

Using a quick substitution \( u = t - s \) and applying the previous Feynman-Kac form, we can simplify this solution to:

\[
\psi(t, x) = \int_0^t e^{sA} \lambda \delta_{x,0} ds + e^{tA} \psi_h(0, x)
\tag{5.37}
\]

To make sense out of the last term, we observe the following. If we set \( f(x) = 1 \) in the ODE \( \frac{d}{dt}(\tilde{S}(t)f(x)) = \tilde{S}(t)(A_{RW} - \lambda \delta_{x,0})f(x) \), we can set \( A_{RW} f(x) = 0 \) by using the expression previously derived. So, we are left with \( \frac{d}{dt} \tilde{S}(t) = \tilde{S}(t)(-\lambda \delta_{x,0} 1) \), where 1 is the 1 function. Applying Feynman-Kac, we see:

\[
\frac{d}{dt} \tilde{S}(t) 1 = -\lambda \tilde{S}(t) \delta_{x,0} 1 = -\lambda e^{tA} \delta_{x,0} 1 = -\lambda \mathbb{E}_x[e^{-\lambda l_0(0)} \delta_{X_t,0}]
\tag{5.38}
\]

We can conveniently substitute this back into our previous solution. So,

\[
\psi(t, x) = \mathbb{E}_x[e^{-\lambda l_0(0)} \eta_0(X_t)] - \int_0^t \frac{d}{dt} \tilde{S}(s) 1 ds
\tag{5.39}
\]
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Since we can have at most one particle per site, it is actually more enlightening to pose the final solution as:

$$\psi(t, x) = 1 - E_x[e^{-\mathcal{L}_t(0)}(1 - \eta_0(X_t))]$$ \hfill (5.40)

\[\square\]

5.5.2 Symmetric exclusion with a sink

Let the following system be the system associated to symmetric exclusion with a sink added to the origin.

$$\frac{d}{dt} E_\eta[\eta_t(x)] = \begin{cases} 
E_\eta[\eta_t(x+1) + \eta_t(x-1) - 2\eta_t(x)] & \text{if } x \neq 0 \\
E_\eta[\eta_t(1) - \eta(0)] - \lambda \eta_t(0) & \text{if } x = 0 \end{cases}$$ \hfill (5.41)

**Theorem 23.** Suppose a totally symmetric exclusion process is given on $\mathbb{Z}^d$ with initial configuration $\eta = \{0, 1\}^{\mathbb{Z}^d}$ and a sink absorbing particles at rate $\lambda$ if they are present at the origin. That is, if the time evolution satisfies ODE (5.41), then the time evolution of $\eta$ is given by

$$\psi(t, x) = E_\eta[\eta_t(x)] = E_x[e^{-\lambda t}(X_t)]$$ \hfill (5.42)

where $l_t(0) = \int_0^t I(X_s = 0)ds$ is defined to be the local time spent at 0 of a particle executing a random walk $(X_s)$ starting from $x$.

**Proof.** This fortunately turns out to be a homogeneous equation. Setting $E_\eta[\eta_t(x)] = \psi(t, x)$, we can rewrite the systems as:

$$\frac{d}{dt} \psi(t, x) = (A_{RW} - \lambda \delta_{x,0})\psi(t, x)$$ \hfill (5.43)

This ODE has solution $\psi(t, x) = e^{tA}\psi(0, x)$ with $A = A_{RW} - \lambda \delta_{x,0}$. We can invoke the Feynman-Kac theorem to see that

$$\psi(t, x) = E_x[e^{-\lambda \int_0^t I(X_s = 0)ds}\eta_0(X_t)] = E_x[e^{-\lambda \mathcal{L}_t(0)}\eta_0(X_t)]$$ \hfill (5.44)

\[\square\]

5.5.3 Exclusion with multiple sources and sinks

We will now take the previous two exclusion cases to the extreme, where we place arbitrarily many sources and sinks throughout the grid $\mathbb{Z}^d$. Recall the ODE we posed for this system with $B$ the source set and $S$ the sink set:

$$\frac{d}{dt} \psi(t, x) = A_{RW}\psi(t, x) - \sum_{y \in S} \lambda \delta_{x,y}\psi(t, x) + \sum_{y \in B} \lambda \delta_{x,y}(1 - \psi(t, x))$$ \hfill (5.45)

The corresponding theorem states the solution of this system:
Theorem 24. Let $Z^d$ be a grid with an exclusion process on it. Now, let $S$ and $B$ be the sink and source collections respectively that also take part in the exclusion process through the system (4.14). Then, the solution to this system is given by:

$$
\psi(t, x) = 1 + \mathbb{E}_x \left[ e^{-\lambda \left( \sum_{y \in S} l_t(y) \right)} \eta_0(X_t) \right] - \mathbb{E}_x \left[ e^{-\lambda \sum_{y \in B} l_t(y)} \right] (5.46)
$$

where $l_t(y) = \int_0^t I(X_s = y) ds$ is defined as the local time the random walk $(X_t)$ spends at position $y$ during $[0, t]$.

Proof. We can again apply the same techniques and split the equation in a homogeneous and inhomogeneous part. So, for the homogeneous equation, we have:

$$
\frac{d}{dt} \psi_h(t, x) = A_{RW} \psi_h(t, x) - \sum_{y \in S} \lambda \delta_{x,y} \psi_h(t, x) - \sum_{y \in B} \lambda \delta_{x,y} \psi_h(t, x) = A \psi_h(t, x) (5.47)
$$

The solution to this equation is $\psi_h(t, x) = e^{tA} \psi_h(0, x)$. Using the Feynman-Kac theorem, we can express the solution operator as:

$$
\psi_h(t, x) = \mathbb{E}_x \left[ e^{\int_0^t V(X_s) ds} \eta_0(X_t) \right] (5.48)
$$

Here, $V(x) = - \left( \sum_{y \in S} \lambda \delta_{x,y} + \sum_{y \in B} \lambda \delta_{x,y} \right)$. Using linearity of the integral, we can also express the integral in the exponent as a sum of local times. So, let $l_t(y) = \int_0^t I(X_s = y)$ be the local time spent during $[0, t]$ at location $y$. Therefore, we can reform the solution as

$$
\psi_h(t, x) = \mathbb{E}_x \left[ e^{-\lambda \left( \sum_{y \in S} l_t(y) + \sum_{y \in B} l_t(y) \right)} \eta_0(X_t) \right] (5.49)
$$

To solve the inhomogeneous equation, we again use variation of constants which results in the following solution:

$$
\psi(t, x) = e^{tA} \psi_h(0, x) + \sum_{y \in B} \lambda \int_0^t e^{sA} \delta_{x,y} ds (5.50)
$$

Since we are only left with inhomogeneous source contributions, consider the ODE

$$
\frac{d}{dt} \tilde{S}(t) f(x) = \tilde{S}(t) \left( A_{RW} - \lambda \sum_{y \in B} \delta_{x,y} \right) f(x) (5.51)
$$

If we choose $f(x) = 1$, then we are left with:

$$
\frac{d}{dt} \tilde{S}(t) 1 = -\lambda \sum_{y \in B} \tilde{S}(t) \delta_{x,y} 1 = -\lambda \sum_{y \in B} e^{tA} \delta_{x,y} 1 (5.52)
$$

Here, $A' = A_{RW} - \lambda \sum_{y \in B} \delta_{x,y}$. Using this result, we can simplify our solution as:
\[
\psi(t, x) = e^{tA} \psi_h(0, x) - \int_0^t \frac{d}{ds} \tilde{S}(s) ds = e^{tA} \psi_h(0, x) - (\tilde{S}(t) - \tilde{S}(0))1
\]
\[
= 1 + e^{tA} \psi_h(0, x) - e^{tA'} 1.
\]
\[
= 1 + \mathbb{E}_x \left[ e^{-\lambda (\sum_{y \in S \cup B} \delta_{x,y})} \eta_0(X_t) \right] - \mathbb{E}_x \left[ e^{-\lambda \sum_{y \in B} t_1(y)} \right]
\]

(5.53)

So, this is our final solution for the cases where we add arbitrarily many sources and sinks to the grid. Of course, we made some hidden assumptions on the way, since we have changed sums and integrals on the way. Specifically, the place where it could lead to conflict is the function \( \psi(x) = - \left( \sum_{y \in S} \lambda \delta_{x,y} + \sum_{y \in B} \lambda \delta_{x,y} \right) \). Since Feynman-Kac shows that we need to take the integral \( \int_0^t V(X_s) ds \), we can only express this integral as a sum of local times if we allow the integrals and sums to change under certain conditions. This is however not a problem, since any grid \( \mathbb{Z}^d \) is countable, so the sums are countable, too.
Concluding remarks

As we have set the stage for movement towards a coupled TASEP, we look back on our analysis. The simplest model one can come up with to model the random walks particles execute in biological systems, is by considering the random walks to be independent of each other. By adding a source point, the process becomes somewhat more complicated and the resulting distribution is attenuated by the source term.

We have also found that Poisson measures stay invariant over time, whether a source emits particles at the origin at rate $\lambda$ or not. This also points towards possible configurations that must be satisfied if we start a process from the empty configuration. In this case, it turns out that we always end up with a Poisson distribution of particles if we start from the zero configuration on a grid.

With this information, we moved towards the more complicated case of exclusion, where only one particle is allowed per site at maximum. Consider a completely symmetric situation, we were able to reuse the tools developed before in combination with the Feynman-Kac theorem. Looking at a grid $\mathbb{Z}^d$ and placing arbitrarily many sources and sinks we were able to determine whether the grid overflowed with particles after some time or not. Specifically, we found the mathematically surprising result that when we add a source and sink to the origin, the grid will overflow with particles under the assumption that the local time tends to infinity as $t \to \infty$.

Unfortunately, this was not enough to build a TASEP model for transcription. Since asymmetric exclusion causes us to lose the previous tools, that have been developed. To properly describe transcription using TASEP, one needs to thoroughly study TASEP first and might therefore be explored in a further project. Nevertheless, the mathematical models that have been explored are very fascinating themselves from a mathematical point of view.
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