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GenPro4 Optical Model for Solar Cell Simulation and its Application to Multi-Junction Solar Cells

Rudi Santbergen, Tomomi Meguro, Takashi Suezaki, Gensuke Koizumi, Kenji Yamamoto and Miro Zeman

Abstract—We present a new version of our optical model for solar cell simulation: GenPro4. Its working principles are briefly explained. The model is suitable for quickly and accurately simulating a wide range of wafer based and thin-film solar cells. Especially adjusting layer thicknesses to match the currents in multi-junction devices can be done with a minimum of computational cost. To illustrate this, a triple junction thin-film silicon solar cell is simulated. The simulation results show very good agreement with EQE measurements. The application of an MgF₂ anti-reflective coating or an anti-reflective foil with pyramid texture is considered. Their effects on the implied photocurrents of top, middle and bottom cell are investigated in detail.
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I. INTRODUCTION

Solar cells are complex optical devices, employing advanced light incoupling and trapping strategies. Optical simulations are an important tool for solar cell design and provide detailed insight in reflection and parasitic absorption losses. These simulations require an optical model that, for a given solar cell structure, calculates the reflectance, absorptance and transmittance as a function of wavelength, taking into account scattering of light at the interfaces and trapping of light inside of the solar cell. In case the optical model is coupled to an electrical model for calculation of the solar cell’s current-voltage characteristics, the optical model also needs to provide the photon absorption profile along the depth of the absorber layer [1-5].

Most of the existing optical models are either based on wave optics or ray optics. Wave optics models take the full electromagnetic wave nature of light into account by rigorously solving the Maxwell equations. Due to the high computational cost these Maxwell solvers are limited to small simulation domains, so only periodic thin-film solar cells can be simulated within reasonable computation time [6]. Ray optics on the other hand approximates light as rays. Ray tracing techniques are commonly used to simulate textured c-Si solar cells [7,8]. However, because wave effects like diffraction are ignored, ray optics is not suitable for simulating light scattering by sub-wavelength features.

In most commercially available Maxwell solvers or ray tracing software it is possible to create a 3D model of a complete solar cell. However, in many cases the solar cell can, to a good approximation, be represented as a 1D multilayer structure. This allows the use of simpler and faster multilayer methods. In case all interfaces are optically flat, straightforward transfer-matrix or net-radiation methods can be used [9,10]. In case the interfaces have a texture that scatters light, extended multilayer methods can be used [11-16]. We previously introduced the extended net-radiation method [17,18] and similar methods have been proposed since [19,20]. The extended net-radiation method takes the angular intensity distribution of scattered light for every interface as input. A simple intensity distribution (e.g. Lambertian) can be assumed or a more realistic distribution can be calculated taking into account the dependence on wavelength and the angle of incidence by using dedicated interface models. In our previous implementation a Phong distribution [21] was assumed for sub-wavelength textured interfaces and a 2D ray tracing model was used for interfaces with larger textures.

In this paper we introduce a new, much improved version of our optical model for solar cell simulation: GenPro4. The novelty is not so much the use of the extended net-radiation method, which we [17,18] and others [19,20] have presented before, but the addition of fast and flexible interface models for light scattering at textured interfaces. Interfaces with sub-wavelength random texture are simulated using the scalar scattering model developed by Jäger et al. [22,23]. Interfaces with larger texture are simulated using ray tracing. Both interface models are fully 3D and can take an atomic force microscopy (AFM) scan of the surface morphology as input. Angular intensity distributions calculated by commercially available Maxwell solvers, as done by Li et al. [19], can be given as input as well. In addition we include new algorithms for detailed analysis of reflection losses and for current matching in multi-junction solar cells. GenPro4 has been validated for a wide range of wafer based and thin-film solar
cells [24-26] and is now commercially available to the solar cell community [27].

In section II the working principles of GENPRO4 are explained. Then in section III we illustrate its new features by considering a triple junction thin-film silicon solar cell. We analyze the effects of an MgF2 anti-reflection coating and an anti-reflective foil with pyramid texture on the implied photocurrents of top, middle and bottom cell. Finally, in section IV the conclusions are presented.

II. MODEL DESCRIPTION

This section explains the extended net-radiation method on which GENPRO4 is based. More details can be found in the GENPRO4 user manual [28]. The method is completely general and can be applied to both wafer based and thin-film solar cells.

A. Flat interfaces

In the simplest case where all interfaces are flat, the conventional net-radiation method can be used [10]. In the net-radiation method the solar cell is represented as a multilayer structure as shown in Fig. 1. We number the layers and interfaces from top to bottom. The subscript $i$ will be used to indicate layer and interface numbers. The goal of the simulation is to determine the overall reflectance $R$, the transmittance $T$ and the absorptance of each layer $A_i$. Each layer is characterized by thickness $d_i$ and complex refractive index $N_i(\lambda)$, where $\lambda$ is the wavelength. Because $N_i$ is wavelength dependent, $R$, $T$ and $A_i$ are wavelength dependent as well. Below it is explained how $R$, $T$ and $A_i$ are calculated for a single wavelength. This calculation is then repeated for every wavelength in the relevant wavelength range.

When all interfaces are optically flat, the interface reflectances $r_i$ can be calculated from the Fresnel equation and the corresponding interface transmittances are given by $t_i = 1 - r_i$. The layer transmittances $t_i$ can be calculated from the Lambert-Beer law. Note that the values of $r_i$, $t_i$ and $t_{\perp}$ depend on the angle of incidence. An incident photon can bounce between the interfaces multiple times and travel a complicated path (see Fig. 1a). Therefore, to calculate $R$, $T$ and $A_i$ from $r_i$, $t_i$ and $t_{\perp}$, all possible reflections have to be taken into account. There are different mathematically equivalent methods to do this. The net-radiation method, is illustrated in Fig. 1b. At every interface four fluxes are defined: $q^x_i$. Here subscript $i$ is the interface number and the superscript $x$ ($= a$, $b$, $c$ or $d$) indicates whether the light is approaching/leaving the interface from the top/bottom, as defined in Fig. 1b. Each flux represents the net-radiation (in W/m²) due to all possible photon paths. All fluxes are related by a set of linear equations [10]:

$$
\begin{align*}
q^a_i &= t_i \cdot q^d_{i-1} \\
q^b_i &= r_i \cdot q^a_i + t_i \cdot q^c_i \\
q^c_i &= r_{i+1} \cdot q^b_{i+1} \\
q^d_i &= t_{i+1} \cdot q^c_i + r_i \cdot q^c_i
\end{align*}
$$

In total there are $4 \cdot I$ equations, where $I$ is the total number of interfaces. It is convenient to normalize all fluxes to the incident power, such that they can be written in non-dimensional form. The assumption that all light is incident from the top and none from the bottom then implies that $q^a_1 = 1$ and $q^c_I = 0$. Eq. (1) represents a set of linear equations that can be solved using standard numerical techniques to obtain the values of every flux. From this, the desired $R$, $T$ and $A_i$ are obtained

$$
\begin{align*}
R &= q^b_1 \\
T &= q^d_I \\
A_i &= q^c_{i-1} \cdot q^c_{i-1} + q^a_i \cdot q^a_i
\end{align*}
$$

Note that $A_i$ is simply the sum of fluxes entering minus the fluxes leaving layer $i$.

![Fig. 1. Schematic representation of a multilayer structure showing the numbering convention for layers and interfaces. a) Various optical paths contributing to $R$, $T$ and $A_i$. b) Net-radiation fluxes.](image)

B. Interference

The fluxes $q$ introduced in section IIA represent the light intensities in W/m². In eq. (1) and (4) these fluxes are simply being added without taking into account interference effects. This approach is only accurate for so-called incoherent layers that are thick compared to the coherence length of the incident sunlight ($\approx 1 \mu$m). For thin (coherent) layers, interference does play a role and GENPRO4 uses a different calculation method in which the fluxes represent the complex amplitudes of electromagnetic waves [11]. GENPRO4 can combine these two distinct approaches by treating the thin (coherent) layers as a ‘coating’, which is part of the interface between two thick (incoherent) ‘layers’. In GENPRO4 ‘layers’ are treated incoherently and do not give rise to interference while ‘coatings’ are treated coherently and do give rise to interference. Note that GENPRO4 calculates the photon absorption profile of both the coherent and incoherent layers using the method described in ref. 11.

C. Surface Texture

Most interfaces in the solar cell have a surface texture to reduce reflection losses and to scatter incident light into the absorber layer. In that case, instead of having one discrete propagation direction, the reflected and transmitted light is characterized by an angular intensity distribution over the available propagation directions. Each propagation direction
can be visualized as a point on a hemisphere, characterized by zenith angle \( \theta \) and azimuth angle \( \varphi \). The net-radiation method described in section IIA can then be extended by sub-dividing this hemisphere into angular intervals each with a corresponding sub-flux. In this case we use a discretization scheme that divides the hemisphere into cones, such that each of the angular intervals is bounded by an upper and lower zenith angle \( \theta \), as indicated in Fig. 2a. The zenith angle is measured relative to the surface normal direction and ranges from \( 0^\circ \) (perpendicular to the interface) to \( 90^\circ \) (parallel to the interface). Typically the number of angular intervals is set to 30, resulting in an angular width of the intervals of \( 3^\circ \). Each flux is then divided into 30 sub-fluxes as indicated in Fig. 2b. All relations between these sub-fluxes can still be written as a set of linear equations. Note that this set now contains 4 · \( I \) · \( V \) equations, where \( I \) and \( V \) are the number of interfaces and the number of angular intervals, respectively. Typically this results in a large set of hundreds of equations. However, using standard numerical techniques a computer can solve such a set of linear equations within a fraction of a second.

![Fig. 2. a) Division of every hemispherical direction into angular intervals. b) Net-radiation sub-fluxes at interface 1. (For clarity the figure shows six intervals. GenPro4 typically uses 30 intervals for higher accuracy.)](image)

It is convenient to indicate each sub-flux in the following way: \( q_i^k(v) \), where \( x \) and \( i \) have the same meaning as explained in section IIA, and \( v \) is the interval number. For example \( q_5^k(5) \) is the flux approaching interface 2 from above in the 5\(^{th} \) angular interval (i.e. the interval ranging from 12\(^{th} \) to 15\(^{th} \)). The fluxes can then be grouped into vectors \( \mathbf{q}_i^k = [q_i^k(1), q_i^k(2), ..., q_i^k(V)] \), where the bold font indicates a vector. \( V \) is the number of intervals, which typically is 30. This vector notation allows the large set of equations to be written in a compact way using matrix multiplication.

\[
\begin{align*}
q_i^a &= r_i \cdot q_i^{a-1}
\end{align*}
\]

\[
\begin{align*}
q_i^b &= t_i \cdot q_i^{b+1} + t_i \cdot q_i^c
\end{align*}
\]

\[
\begin{align*}
q_i^c &= t_{i+1} \cdot q_i^{b+1} + r_i \cdot q_i^a
\end{align*}
\]

Note that the coefficients \( r_i, t_i \), and \( t_{i+1} \) are now also in bold to indicate that these are now matrices of size \( V \times V \). The matrices \( r_i, t_i \), to which we will refer as scattering matrices, contain the angular intensity distribution of scattered light for every angle of incidence (also known as the bi-directional scatter distribution function). The \( r_i \) and \( t_i \) matrices for light incident on interface \( i \) from the top and bottom are different and the superscripts ‘+’ and ‘-’ are used to distinguish them. The scattering matrices are calculated from the surface morphology of the interface using either the ray optics model or the wave optics model, as will be illustrated in section IID. Once the matrices are calculated, they can be substituted into eq. (5) and the set of equations can be solved.

The vector \( q_i^k \) contains all fluxes leaving the top of the first interface (see Fig. 2b) and therefore contains the information regarding the angular intensity distribution of light reflected by the multilayer structure. The total reflectance \( R \) is simply sum of the intensity of all the elements of this vector \( \sum q_i^b = q_i^b(1) + q_i^b(2) + ... + q_i^b(V) \). Similar to eq. (2-4), \( R, T \) and \( A_i \) are given by

\[
R = \sum q_i^b
\]

\[
T = \sum q_i^d
\]

\[
A_i = \sum q_i^d - \sum q_i^b + \sum q_i^{b+1} - \sum q_i^{a+1}
\]

\[
(6)
\]

\[
(7)
\]

\[
(8)
\]

D. Calculation of Scattering Matrices

As explained above, every interface \( i \) is characterized by four scattering matrices \( (r_i^a, t_i^a, r_i^b, t_i^b) \). Matrix element \( (u,v) \) indicates the probability that a photon, incident from angular interval \( v \), after reflection or transmission ends up in interval \( u \). For visualization purposes we place these scattering matrices in a \( 2 \times 2 \) array to form one single matrix as shown in Fig. 3. The horizontal axis of the matrix represents the incident angle and the vertical axis represents the outgoing angle. As also indicated in Fig. 2b, these angles go from \(+ 0^\circ\) (normal incidence from above the interface) to \( \pm 90^\circ \) (parallel to the interface) and back to \(- 0^\circ\) (normal incidence from below.

![Fig. 3. Scattering matrices calculated by GenPro4 for a) a flat air/glass interface. b) an interface with Asahi U-type texture (calculated for \( \lambda = 600 \) nm). c) an air/glass interface with an inverted pyramid texture with a steepness of 55\(^\circ\).](image)
the interface). Plus and minus signs are used to indicate whether an angle is measured from the surface normal above or below the interface. The color indicates the corresponding probability which ranges from 0% (black) to 100% (white). Each quadrant of the matrices shown in Fig. 3 consists of one scattering matrix with $90 \times 90$ elements, corresponding to a small angular interval of 1°. The number of intervals can be increased to improve accuracy at the cost of increased simulation time. Intervals of 3°, resulting in scatter matrices of $30 \times 30$ elements, usually provide a good trade-off between accuracy and simulation time. Note that conservation of energy dictates that the sum of every column adds up to 100%. The reciprocity theorem [29] dictates that if light can go from interval $u$ to $v$, the reverse path $v$ to $u$ should also be allowed, which implies that the matrix should be symmetrical.

**Model for Flat Interfaces**

A basic ray-optics model based on the Fresnel equations for reflectance and Snell’s law for refraction angles is used for flat interfaces. Here we consider a flat air/glass interface of which the resulting scattering matrices are shown in Fig. 3a. The line on the main diagonal represents the specular reflection component, because for specular reflection a photon incident in interval $u$ is reflected back into the same interval $u$. The other lines (near the counter diagonal) represent the transmission component. As a result of refraction these lines are curved and terminate at the critical angle. The sum of each column adds up to 100% indicating that energy is conserved. Also the matrix is symmetrical, which is in agreement with the reciprocity theorem.

**Model for Interfaces with Small Texture**

For surface textures with features smaller than the wavelength, wave effects like interference and diffraction need to be taken into account. For this the scalar scattering model developed by Jäger et al. [22,23] was implemented in GENPRO4. Input for this model is a height map of the surface morphology. The interface is then approximated by an array of point sources, each emitting spherical scalar waves at a phase calculated from the local height of the morphology and the angle of incidence. The scattering intensity for a particular direction depends on whether these waves interfere constructively or destructively in the far field. Mathematically this is equivalent to taking the Fourier transform of the pupil function. This scalar scattering model has been experimentally validated for a wide range of surface morphologies and was shown to be most accurate for morphologies with feature sizes on the order of 100 nm or less [22,23].

Amorphous silicon (a-Si:H) solar cells are commonly deposited onto an Asahi U-type glass/SnO:F substrate. This has a surface texture with a root mean square roughness of about 50 nm. Its morphology was measured using AFM and used as input for the scalar scattering model. Fig. 3b shows the corresponding scattering matrices calculated for an SnO:F/a-Si:H interface with this texture. The diffusely reflected and transmitted light is scattered over a broad angular range, distributing the probabilities over a wide range of intervals. The specular reflection and transmission components are visible as the thin lines. The sum of each column again adds up to 100% indicating that energy is conserved. However, Fig. 3b reveals that the matrix is not symmetrical, which means that the scalar scattering model developed by Jäger et al. is not reciprocal. This limitation, which we have exposed by displaying the scalar matrices in this way, means that care should be taken when using this model. In section III we will however, show by means of experimental validation that the model is accurate for the thin-film silicon solar cell considered.

**Model for Interfaces with Large Texture**

For surface textures with a feature size that is large compared to the wavelength, wave effects can be ignored and ray optics applies. For this, GENPRO4 uses a built-in ray tracing model. To calculate column $u$ of the interface matrix, incident rays are emitted onto the textured interface from interval $u$ and the angular intensity distribution of rays reflected and transmitted by the interface is recorded. This is then repeated for every incident angular interval. Fig. 3c shows the resulting scattering matrices of an air/glass interface with an inverted pyramid texture with a steepness of 55°. This figure shows that for a given angle of incidence, a ray can be reflected or transmitted in various directions. This is because each pyramid has four facets, each with a different orientation, that can be hit by the ray one or multiple times. The sum of each column adds up to 100% indicating that energy is conserved. Also the matrix is symmetrical, from which it can be concluded that the ray tracing model does not violate the reciprocity theorem.

**External Models**

The three interface models mentioned above are included in GENPRO4. With these models most types of c-Si and thin-film solar cells can be simulated accurately. However, some effects, such as plasmonic effects and refractive index grading, are not included. These effects can nonetheless be simulated for a single interface using external models such as a Maxwell solver or an effective medium model. As long as the external model can predict the angular intensity distribution of reflected and transmitted light as a function of the angle of incidence, this information can be imported by GENPRO4 in the form of a scattering matrix and included in the simulation. In this way different simulation techniques, each optimized for a particular interface, can be combined in a computationally efficient way. By displaying the generated scattering matrices as shown in Fig. 3, one can quickly check whether conservation of energy and reciprocity are obeyed.

**E. Features of the Model**

The extended net-radiation method is very fast and efficient and a typical simulation takes only a few minutes. In GENPRO4 most computation time is spent on calculating the scattering matrices $r_i$, and $t_i$ for every wavelength. When repeating the simulation with a different layer thickness, the corresponding layer transmittance matrix $r_i$ changes, but the scattering matrices $r_i$ and $t_i$ stay the same. In that case the previously calculated scattering matrices can be re-used without recalculation to save computation time. This is especially useful for matching the currents between sub-cells.
of a multi-junction solar cells by varying absorber layer thicknesses, as will be illustrated in the next section.

In the next section we simulate multi-junction solar cells under normally incident light. In that case the incident flux is in the first angular interval of $q_1^{	heta}$. However, it is also possible to have this flux incident in any other angular interval of $q_1^{	heta}$ and simulate the cell under a different angle of incidence. One could even distribute the incident flux over several intervals to mimic the angular distribution of diffuse light coming from different parts of the sky.

The simplifying assumptions that make the GenPRO4 model fast, also give rise to some limitations that have to be considered. Firstly, the model represents the solar cell as a multilayer system. 3D structures that deviate from this, like metal contact fingers, cannot be included in the simulation. Also the calculated photon absorption profile along the depth of the absorber layer is a 1D cross-section. 3D non-uniformities are not resolved. Secondly, for this work we have not discretized the angular intervals with respect to the azimuth angle (see Fig. 2a). This is convenient for flat interfaces or random textures with rotation symmetry around the surface normal, but it is less accurate for periodic textures that do not have this rotation symmetry, such as gratings or grooves.

### III. RESULTS

In this section we consider the triple junction thin-film silicon solar cell design by Kaneka Corporation, indicated in Fig. 4a. The top, middle and bottom cell are amorphous silicon (a-Si:H), amorphous silicon/germanium alloy (a-SiGe:H) and nano-crystalline silicon (nc-Si:H). The bandgaps of these respective materials are 1.8 eV, 1.5 eV and 1.1 eV. Each cell consists of an intrinsic absorber layer with 10 to 20 nm thin p and n-type regions at the front and rear, respectively. Two low-index intermediate reflector layers separate the top and middle cell and the middle and bottom cell, respectively [29]. The whole layer stack was deposited onto a glass/SnO$_2$:F superstrate (Asahi U-type). The SnO$_2$:F is approximately 700 nm thick and serves as transparent front contact. In addition it has a surface texture with an rms roughness of about 50 nm, to scatter the incident light. At the rear side there is a back reflector consisting of 100 nm of ZnO:Al and 300 nm of silver.

In this initial design, the thicknesses of top, middle and bottom intrinsic layer (i-layer) are 100.0 nm, 112.5 nm and 2300 nm, respectively. This triple junction device was fabricated by Kaneka Corporation. The external quantum efficiencies (EQE) of top, middle and bottom cell were measured and the result is shown in Fig. 4b (symbols). This shows that the top, middle and bottom cell each absorb a different part of the spectrum. The corresponding short circuit current densities, obtained by integrating the EQE curves over the AM1.5g spectrum, are indicated as well. This shows that the bottom cell generates the lowest current density of 7.70 mA/cm$^2$ and therefore limits the current of the total device.

GenPRO4 was used to simulate the layer structure of Fig. 4a in the wavelength range 300 to 1200 nm in steps of 10 nm. The layer thicknesses mentioned above were used and the refractive index and extinction coefficient of each layer was measured in-house using spectral ellipsometry and/or reflection/transmission measurements. In principle such thin i-layers could give rise to interference fringes in the EQE curves. However, the measured EQE curves shown in Fig. 4b do not show such fringes. Most likely these interference fringes are suppressed by the strong light scattering due to the surface textures. For this reason we simulate the i-layers incoherently. The first two interfaces (air/glass and glass/SnO$_2$:F) are flat. The SnO$_2$:F superstrate has a nano-texture designed for light scattering and its surface morphology was measured using AFM over an area of 20 µm × 20 µm. All subsequent interfaces have a nano-texture as well. The most accurate simulation results are obtained when the measured morphology of every interface is used as input [22,23]. However, here we use the simplifying assumption that deposition is perfectly conformal, such that all subsequent interfaces have the same texture. To make sure that this assumption does not introduce a significant error, experimental validation will be presented below. The angular intensity distribution of light scattered by the textured interfaces was simulated using the scalar scattering model with the AFM scan of the surface morphology as input [22,23].
GenPRO4 gives the reflectance, absorptance of each layer and the transmittance as a function of wavelength. The absorptances of the top, middle and bottom i-layer, calculated for normal incidence, are shown in Fig. 4b (lines) and compared with the measured EQE (circles). For state-of-the-art devices it is accurate to assume that every photon absorbed in the i-layer generates one electron-hole pair and recombination losses can be ignored. In that case the absorptance of the i-layer should be identical to the cell’s EQE. Fig. 4b shows that there is very good agreement between measurement and simulation. This simulation result shows that GenPRO4 is a valid tool for simulating this type of solar cell. In addition it shows that for this type of solar cell a purely optical simulation can be used to predict EQE curves and the corresponding short circuit current densities. Note that if losses due to recombination of photogenerated charge carriers play a more important role, an electrical model that takes these effects into account would have to be needed to accurately predict the EQE.

Next the simulation is repeated for different top and middle i-layer thicknesses while keeping the thickness of the bottom cell fixed at 2300 nm. In all simulations normal incidence is assumed and the current densities are obtained by integrating over the AM1.5g spectrum. The goal is to determine the thickness combination that results in perfectly matched cell currents. Because the scattering matrices calculated in the first simulation can be reused, each simulation finishes within a few seconds. This means that it is feasible to simulate many thickness combinations. We vary both top and middle i-layer thickness from 50 to 150 nm in steps of 5 nm. The result of more than 400 simulations is shown in Fig. 5a. It shows the device current density as a function of top and middle cell thickness for a fixed bottom cell thickness of 2300 nm. Note that this device current density is the limiting current, i.e. the lowest current generated by the top, middle or bottom cell. When the top cell is thin (region indicated in blue), it limits the device current. When the middle cell is thin (region indicated in green), this cell limits the device current. When both top and middle cell are thick (region indicated in red), the bottom cell limits the device current. The highest device current is obtained when all currents are perfectly matched. The simulation shows that this is the case when the top cell is 94.0 nm thick (instead of 100.0 nm) and the middle cell is 99.5 nm thick (instead of 112.5 nm). At this point the device current density is 7.98 mA/cm². Therefore, relative to the initial device considered in Fig. 4b, decreasing the thickness of top and middle i-layer increases the device current by 3.6%. Note that in practice it is difficult to deposit this films of this exact layer thickness with sub-nanometer accuracy uniformly and reproducibly over large areas. The mentioned thicknesses should therefore be interpreted as target thicknesses and the corresponding increase in device current as the theoretically maximum achievable current gain.

Fig. 5b shows the absorptance of each layer as a function of wavelength in the current matched device. The desired absorption in the i-layers is indicated by the light brown area and the contributions from top, middle and bottom i-layer are indicated by the blue, green and red lines. Integrating these curves over the AM1.5g spectrum confirms that top, middle and bottom cell generate exactly the same current density of 7.98 mA/cm². Besides the desired absorption, there are significant parasitic absorption losses as well. The yellow and orange area represent the absorption losses in SnO₂:F and the combined absorption losses in the p and n-layers. The white area represents the reflectance loss.

The reflectance loss is one of the largest optical losses and two approaches for reflection reduction are tried. Firstly the effect of an MgF₂ anti-reflective coating, with a refractive index of about 1.38, is investigated. A bare air/glass interface has a constant reflectance of 4%. A MgF₂ coating reduces this to less than 2%, but only in the wavelength range near a reflection minimum. The first order reflection minimum occurs at a wavelength that is 4 times the coating’s optical thickness. Therefore, with increasing coating thickness the first order reflection minimum red-shifts and consecutively overlaps the region where top, middle and bottom cell are most sensitive. By tuning the coating thickness it should therefore be possible to selectively enhance the current in top, middle or bottom cell.

GenPRO4 was used to simulate the triple junction cell with MgF₂ coating. Fig. 6a shows the simulated top, middle and bottom cell current density as a function of coating thickness. This reveals that the optimum MgF₂ coating
thicknesses for maximum currents from top, middle and bottom cell are 88 nm, 110 nm and 130 nm, respectively. Overall, the optimum coating thickness is 110 nm, as this increases the top, middle and bottom cell currents by 1.7%, 2.0% and 1.7%, respectively. When starting from a perfectly current matched device, as shown in Fig. 6a, the MgF\textsubscript{2} coating will therefore increase the device current by 1.7%. Note however that when starting from a slightly mismatched device, the highest device current may be achieved by targeting the cell that is limiting the current. For example when the device current is limited by the bottom cell (as for the initial configuration considered in Fig. 4b), a 130 nm coating would enhance the device current by 1.8% while a 110 nm coating would enhance this by only 1.7%.

Fig. 6a also shows a second set of maxima for coating thicknesses of more than 200 nm. These maxima are caused by the second order reflection minimum passing over the spectral regions where respectively top, middle and bottom cell are most sensitive. Interestingly, because the second order reflection minimum is much narrower, the current of the individual cells can be enhanced more selectively. For example, a 260 nm thick MgF\textsubscript{2} coating enhances the top cell current by 1.3%, without affecting the bottom cell current.

![Graph](image)

Fig. 6. Top, middle and bottom cell implied photocurrent density. a) As a function of MgF\textsubscript{2} coating thickness. b) As a function of texture foil pyramid steepness.

A second approach for reducing reflectance loss is to apply a transparent polymer at the air/glass interface that has a texture with a feature size in the micron to millimeter range [31]. Here we will consider a square base pyramid texture. Such a foil will reduce reflectance loss when any light reflected off one pyramid hits a neighboring pyramid and enters the material. To which extent this occurs depends on the steepness of the pyramid (i.e. the angle the pyramid face makes with the horizontal). As long as the pyramids are larger than the wavelength of the incident light, ray optics applies and the anti-reflective properties do not depend on the exact size of the pyramid. Unlike the MgF\textsubscript{2} coating, this anti-reflective foil will cause a broadband reflection reduction that affects the top, middle and bottom cell in the same way. However, refraction of light by the texture changes the propagation direction of light inside the device. The light will be scattered in somewhat different directions at each of the nano-textured interfaces. Because every layer has a different, wavelength dependent, refractive index it is difficult to predict the overall effect in advance. Some layers might absorb more light, leaving less light for other layers thereby potentially creating some current mismatch between top, middle and bottom cell.

GenPro4 was used to investigate the effect of such a pyramid textured anti-reflective foil. For simplicity it was assumed that the foil has the same optical properties as glass. Note that ray optics is used for the pyramid texture while wave optics was used for the nano-textured interfaces. The fact that ray and wave optics can be combined in this way shows the flexibility of GenPro4. The pyramid steepness was varied between -60° and 60°, where a negative and positive steepness signify inverted and upright pyramids, respectively. Fig. 6b shows the top, middle and bottom cell currents as a function of pyramid steepness. This shows that a shallow pyramid with a steepness less than 30° has little effect. This steepness is insufficient to induce a second bounce and reduce reflectance. However, increasing the pyramid steepness from 30° to 45° does reduce reflectance and enhances all cell currents by about 5%, both for inverted and upright pyramids. About 4% of this gain can be attributed to reduced reflection losses and the additional 1% is due to increased path length inside the absorber layers. No significant further increase is observed when pyramid steepness is increased beyond 45°. Small differences between the cells can be observed. Especially for a pyramid steepness of ±45°, where the bottom cell current exceeds the current of the top cell by 1.8%.

![Graph](image)

Fig. 7.a) SEM image of anti-reflective texture foil showing the inverted pyramid texture. b) IV-curve, measured independently by AIST in Japan, of the triple junction thin-film silicon PV module with an area of 1.42 m × 1.10 m with anti-reflective texture foil.

Based on these simulation results an anti-reflective texture foil was developed with inverted pyramids of 70 μm wide and with a steepness of -55°, as shown in Fig. 7a. This texture foil was then applied to a large area (1.42 m × 1.10 m) triple junction thin-film silicon PV module. As predicted by the model, the application of the foil increased the PV
module’s current and power output. This resulted in a PV module power of 184 Wp, which corresponds to an initial conversion efficiency of 11.77%, as independently confirmed by measurement at the National Institute of Advanced Industrial Science and Technology (AIST) in Japan (shown in Fig. 7b). This is a very high efficiency for a thin-film silicon PV module of this size.

The results presented in this section have shown that both an MgF2 coating and texture foil can enhance the device current of the triple junction thin-film silicon solar cell, but can also introduce a slight current mismatch. In order to arrive at the maximum device current, the cell currents need to be perfectly matched. Therefore the effects of MgF2 coating or anti-reflective foil need to be taken into account when determining the optimum top, middle and bottom i-layer thickness. GENPRO4 was used to ‘rematch’ the currents by varying top and middle cell i-layer thicknesses. This was done for both the case of the device with either MgF2 coating or with anti-reflective foil. The results are shown in Table 1 and the case with bare glass is given as a reference. Note that it was not needed to systematically go through all possible thickness combinations (as shown in Fig. 5a). Instead a simplex search algorithm was used to quickly find the top and middle cell thickness for perfect current matching.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>TOP, MIDDLE AND BOTTOM I-LAYER THICKNESS AND CORRESPONDING MATCHED CURRENT.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top [nm]</td>
</tr>
<tr>
<td>Bare glass</td>
<td>94.0</td>
</tr>
<tr>
<td>MgF(_2) (110 nm)</td>
<td>94.3</td>
</tr>
<tr>
<td>Foil (-55° pyramid)</td>
<td>97.1</td>
</tr>
</tbody>
</table>

### IV. CONCLUSIONS

GENPRO4 is a much improved version of our optical model for simulation of solar cells. It is based on the extended net-radiation method in which ray optics and wave optics are combined in a computationally efficient way. It can be used to gain insight in the optical losses of the solar cell and is especially suitable for quickly finding the absorber layer thicknesses needed for current matching in multi-junction solar cells.

The features of GENPRO4 are illustrated by simulation of a triple junction thin-film silicon solar cell. Very good agreement with EQE measurements is found. Simulations show that perfect current matching can be achieved by reducing the thicknesses of top and middle i-layer and thereby increasing the device current by 3.6%. A 110 nm thin MgF2 anti-reflection coating on the front glass can increase the device current by an additional 1.7%. Alternatively, a foil with inverted or upright pyramid texture of at least 45° steepness can increase the device current up to 5%. Both the MgF2 coating and the texture foil introduce a slight current mismatch which can be corrected by adjusting the i-layer thicknesses.
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