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Abstract—Receiver operator characteristic (ROC) analysis has become a standard tool in the design and evaluation of two-class classification problems. It allows for an analysis that incorporates all possible priors, costs, and operating points, which is important in many real problems, where conditions are often nonideal. Extending this to the multiclass case is attractive, conferring the benefits of ROC analysis to a multitude of new problems. Even though the ROC analysis extends theoretically to the multiclass case, the exponential computational complexity as a function of the number of classes is restrictive. In this paper, we show that the multiclass ROC can often be simplified considerably because some ROC dimensions are independent of each other. We present an algorithm that analyzes interactions between various ROC dimensions, identifying independent classes, and groups of interacting classes, allowing the ROC to be decomposed. The resulting decomposed ROC hypersurface can be interrogated in a similar fashion to the ideal case, allowing for approaches such as cost-sensitive and Neyman-Pearson optimization, as well as the volume under the ROC. An extensive bouquet of examples and experiments demonstrates the potential of this methodology.

Index Terms—Pattern recognition, machine learning, design methodology, classifier design and evaluation, receiver operator characteristic, multiclass analysis, cost sensitive, volume under the ROC.

1 INTRODUCTION

RO C kerner operator characteristics (ROCs) [1], [2] have become a standard tool for the design, optimization, and evaluation of two-class classifiers. In cost-sensitive problems, the ROC can be used directly to select the best operating point based on given priors and costs [3]. Similarly, the Neyman-Pearson-type optimization can be carried out simply by selecting the operating point corresponding to a specified error [4]. In imprecise environments, ROC analysis is particularly useful, since it provides the means for comparing competing models over a range of operating conditions [3]. The Area under the ROC (AUC) [5] has become an important performance measure in this regard, since it is invariant to operating conditions. Fluctuations in performance due to variations in class abundances can also be analyzed, since they are constrained to vary along the ROC [6].

However, the ROC has only been studied primarily in the two-class case. Extension to the multiclass case is attractive, since it would confer the benefits of ROC analysis to more problems in pattern recognition. Recently, a number of studies in this area have been performed. The three-class case has been studied in [7] and [8]. In [9], we generalized the multiclass ROC by using a framework involving weighting of classifier outputs, which are analogous to the two-class “classifier threshold.” The limitation of the extension was exposed by showing that the computational complexity is exponential with an increasing number of classes \( C \), restricting the analysis to problems with low \( C \). In [10], the ROC convex hull method for comparing classifiers in [11] was shown to extend theoretically to the \( C \)-class case. The Volume under the ROC hyperSurface (VUS), which is a generalization of the AUC, has been studied in [12], presenting calculations/estimations of the performance bounds of the VUS as a function of an increasing number of classes \( C \). In [13], a theoretical study of the VUS argued that since the VUS of a random classifier approaches that of a perfect classifier as \( C \) increases, the VUS may not, in fact, be a very useful performance measure. In [14], we presented a simplified VUS measure that extends with \( C \), but these approaches are all limited to low \( C \). The work in [15] and [16] propose simplified VUS measures that are efficient for high \( C \) problems. The former averages AUC scores between each class and all remaining classes, and the latter averages AUC scores between all class pairs.

The area of multiclass, cost-sensitive, and Neyman-Pearson optimization is also related to the ROC analysis. In the cost-sensitive case, the classifier weight/threshold optimization problem has been posed in an optimization framework. In [17] and [18], greedy search approaches were developed to optimize a classifier to given costs/priors but are prone to local minima. In [9], a naive and greedy approach was presented, as well as a data-driven approach involving the construction of two-class ROCs between all class pairs. Classifier weights are assembled from the various ROC pairs based on the given class priors and

---

The authors are with the Information and Communication Theory Group, Delft University of Technology, Mekelweg 4, 2628 CD Delft, The Netherlands. E-mail: LandgrebeTCW@gmail.com, r.duin@tue.nl.

Manuscript received 5 Feb. 2007; revised 2 June 2007; accepted 8 June 2007; published online 6 July 2007.
Recommended for acceptance by N.K. Ratha.
For information on obtaining reprints of this article, please send e-mail to: tpami@computer.org, and reference IEEECS Log Number TPAMI-0070-0207.
Digital Object Identifier no. 10.1109/TPAMI.2007.70740.
costs. An evolutionary approach was proposed in [19], attempting to find a global solution to the optimization problem. Other related approaches have been proposed in [20] and [21]. In [22], the theoretical extension of the Neyman-Pearson optimization to a multiclass optimization was discussed, allowing for the specification of any element in the confusion matrix. In [23], we presented an algorithm that allows multiple elements in the confusion matrix to be specified, but a solution is not always guaranteed.

Even though recent research has tackled several areas involved with a multiclass ROC analysis, an efficient approach to constructing the ROC hypersurface that scales to large numbers of classes does not exist. This is desirable, since it would provide a unified tool to perform the various ROC tasks. In this paper, we present such an approach based primarily on observations of many pattern recognition problems. These have shown that it is often the case that many ROC dimensions are independent of each other, which is based on a perturbation analysis. Exploitation of this allows for the decomposition of the ROC problem into a number of independent (or approximately independent) groups of classes that can be optimized independently. These groups are often much smaller than the original problem, reducing the computational requirements drastically. An algorithm is presented, which identifies a potential decomposition, involving perturbing the various classifier weights and inspecting sensitivities in the confusion matrix. The approach also takes a practical stance for problems that cannot be decomposed sufficiently. The perturbation analysis provides information on the most interacting dimensions, guiding the best compromise between ROC construction accuracy and computational burden.

This paper is constructed as follows: In Section 2, a multiclass analysis framework is formalized, as well as the construction of the multiclass ROC. Next, Section 3 discusses the potential and consequences of ROC decomposition, showing how a perturbation analysis can be used to study interactions between ROC dimensions. A case study shows just how effective a decomposition can be at reducing unnecessary complexity. The topic of approximate decomposition as a function of class overlap is studied in Section 4 via a controlled experiment, showing results on cost-sensitive experiments and VUS estimations as a function of class overlap. Section 5 presents the perturbation analysis algorithm that inspects sensitivity to perturbations via the confusion matrix in an efficient manner. A number of experiments are presented in Section 6, which investigate cost-sensitive optimizations by using the decomposition in a number of synthetic and real scenarios. Finally, conclusions are presented in Section 7.

2 Notation and Multiclass ROC Analysis

2.1 Multiclass Analysis Framework

The output of a multiclass classifier consists of C values, corresponding to classes \( \omega_1, \omega_2, \ldots, \omega_C \), with \( d \)-dimensional measurement vector \( x \). The prior probability corresponding to class \( \omega_i \) is denoted \( P(\omega_i) \), with class-conditional density distribution \( p(x|\omega_i) \). The posterior distribution \( p(\omega_i|x) \) can then be written according to Bayes rule as:

\[
p(\omega_i|x) = \frac{p(x|\omega_i)P(\omega_i)}{\sum_{i=1}^{C} p(x|\omega_i)P(\omega_i)}.\]

New objects are assigned by the classifier to the class with the highest output as follows:

\[
\text{arg max}_i p(\omega_i|x).
\]

In the case of class overlap, erroneous classifications occur occasionally. The multiclass classifier is evaluated via a \((C \times C)\)-dimensional confusion rate matrix \( \Xi \) showing the respective classification errors between classes (off diagonal) and correct classifications (diagonal elements), as defined in Table 1. The interaction between classes \( \omega_i \) and \( \omega_j \) is denoted \( \xi_{ij} \). Diagonal elements are superfluous, since they are equivalent to the complement of the sum of the off-diagonal elements in the respective row, that is,

\[
\xi_{ii} = 1 - \sum_{j=1}^{C} \xi_{ij}, \ i \neq j.
\]

In the practical case, where distributions are unknown, and only representative examples per class are available, \( p(\omega_i|x) \) is approximated or replaced by other types of “confidence-like” measures such as distances to decision boundaries/support vectors [24]. In this case, a confusion matrix \( CM \) is generated via an application of a representative independent test set. These \( CM \) outputs are normalized by the absolute number of objects \( N_i \) per class \( \omega_i \), \( N = \{N_1, N_2, \ldots, N_C\} \), resulting in the confusion rate matrix \( \Xi \), with \( \xi_{ij} = \frac{\xi_{ij}}{N_i} \). In this paper, we consider both theoretical cases with known distributions and practical problems where only examples are available.

In order to compute each confusion element \( \xi_{ij} \) in the ideal case, the following integration is performed:

\[
\xi_{ij} = p(\omega_i) \int p(x|\omega_i) I_j(x) dx.
\]

The indicator function \( I_j(x) \) specifies the relevant domain

\[
I_j(x) = \begin{cases} 
1 & \text{if } p(\omega_j|x) > p(\omega_i|x) \forall k, k \neq j \\
0 & \text{otherwise.}
\end{cases}
\]

Equation (2) allows any confusion matrix output to be computed, which is generalized for both diagonal and off-diagonal elements.

2.2 Multiclass ROC

The confusion matrix only defines the performance at a single operating point, which is valid for a single prior probability situation, and a single position of the classifier thresholds/weights. The classifier thresholds/weights can be manipulated by weighting the classifier output \( p(x) \) by...
\( \Phi = [\phi_1, \phi_2, \ldots, \phi_C], \phi_i \geq 0 \forall i. \) Equation (1) can then be generalized as (4). Since the class assignment decisions are relative, this implies that there are \( C - 1 \) degrees of freedom, and one weight can be held constant.\(^1\)

\[
\arg \max_{i=1}^{C} \phi_i p(\omega_i | x).
\]

(4)

The full operating characteristic or multiclass ROC can be generated by considering all possible values of \( \Phi \). The new \( \Xi \) resulting from a new classifier weighting can be calculated by modifying (2), which results to the following:

\[
\xi_{i,j}(\Phi) = \phi_i p(\omega_i) \int p(x|\omega_i) l_j(x|\Phi) dx.
\]

(5)

The indicator function \( l_j(x|\Phi) \) is as in (3), except that each posterior is multiplied by the corresponding class weight, that is,

\[
l_j(x|\Phi) = \begin{cases} 
1 & \text{if } \phi_i p(\omega_i | x) > \phi_j p(\omega_j | x) \forall k \neq j, \\
0 & \text{otherwise}. 
\end{cases}
\]

(6)

In the two-class case, the ROC is monotonically increasing, so efficient generation of thresholds is typically achieved by using ordering of data samples [2]. This is not the general case, so the approach taken here is to generate a combinatorial \( (C - 1) \)-dimensional grid of weightings/thresholds, which considers all possible combinations of interclass weightings. A total of \( r \) different arbitrary weightings are used, and thus, the \( \Phi \) matrix is \( r^{C-1} \times C \) in size, which clearly demonstrates the exponential computational complexity of the generalized ROC analysis \( O(r^{C-1}) \). The resolution must be fine enough, and the scale of each weight that is adequately chosen to ensure the operating characteristic is well sampled. In this paper, \( r \) is typically between 80 and 100, a logarithmic scale is used across the range \( \{10^{-3}, 10^{3}\} \), and one arbitrary weight is set to \( 1. \) For example, this leads to \( 1 \times 10^{18} \) weightings in the 10-class case, with \( r = 100. \) Fig. 1 is an example of a three-class problem (univariate Gaussians with unit variances, with means at \(-0.75, 0.00,\) and \(0.75\), respectively), showing the distribution (Fig. 1a), three ROC dimensions (Fig. 1b), with \( r = 100, \) and linear resampling.

### 3 The Potential and Consequences of Decomposition

The exponential computational requirements (as a function of \( C \)) rule out the practical construction of the multiclass ROC for high \( C \) problems. However, it may still be possible to generate an equivalent\(^2\) representation in a more efficient manner if a problem lends itself to this. In some cases, an approximate representation may also be useful if the resulting operating characteristic is suitably accurate for the given problem.

Consider the problem in Fig. 2, which depicts a four-class problem between \( \omega_1, \omega_2, \omega_3, \) and \( \omega_4, \) with known distributions (Gaussian distributions with unit variances, and means \( \mu \), given as follows: \( \mu_{\omega_1} = -8, \mu_{\omega_2} = -5, \mu_{\omega_3} = 5, \) and \( \mu_{\omega_4} = 8 \)).

The normalized confusion matrix for the equal prior case and \( \Phi = [1 1 1 1] \) is given as follows:

\[
\begin{array}{cccc}
\xi_{1,1} & \xi_{1,2} & \xi_{1,3} & \xi_{1,4} \\
\xi_{2,1} & 0.9332 & 0.0000 & 0.0000 & 0.0000 \\
\xi_{2,2} & 0.0000 & 0.9332 & 0.0000 & 0.0000 \\
\xi_{3,1} & 0.0000 & 0.0000 & 0.9332 & 0.0068 \\
\xi_{3,2} & 0.0000 & 0.0000 & 0.0068 & 0.9332. \\
\end{array}
\]

(7)

In this problem, the multiclass ROC consists of \( 4^2 - 4 = 12 \) dimensions. However, the confusion matrix (and, of course, the distribution, which is typically unknown in practical scenarios) suggests that all possible ROC dimensions do not interact. For example, the output \( \xi_{1,3} \) has a zero value, suggesting no interaction with \( \omega_1. \)

Theoretically, the multiclass ROC requires an analysis of all possible interactions, that is, the impact of the variation

\(^2\) "Equivalent" in this sense implies that any analysis/measurements based on the new ROC would return equivalent results to the theoretical case.
of classifier weight \( \phi_k, 1 \leq k \leq C \), on the output \( \xi_{ij}, 1 \leq i, j \leq C \). However, the example in Fig. 2 makes it apparent that in some cases, varying some weights will have no or little impact on some outputs of \( \Xi \). Thus, if we perturb \( \phi_k \) by \( \Delta \phi_k \), it is of interest to understand the resulting variation (sensitivity) in \( \xi_{ij} \), denoted \( \Delta \xi_{ij} \Delta \phi_k \). If \( \Delta \xi_{ij} \Delta \phi_k = 0 \), then \( \xi_{ij} \) is independent of \( \phi_k \). If \( \Delta \xi_{ij} \Delta \phi_k = 0 \) \( \forall i, j \), this implies that weight \( \phi_k \) is independent of \( \omega_j \) that is \( \omega_j \) is separable from \( \omega_k \).

For classes that are completely separable, for example, \( \omega_j \), it holds that

\[
\Delta \xi_{ij} \Delta \phi_k = 0 \forall i, k. \tag{8}
\]

What this implies is that no \( \phi_k \neq k \) perturbations affect outputs corresponding to \( \omega_j \), and thus, \( \omega_j \) can be excluded from the ROC calculation, thus reducing the computational requirements from \( O(r^{C-1}) \) to \( O(r^{C-2}) \).

Another type of conceivable decomposition situation is illustrated in Fig. 2, in which groups of classes interact independently of other classes/groups. For example, \( \omega_k \) and \( \omega_l \) are interdependent but independent of \( \omega_j \) \( \forall j, k, l \). In this case, \( \Delta \xi_{ij} \Delta \phi_k > 0 \forall i, j \neq k, l \). If \( \Delta \xi_{ij} \Delta \phi_k > 0 \forall i, \Delta \xi_{ij} \Delta \phi_k > 0 \forall i, \) but \( \Delta \xi_{ij} \Delta \phi_k = 0 \forall m, m \neq k, l \), and \( \Delta \xi_{ij} \Delta \phi_k = 0 \forall m, m \neq k, l \). The implication of this is that any variations in classifier weights/thresholds \( \phi_m \forall m, m \neq k, l \) will have no impact on outputs \( \xi_{ij} \forall i, j \); that is, all operating points corresponding different \( \phi_m \) values do not affect ROC dimensions corresponding to the independent groups. This, in turn, implies that the ROC could be decomposed into its constituent groups. Thus, in this example, the original four-class ROC required an \( O(r^3) \) calculation, which can now be broken down into two \( O(r) \) calculations (note that in this example, the two groups \( \omega_1, \omega_2 \) and \( \omega_3, \omega_4 \) are not theoretically independent because \( p(x|\omega_i) > 0, -\infty < x < \infty \forall i \), but \( p(x|\omega_i) \) becomes negligibly small, allowing for the decomposition). To illustrate the group interaction, in Fig. 3, it can be seen that a perturbation of \( \phi_1 \) impacts \( \xi_{2,1} \) and \( \xi_{1,2} \), but no significant impact can be seen with respect to \( \xi_{1,3} \) and \( \xi_{2,3} \).

This type of analysis could be applied to any trained classifier (given a representative test set) in an attempt to decompose the ROC as far as possible, with the objective of obtaining a tractable calculation.

3. The classifier weight \( \phi \) can simply be set to an arbitrary nonzero value, for example, 1, for all operating points.

3.1 Case Study on a 10-Class Problem

Consider, for example, the Digits-Zernike data set consisting of 2,000 examples of 10 handwritten digits (from “0” to “9”), originating in Dutch utility maps (available from [25]). In this data set, Zernike moments have been extracted from the original images, resulting in a 47-dimensional representation of each digit. This constitutes a 10-class problem, with an ROC complexity of \( O(r^9) \). A classifier is trained on half the data by using a principal component mapping (20 components retained) followed by a Bayes quadratic classifier, which is then evaluated on the remainder of the data. The resulting normalized confusion matrix is graphically shown in Fig. 4a.

It can be seen that most classes appear approximately separable, except for the seventh and 10th, which correspond to digits “6” and “9” (which is intuitive, since the representation does not account for orientation). Outputs \( \xi_{10} \) and \( \xi_{10.7} \) indicate a large degree of overlap. Perturbing \( \phi_7 \) from 1.0 to 10.0 results in the normalized confusion matrix shown in Fig. 4b. The result shows that even though the classifier weighting has varied considerably, the perturbation has only affected \( \xi_{10} \) and \( \xi_{10.7} \) significantly. Similarly, perturbing \( \phi_{10} \) only affects \( \omega_7 \) and \( \omega_{10} \) outputs significantly. If a thorough perturbation analysis is applied to the problem (using, for example, the algorithm presented later), it would follow that the ROC would be found possible to simplify (approximately) via decomposition from \( O(r^9) \) to \( O(8 + r) \). This reduces the intractable calculation by 9 orders of magnitude.

4 Approximate Decomposition

In some problems, it may not be possible to decompose the ROC sufficiently for a tractable calculation due to larger groups/more interactions. In these situations, it may be possible to construct an approximate ROC that is similar to the ideal case. In the severe case, in which there are still many significant interactions, ROC decomposition may still be useful in accounting for the most prominent interactions, resulting in a suboptimal but nevertheless useful solution. In the cost-sensitive optimization case, the weights obtained from the decomposed ROC could be treated as a good starting point for a postprocessing search approach (for example, see the evolutionary search in [19], the naive and greedy search in [9], and [18]). This could be performed to account for the smaller interactions that were ignored.
In this suboptimal scenario, the perturbation analysis could be used to find the most interacting groups, with the least interacting classes excluded from a group. Consider the example in Fig. 5, which illustrates a three-class problem between normal distributions with unit variance, and means at −3.0, 0.0, and 6.0, corresponding to classes \( \omega_1, \omega_2, \text{ and } \omega_3 \), respectively. There is a large degree of interaction between \( \omega_1 \) and \( \omega_2 \), but only a little between \( \omega_2 \) and \( \omega_3 \). If the problem is thus decomposed into groups \( \{ \omega_1, \omega_2 \} \) and \( \{ \omega_3 \} \), the ROC is reduced from an \( O(r^2) \) calculation to an \( O(r + 1) \) calculation.

It is of interest to understand the impact of the simplification in this case. To assess this, we investigate the difference in performance between the true ROC and the decomposed version in two different scenarios: the first is a cost-sensitive optimization scenario, and the second inspects the impact on the volume under the ROC measure.

### 4.1 Cost-Sensitive Optimization Validation

Referring to the previous example, in this experiment, 50 different random cost matrices are generated (from a uniform distribution between 0 and 1), and priors are set equal (that is, performance is compared for 50 different operating points). The \( (C \times C) \)-dimensional cost matrix \( S \) consists of profits on the diagonal and of costs off diagonal, denoted \( s_{i,j} \) for the cost incurred for a misclassification between \( \omega_i \) and \( \omega_j \). In the example, \( C = 3 \). The experiment is compared (using the same cost matrices) for several different degrees of interaction between \( \omega_2 \) and \( \omega_3 \) by varying the mean of \( \omega_3 \), denoted \( \mu_3 \), between 1.0 and 9.0. Thus, the degree of overlap is varied from an extreme to an insignificant degree, allowing for an analysis of the decomposition consequences for higher and lower degrees of interaction.

In Fig. 6a, the difference between the loss (9) obtained via the true ROC \( L_d \) is compared to the decomposed ROC loss \( L_d \) as a function of \( \mu_3 \). The plot shows the median \( \sum_{i,j} \xi_{i,j} s_{i,j} \) and the upper and lower quartiles (the distribution is heavily skewed). It can be seen that for a high degree of interaction (low \( \mu_3 \) values), the decomposed ROC performance is generally worse than in the case of lower interaction; that is, the loss has not been reduced as far as possible. For low interaction, there is little difference between the true ROC and decomposed ROC performance, showing that decomposition has little impact on performance:

\[
L = \sum_{i=1}^{C} P(\omega_i) \left( \sum_{j=1, j \neq i}^{C} \xi_{i,j} s_{i,j} \right) - \sum_{i=1}^{C} P(\omega_i) \xi_{i,i} s_{i,i}. \tag{9}
\]

### 4.2 Volume under the ROC Validation

The cost-sensitive experiments validated the decomposition assumption for low degrees of interaction over 50 different operating points. Another type of ROC analysis that is important is the VUS, which extends the popular two-class AUC measure [5] to the multiclass case. The VUS measure allows for an evaluation that encompasses all operating points. The simplified VUS measure proposed in [14] is used for this study, which considers only ROC dimensions corresponding to diagonal elements of the ROC. These performances are equivalent to the complement of a summation of off-diagonal errors in the corresponding confusion matrix row, that is, \( \xi_{i,i} = 1 - \sum_{j=1}^{C} \xi_{i,j} \). The upper bound is 1.0, and the lower bound was conjectured to be \( \frac{1}{C} \). The VUS measure can be formalized as \( VUS = \int \ldots \int \xi_{C, C} d\xi_{C-1, C-1} d\xi_{C-2, C-2} \ldots d\xi_{1,1} \). This formulation results in a measure that extends with \( C \) (at the expense of the simplification) and does not suffer with the limitation, as highlighted in [13]. It is also simple to extend the simplified VUS measure to the decomposed case. Separable groups imply that VUS scores could be computed per group and multiplied.\(^4\) In the three-class example with one separable class, the VUS can be approximated as the VUS between the \( \{ \omega_1, \omega_2 \} \) group (AUC in

\(^4\) The generalization and proof of this is the topic of further research.
classifier (which is often trained by using population or balanced priors), that is, a single operating point. It is important that the default classifier is not, at an extreme, an operating point, that is, where one or more classes have no discriminability, by ensuring that $\phi_i > 0 \forall i$.

5.1 Algorithm
At the first step of the decomposition, each weight $\phi_i$ is perturbed independently of other weights $\phi_j \forall j, j \neq i$, with $\phi_j$ weights held constant at fixed values $c_j, 1 \leq j \leq c_j, j \neq i, c_j \neq 0$ (for example, $c_j = 1 \forall j$). The weight $\phi_i$ is successively varied across the range $\{10^0; 10^\alpha\}$, ranging from very small to large values. In practice, a $\log_{10}$ scale is used between the extrema $c_1 = -3$ and $c_2 = 3$, with $r$ steps (the same scale as used to generate the multiclass ROC). Each of the $r$ perturbations result in a new $\Xi_i$, denoted $\Lambda_i$, as formulated in (10), with dimensionality $C \times C \times r$. The weight perturbation procedure is repeated for each weight, resulting in $C$ of these $\Lambda$ structures

$$\Lambda_i = \xi_{j,k}(\Phi_i(\Theta)) \forall j,k.$$ (10)

The perturbation matrix $\Phi_i(\Theta)$ is constructed as follows (the subscript $i$ specifies the column at which we can apply the perturbation):

$$\Phi_i(\Theta) = \begin{bmatrix} c_1 & c_2 & \ldots & c_{i-1} & \theta_1 & c_{i+1} & \ldots & c_C \\ c_1 & c_2 & \ldots & c_{i-1} & \theta_2 & c_{i+1} & \ldots & c_C \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ c_1 & c_2 & \ldots & c_{i-1} & \theta_r & c_{i+1} & \ldots & c_C \end{bmatrix}. \quad (11)$$

The logarithmic perturbation vector $\Theta = [\theta_1, \theta_2, \ldots, \theta_r]$ is calculated, given the number of steps $r$, across the range $\{10^{0^{\alpha_1}}, 10^{0^{\alpha_2}}\}$ as follows:

$$\Theta = \left[10^{0^{\alpha_1}}, 10^{0^{\alpha_1}+\frac{\alpha_2}{2^{i-1}}}, 10^{0^{\alpha_1}+\frac{\alpha_2}{2^{i-1}}}, \ldots, 10^{0^{\alpha_1}+(r-2)\frac{\alpha_2}{2^{i-1}}}, 10^{0^{\alpha_2}}\right]. \quad (12)$$

The $\Lambda$ data cubes contain information pertaining to dependencies between ROC dimensions and a particular weight. The dependencies are revealed by simplifying the $(C \times C \times r)$-dimensional $\Lambda_i$ matrices into $C \times C$ matrices,
denoted $\Lambda_i^v$. These depict the sensitivity range of each $\Lambda_i$ output. Each element of $\Lambda_i^v$ corresponding to the $j$th row and $k$th column can be derived from $\Lambda_i$ as follows:

$$\Lambda_i^{s(j,k)} = \Delta \Lambda_i(j,k)$$

$$= \max(\Lambda_i(j,k)) - \min(\Lambda_i(j,k)) \forall l, 1 \leq l \leq r. \quad (13)$$

The $(C \times C)$-dimensional $\Lambda_i^v$ matrix can then be written as

$$\Lambda_i^v = \left[ \begin{array}{ccc} \Delta \Lambda_i(1,1) & \Delta \Lambda_i(1,2) & \ldots & \Delta \Lambda_i(1,C) \\ \Delta \Lambda_i(2,1) & \Delta \Lambda_i(2,2) & \ldots & \Delta \Lambda_i(2,C) \\ \vdots & \vdots & \ddots & \vdots \\ \Delta \Lambda_i(C,1) & \Delta \Lambda_i(C,2) & \ldots & \Delta \Lambda_i(C,C) \end{array} \right]. \quad (14)$$

This representation now summarizes the degree of interaction that occurred due to the perturbation analysis for each ROC dimension. It is important to note that these “sensitivities” are the key to an algorithm that can recover the decomposition, independent of the default classifier operating point (provided that it is not extreme). For example, a particular operating point may result in some finite $\Xi$ output on, say, $\xi_{ij}$. A different operating point may result in a different $\xi_{ij}$ output. This output is (approximately) independent of a certain weight $\phi_0$, even though the $\xi_{ij}$ values differ in both cases, the sensitivity, as measured by $\Lambda_i^v$, would be negligible, irrespective of the operating point. A heavily interacting ROC dimension would result in large sensitivities, independent of operating point.

The next step of the algorithm involves simplifying the $\Lambda_i^v$ matrices into $(1 \times C)$-dimensional vectors, denoted $\Lambda_i^v$. These vectors simply consider the most interacting ROC dimension per class with respect to $\phi_i$. This simplification is justified because if any ROC dimensions interact with $\phi_i$, we cannot simplify the ROC. These maximal sensitivity vectors are defined as follows by calculating the largest interaction per class:

$$\Lambda_i^v = [\max \Lambda_i^v(1,1), \max \Lambda_i^v(1,2), \ldots, \max \Lambda_i^v(1,C)] \forall k. \quad (15)$$

The $\Lambda_i^v$ vectors can then be used to decompose the problem directly. This is achieved by comparing each $\Lambda_i^v \forall i$. To simplify this analysis, the $\Lambda_i^v$ vectors can be binarized, with all “sensitive” entries set to 1, and the insensitive ones to 0. This is also the point at which interactions considered to be insignificant can be eliminated by introducing a sensitivity threshold $t_s$. The binarized sensitivity vectors, denoted $\Lambda_i^{v(s)}$, for $\omega_i$ can be written as follows for each element $k$ of $\Lambda_i^v$, denoted $\Lambda_i^{v(s)}(k)$, $1 \leq k \leq C$:

$$\Lambda_i^{v(s)}(k) = \begin{cases} 1 & \text{if } \Lambda_i^{v(s)}(k) > t_s \\ 0 & \text{otherwise.} \end{cases} \quad (16)$$

Choosing an appropriate $t_s$ is achieved by inspecting $\Lambda_i^v$. Interacting classes typically result in large values, whereas values corresponding to approximately independent groups are much smaller. Thus, $t_s$ should be set just larger than the smallest “insignificant” interaction, as justified by the study in Section 4. Importantly, $t_s$ can also be used to limit the computational burden by restricting the maximum group size. In this case, $t_s$ is chosen to obtain at most $M$ groups. In this scenario, the decomposition may not result in optimal performance but may nevertheless be a reasonable approximation, since the most interacting classes are accounted for.

The decomposition is now complete. Common values of 1 in the columns of the $\Lambda_i^v$ vectors indicate which classes interact with which weights. $A_0$ in the $\Lambda_i^v$ columns indicates which classes are independent of which weights. Additionally, if only a single element in any $\Lambda_i^v$ is 1, this indicates that the corresponding class is independent and can be removed from the ROC calculation. In this case, a fixed nonzero weighting could be used for all operating points.

### 5.2 Illustration of Algorithm

The algorithm is presented via a running example for clarity, consisting of four Gaussian-distributed classes ($\omega_1, \omega_2, \omega_3,$ and $\omega_4$), with means occurring at $\mu_1 = -8, \mu_2 = 0, \mu_3 = -6$, and $\mu_4 = 5$ and with 0.5 variances (plotted in Fig. 7a).

It can be seen that classes $\omega_1$ and $\omega_3$ interact together significantly, approximately independently of the near-separable $\omega_2$ and $\omega_4$. For reference purposes, the normalized confusion matrix $\Xi$ for an equal prior is shown in Fig. 7b, illustrating interclass errors and intraclass performances for a fixed operating point (this is referred to as the default confusion matrix).

Fig. 8 presents some $\Lambda$ slices for the example, shown for three different weightings (the four columns correspond to $\omega_1, \omega_2, \omega_3,$ and $\omega_4$, respectively). It can be seen that varying $\phi_1$ or $\phi_2$ affects both $\omega_1$ and $\omega_3$ outputs significantly in each case, whereas $\omega_2$ and $\omega_4$ perturbations have little effect on any outputs, suggesting independence. The $\Lambda$ matrices thus provide a mechanism for assessing the dependence between a particular weight and the various ROC dimensions.

Next, the $\Lambda$ matrices are simplified into $(C \times C)$-dimensional sensitivity matrices $\Lambda_i^v$, as depicted in Fig. 9. These show clearly that there is an interaction between ROC dimensions $\xi_{1,1}, \xi_{1,3}, \xi_{3,1},$ and $\xi_{3,3}$. The most interacting ROC dimensions per class are then identified, resulting in the following $\Lambda_i^v$ vectors:

$$\Lambda_1^v = [0.8554, 0.0000, 0.8554, 0.0000],$$

$$\Lambda_2^v = [0.0000, 0.0058, 0.0003, 0.0055],$$

$$\Lambda_3^v = [0.8554, 0.0003, 0.8558, 0.0000],$$

$$\Lambda_4^v = [0.0000, 0.0055, 0.0000, 0.0055]. \quad (17)$$

These are then binarized via (16), resulting in $\Lambda_i^v$, by using $t_s = 0.01$, resulting in

$$\Lambda_1^v = [1 \ 0 \ 1 \ 0],$$

$$\Lambda_2^v = [0 \ 0 \ 0 \ 0],$$

$$\Lambda_3^v = [1 \ 0 \ 1 \ 0],$$

$$\Lambda_4^v = [0 \ 0 \ 0 \ 0]. \quad (18)$$

The decomposition groupings for the example are thus $[\omega_1, \omega_3], [\omega_2], $ and $[\omega_4]$, reducing the $O(r^3)$ calculation to $O(2 + r)$.

### 5.3 The Necessity of Sensitivity Analysis

At first glance, it could be reasoned that a confusion matrix at any operating point is useful in identifying dependent and independent ROC dimensions. Theoretically, this is
true ($\xi_{i,j} = 0$ if $\omega_i$ is independent of $\omega_j$, irrespective of the operating point), but from a practical standpoint, it is of interest to get some measure of how sensitive various dependencies are to variations in operating point. To emphasize this rather subtle point, consider the three-class problem in Fig. 10 between $\omega_1$, $\omega_2$, and $\omega_3$. The first class consists of a bimodal Gaussian distribution with means at 0.0 and 7.5, modal weightings of 0.95 and 0.05, respectively, and variances of 0.5. The second and third classes are unimodal Gaussians with variances of 0.5 and means at −3.0 and 8.0, respectively. Two different operating points are investigated, consisting of a near-balanced weighting in Fig. 10a and a more imbalanced setting in Fig. 10b.

The following $\Xi$ results correspond to the operating points depicted in Fig. 10:

\[
\begin{pmatrix}
\xi_{i,j} & \xi_{i,1} & \xi_{i,2} & \xi_{i,3} \\
\xi_{1,j} & 0.9273 & 0.0227 & 0.0500 \\
\xi_{2,j} & 0.0142 & 0.9858 & 0.0000 \\
\xi_{3,j} & 0.0000 & 0.0000 & 1.0000
\end{pmatrix}
\] (19)

\[
\begin{pmatrix}
\xi_{i,j} & \xi_{i,1} & \xi_{i,2} & \xi_{i,3} \\
\xi_{1,j} & 0.9508 & 0.0018 & 0.0474 \\
\xi_{2,j} & 0.1016 & 0.8984 & 0.0000 \\
\xi_{3,j} & 0.0119 & 0.0000 & 0.9881
\end{pmatrix}
\] (20)

Inspection of the first $\Xi$ may lead to the (false) conclusion that the problem is approximately separable, since all off-diagonal elements are relatively small. However, the second $\Xi$ makes it apparent that there is a large interaction between $\omega_1$ and $\omega_2$. Thus, it can be reasoned that in attempting to find significantly interacting ROC
dimensions, it is important to inspect some sensitivity to variations in operating point. Perturbation analysis can identify these “weakly” interacting dimensions, independent of the default operating point.

6 EXPERIMENTS

6.1 Overview

The efficacy of the ROC decomposition approach is demonstrated via a number of experiments in cost-sensitive scenarios involving large numbers of classes. Two experimental sets are presented: The first consists of synthetic examples that demonstrate performance in ideal circumstances, and the second consists of realistic examples that are not necessarily ideal.

The experimental protocol is explained as follows. Each data set is analyzed separately, and a competitive classifier is chosen based on the minimization of the equal error rate 

\[
\xi_{eq} = \frac{1}{N} \sum_{i,j=1}^{C} \xi_{ij}, i \neq j.
\]

Each classifier is evaluated via a 10-fold cross-validation procedure, with 80 percent of data used for training, and the remainder for testing. The multiclass decomposition algorithm (called Decomposition) is applied to each test set, with a decomposition threshold \( t_s \) (applied via (16)) chosen to suit the problem or to keep the maximum decomposition size smaller than 5 (this constrains the computational complexity to \( O(r^3) \)). Subsequent to the decomposition analysis, the decomposed multiclass ROC is generated, with \( r = 80 \). The experiments involve computing the overall loss (9) for 50 different randomly generated cost matrices and balanced priors, effectively evaluating performance at 50 different operating points. Since the experiments involve problems with high \( C \), it is not possible to compute the optimal classifier weightings (as done in the three-class case in Section 4).

The evaluation approach taken is to compare the loss obtained via the Decomposition approach with three other (non-ROC-based) cost-sensitive optimization approaches. The optimization is with respect to a single operating point, and thus, the algorithms cannot be used for other ROC tasks (such as computing the VUS) but are nevertheless useful as a benchmark in this application. The first approach, denoted Simple, uses an extremely basic but fast method for choosing the classifier weights. Each weight is optimized by considering the overall cost per class multiplied by priors. Thus, for \( \omega_i \), the corresponding weight is 

\[
\phi_i = p(\omega_i) \sum_{j=1}^{C} s_{ij}.
\]

Both intraclass costs and interactions are ignored, but the approach is nevertheless fast and occasionally yields good performance. The other two approaches benchmarked against are two search-based algorithms, called the Naive and Greedy algorithms, respectively [9], the first of which is a slight modification of the algorithm in [17]. These algorithms attempt to optimize classifier weightings according to given priors and costs using a search paradigm. The Naive algorithm optimizes each classifier weight independently of others, ignoring possible interactions between weights. The Greedy algorithm attempts to account for some interaction by tuning successive classifier weights randomly, dependent on previously optimized weights. The algorithm is repeated three times in experiments with random initializations, in an attempt to avoid local minima. Note that other cost-sensitive optimization algorithms are possible, as discussed in Section 1, which is currently an active area of research. The final algorithm that is implemented involves a postprocessing step applied to the ROC decomposition algorithm, attempting to overcome the independence assumption of the decomposition. This postprocessing step involves a “constrained” Greedy algorithm, in which the output of the decomposition is used as an initialization. The algorithm is “constrained” in the way that relative weightings in groups (identified by the decomposition) are unaltered, but classifier weights between groups or independent classes may be varied. This final algorithm is called the DecompositionG algorithm, with three iterations of the postprocessing used in experiments.

6.2 Synthetic Experiments

Three experiments have been constructed in order to compare the performance of the various algorithms in an ideal scenario. Each experiment consists of a number of identical independent two-class and three-class clusters, in which data has been drawn from a unit-variance Gaussian distribution in two dimensions, with a repeating of these clusters by varying the means only. The means of the two-class clusters are a distance of 3.0 apart. The means of the three-class clusters are \( \sqrt{3} \) apart between the first and second classes, \( \sqrt{5} \) between the first and third, and \( \sqrt{8} \) between the second and third. The first experiment is an eight-class problem with one two-class cluster and two three-class clusters. The second experiment is a 16-class problem, repeating the same structure as the eight-class case, staggered in feature space, as shown in Fig. 11. Finally, the third experiment consists of a 40-class problem, with five repetitions of the eight-class structure. In each experiment, a Bayesian quadratic classifier is used. To illustrate a typical experiment, a cost-sensitive example is
presented for the 16-class case. The following cost matrix is passed to Decomposition:

\[
\Phi^* = \begin{bmatrix}
1.000 & 0.323 & 0.005 & 1.216 & 0.651 & 0.377 & 0.377 & 5.356 & 0.515 & 0.476 & 0.761 & 0.019 & 0.218 & 0.276 & 0.037 & 1.124
\end{bmatrix}
\]

The default unoptimized classifier results in a loss of 0.3079 in this example, with the solid line in Fig. 11 representing the respective decision boundary. The Decomposition algorithm attempts to minimize this by finding a new set of classifier weights, resulting in a loss of 0.1993, which is better than the default case. The following classifier weights result:

\[
\begin{align*}
\text{Simple:} & \quad W_1 = 0.3079, \\
\text{Greedy:} & \quad W_2 = 0.3231, \\
\text{Decomp:} & \quad W_3 = 0.3079
\end{align*}
\]

The dashed line in Fig. 11 depicts the decision boundary resulting from the Decomposition algorithm, deviating significantly from the default case.

In Table 2, the results of the synthetic experiments are shown. The table shows the number of times (out of the 50 cost-sensitive experiments) that the decomposition algorithm is better (Won) or worse (Lost) than other approaches. Significance is tested via analysis of variance (ANOVA), with the number in parentheses stating the number of experiments that are significantly better/worse based on a 95 percent confidence; that is, for each new cost situation, the difference between the Decomposition and other algorithm performance is compared for each fold. The variability across algorithms and folds is incorporated into the ANOVA test. The approaches compared are the Simple approach and the two search-based algorithms, Naive and Greedy. The number of wins/losses is computed by comparing the mean performance for each experiment over the 10 cross-validation folds. A decomposition threshold \( t_s \) of 0.08 was used for all three data sets. The following computation reduction due to decomposition resulted for the 8-class, 16-class, and 40-class cases, respectively (denoted Synth8C, Synth16C, and Synth40C):

- \( \text{Synth8C}: O(r^2) \) reduces to \( 2O(r^2) + O(r) \),
- \( \text{Synth16C}: O(r^{15}) \) reduces to \( 4O(r^2) + 2O(r) \), and
- \( \text{Synth40C}: O(r^{39}) \) reduces to \( 100(r^2) + 50O(r) \).

This can be seen that for all three data sets, the Decomposition algorithm is consistently better than the Simple case, which is significant for all experiments. This shows that the Decomposition algorithm was able to improve classification performance for all conditions. Similarly, the Decomposition algorithm is consistently better than the Naive approach, which is expected, since the latter approach ignores interactions that are present between the various clusters. In the Greedy case, it can be seen that it occasionally competes in the eight-class case, showing that it is better able to account for interactions than the Naive algorithm. However, in the other two data sets with larger numbers of classes, the Decomposition algorithm dominates. The Decomposition algorithm scales easily with the number of classes, whereas the Greedy algorithm becomes more susceptible to local minima. These results demonstrate the efficacy of the decomposition approach up to large numbers of classes in ideal circumstances.

### 6.3 Experiments with Real Data Sets

The experiments undertaken consider a number of data sets with varying numbers of classes, as described in Table 3.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Source</th>
<th>Objects</th>
<th>C</th>
<th>d</th>
<th>Classifier</th>
<th>( \xi_{eq} )</th>
<th>( t_s )</th>
<th>Decomposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delve</td>
<td>[27]</td>
<td>2310</td>
<td>7</td>
<td>16</td>
<td>fisher qdc</td>
<td>13.10(1.27)%</td>
<td>0.20</td>
<td>2O(r^2) + 3</td>
</tr>
<tr>
<td>Soybean</td>
<td>[25]</td>
<td>562</td>
<td>15</td>
<td>35</td>
<td>ldc</td>
<td>5.20(2.29)%</td>
<td>0.05</td>
<td>O(r^2) + 11</td>
</tr>
<tr>
<td>Dermatology</td>
<td>[25]</td>
<td>358</td>
<td>6</td>
<td>34</td>
<td>fisher ldc</td>
<td>4.09(1.56)%</td>
<td>0.04</td>
<td>O(r^2) + 3</td>
</tr>
<tr>
<td>Satellite</td>
<td>[28]</td>
<td>6435</td>
<td>6</td>
<td>17</td>
<td>fisher moge 2</td>
<td>15.39(0.87)%</td>
<td>0.50</td>
<td>O(r^2) + O(r) + 2</td>
</tr>
<tr>
<td>Segmentation</td>
<td>[25]</td>
<td>2310</td>
<td>7</td>
<td>19</td>
<td>fisher qdc</td>
<td>7.92(1.15)%</td>
<td>0.40</td>
<td>2O(r^2) + 3</td>
</tr>
<tr>
<td>Nist</td>
<td>[29]</td>
<td>2000</td>
<td>10</td>
<td>256</td>
<td>nlfisher moge 2</td>
<td>10.90(1.37)%</td>
<td>0.20</td>
<td>O(r^2) + 2(r) + 4</td>
</tr>
</tbody>
</table>

The classifier chosen is also shown, followed by the equal error rate \( \xi_{eq} \) (with standard deviation), the decomposition threshold used, and the resulting computational reduction due to decomposition.
Competing classifiers were chosen by minimization of the equal error rate $\xi_{eq}$ over 10-folds. In the table, “fisher” is a Fisher projection, with the weighted pairwise Fisher mapping [26], denoted “nlfisher.” Classifiers are denoted “ldc,” “qdc,” and “mogc,” which are Bayes linear, quadratic, and mixture of Gaussians classifiers, respectively, with the latter followed by the number of mixtures used per class. The table also shows the resulting computational reduction due to decomposition for one fold (this is usually quite stable over folds but varies occasionally).

In many of the experiments, an ideal decomposition with a low enough computational complexity did not result, so an approximate decomposition was forced by using the decomposition threshold. This often resulted in poor performance because some significant interactions were ignored. The $\text{DecompG}$ algorithm discussed earlier attempts to cope with these limitations.

Comparing the $\text{Decomp}$ and $\text{Naive}$ results, it can again be seen that the former algorithm is usually superior, but in the $\text{Nist}$ data set, it is outperformed. An oversimplified decomposition is attributed to this, but this limitation is again overcome by the $\text{DecompG}$ algorithm. Considering the $\text{Greedy}$ results, the $\text{Decomp}$ algorithm is often beaten, but the $\text{DecompG}$ algorithm appears superior in most cases. In the $\text{Nist}$ case, the $\text{DecompG}$ and $\text{Greedy}$ algorithms result in very similar performances. The postprocessing step is thus important to refine the results when an oversimplified decomposition is used.

### 6.4 Summary

The experimental results (see Tables 4 and 5) show that in some data sets, a very efficient decomposition can be created, resulting in good performance. In these cases, there are only a few (significantly) interacting ROC dimensions. In other data sets, there are fewer independent groups/large groups, and thus, for computational reasons, the decomposition must be oversimplified. In these cases, the $\text{DecompG}$ algorithm is important, helping to overcome these limitations.

A final result is presented in Fig. 12 in order to give some indication of how much improvement, on the average, the $\text{DecompG}$ cost-sensitive algorithm gives over the default case (that is, no optimization performed). A useful measure to consider here is the Mean Subjective Utility (MSU) score [30]. The MSU score scales the resulting loss $L$ obtained between 0 and 1 (higher scores are better) based on the given priors and costs. This is more meaningful than $L$ in assessing the absolute improvement, since $L$ scales according to costs and prior probabilities. In Fig. 12, the default MSU scores are subtracted from the $\text{DecompG}$ algorithm scores for each data set. The median of each cost-sensitive experiment (over the 10 folds) is considered, resulting in 50 MSU scores. The figure shows the median of these scores, together with the respective upper and lower quartiles. It can be seen that in some cases, the new operating points improve performance by over 8 percent, which illustrates how beneficial the optimization can be.

### 7 Conclusions

This paper has considered the construction of multiclass ROC curves, pointing out that even though this is theoretically possible, the exponential computational complexity with an increasing number of classes $C$ is severely restrictive. It was argued, however, that many practical problems can be simplified because not all of the $C^2 - C$ ROC dimensions interact (significantly). In fact, in some cases, there are only a few interacting dimensions, with the consequence that the ROC can be decomposed into a number of lower dimensional groups. This reduces the

---

**TABLE 4**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Simple Lost</th>
<th>Simple Won</th>
<th>Naive Lost</th>
<th>Naive Won</th>
<th>Greedy Lost</th>
<th>Greedy Won</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delve</td>
<td>0 (0)</td>
<td>50 (46)</td>
<td>3 (0)</td>
<td>47 (40)</td>
<td>24 (2)</td>
<td>26 (17)</td>
</tr>
<tr>
<td>Soybean</td>
<td>0 (0)</td>
<td>50 (50)</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>19 (0)</td>
<td>31 (2)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0 (0)</td>
<td>50 (42)</td>
<td>0 (0)</td>
<td>50 (46)</td>
<td>46 (6)</td>
<td>4 (0)</td>
</tr>
<tr>
<td>Satimage</td>
<td>22 (16)</td>
<td>28 (15)</td>
<td>8 (4)</td>
<td>42 (33)</td>
<td>45 (29)</td>
<td>5 (2)</td>
</tr>
<tr>
<td>Segmentation</td>
<td>1 (0)</td>
<td>49 (48)</td>
<td>0 (0)</td>
<td>50 (47)</td>
<td>45 (4)</td>
<td>5 (0)</td>
</tr>
<tr>
<td>Nist</td>
<td>45 (1)</td>
<td>5 (0)</td>
<td>43 (8)</td>
<td>7 (0)</td>
<td>50 (50)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

**TABLE 5**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Simple Lost</th>
<th>Simple Won</th>
<th>Naive Lost</th>
<th>Naive Won</th>
<th>Greedy Lost</th>
<th>Greedy Won</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delve</td>
<td>0 (0)</td>
<td>50 (47)</td>
<td>0 (0)</td>
<td>50 (45)</td>
<td>0 (0)</td>
<td>50 (28)</td>
</tr>
<tr>
<td>Soybean</td>
<td>0 (0)</td>
<td>50 (50)</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>0 (0)</td>
<td>50 (0)</td>
</tr>
<tr>
<td>Dermatology</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>0 (0)</td>
<td>50 (45)</td>
<td>0 (0)</td>
<td>50 (0)</td>
</tr>
<tr>
<td>Satimage</td>
<td>0 (0)</td>
<td>50 (34)</td>
<td>0 (0)</td>
<td>50 (45)</td>
<td>0 (0)</td>
<td>50 (11)</td>
</tr>
<tr>
<td>Segmentation</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>4 (0)</td>
<td>46 (4)</td>
</tr>
<tr>
<td>Nist</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>0 (0)</td>
<td>50 (49)</td>
<td>21 (0)</td>
<td>29 (0)</td>
</tr>
</tbody>
</table>

---

Fig. 12. Plot showing the median improvement (in percent) in performance that the $\text{DecompG}$ cost-sensitive algorithm gives over the default case across the various data sets.
computational complexity drastically. The consideration of approximate decomposition was discussed, showing that if there is only a small degree of interaction between two decomposed groups, the interaction can be ignored, since it does not have a significant impact on performance. This was shown on an example for both cost-sensitive optimization experiments and via a simplified VUS study. Approximate decomposition allows for a more efficient ROC construction, which is required for many real problems.

An algorithm has been proposed, which identifies independent classifier weights and groups of weights, given a trained classifier at an arbitrary operating point and a representative test set. The algorithm inspects the sensitivity of each ROC dimension to variations of each classifier weight and has a computational complexity that is linear with increasing C. A number of cost-sensitive optimization experiments were conducted, involving synthetic experiments in ideal circumstances and realistic ones with no restrictions. The synthetic experiments showed the efficacy of the proposed methodology in problems of up to 40 classes, outperforming the unoptimized classifier significantly in all experiments and outperforming two search-based techniques. Experiments with real data sets showed that the decomposition approach is generally significantly better than the unoptimized case. In many cases, it was found that the search-based approaches competed or dominated, which is attributed to oversimplified decomposition (required for computational reasons). A modified algorithm was also implemented, which uses a search approach as a postprocessing step. This proved to perform better, helping to overcome the limitation of the oversimplification.

The theoretical arguments and experiments make a strong case for this type of methodology for general multiclass problems in pattern recognition, scaling with large numbers of classes. This may form the basis for important future work, generalizing the various useful tools used in two-class ROC analysis to multiclass problems.
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