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Abstract

The global energy demand is growing, while climate change is demanding a sustainable way of generating
this energy. Ocean Thermal Energy Conversion (OTEC) can be a part of the solution for this problem. OTEC
generates electricity by using the temperature difference between the surface water of the ocean and the
water at 1000 meters depth as a driving force. As this temperature difference is present all year round, there
is no need for energy storage, which is the case for wind- and solar energy.

An OTEC system utilizes an Organic Rankine Cycle (ORC), which uses ammonia as a working fluid. A lot of
research is conducted on this cycle, all assuming steady-state. However, as the system is constantly changing
its state, either by a changing temperature difference or by variations in the operating conditions of compo-
nents, more research is required to investigate the impact of these changes. Therefore, a dynamic model has
been developed. In order to cope with these changes and to ensure the optimal power output at all times, a
control strategy is developed and implemented on the model.

As the system has been developed with the use of a control system as a boundary condition, a model is
adapted which prioritises computational time over accuracy, but, according to literature, is still accurate
enough for the small transients. This model has been implemented for the OTEC cycle and improved from
normal dynamic models by including pressure drops and storage tanks.

Allseas, in cooperation with the TU Delft, has built an experimental set-up of an OTEC cycle. Experiments
conducted on this set-up were used to compare the model with reality, both steady-state and dynamically. It
has been proven that the steady-state values matched the experiments within 1%, and the dynamics matched
the experiments almost perfectly.

As anext step, the system has been scaled to match the desired 3 MW output. With this scaled model, realistic
scenarios were simulated to check the response on larger transients. The scenarios consists of a start-up and
shutdown of the system, a changing inlet temperature, pumps being shut off and a number of heat exchangers
that are decoupled from the system, for example when a number of heat exchangers need maintenance.

The outcome proved that, from a dynamic perspective, the influence of a seawater temperature change was
negligible. As the temperature changes per second are very small, the net output scales linearly with the
temperature difference. A start-up and shutdown of the system was successfully simulated, which is the
largest possible transient in the system. The influence of pumps that are stopped and heat exchangers being
turned off for maintenance have been simulated, which showed just a slight decrease in net output. It also
showed that the system, when running at the nominal conditions of the pump and turbine curve, was not
running at an optimum. Therefore, a control strategy was developed by conducting a sensitivity analysis
and, after using an optimisation to find the optimum point, the resulting control strategy was implemented.
This new strategy resulted in an increase of 15% in the net output, compared to the nominal conditions.
This proves that an OTEC cycle could greatly benefit from using a dynamic model to predict its dynamic
performance and the implementation of a control system.
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Introduction

1.1. Background

The global energy demand is growing, while climate change is demanding a sustainable way of generating
electricity. In 2050, electricity has to be generated for 3.6 billion more people, up to 9.6 billion people in
total [18]. A lot of research has been conducted on solar, wind and hydro energy, and biomass and nuclear
power have been around for several decades already. However, there are some downsides with these types
of electricity generation. Biomass takes up a lot of land to grow crops, nuclear plants are expensive, hydro
energy is limited to certain places where the height difference is large enough and solar and wind have the
problem of being discontinuous sources of energy [18].

The main problem with renewable sources such as wind and solar is the discontinuity. This discontinuity can
be averted when using a form of storage. The natural storage location of solar energy is the ocean. Almost
70% of the planet consists of water, which is heated up by the sun. All this stored energy can be harnessed
by using a power cycle that requires a small temperature difference, and is called Ocean Thermal Energy
Conversion. It uses the temperature difference between the ocean surface and the water at 1000 meter depth.
It works properly when the temperature difference is at least 20 °C. This is the case in most equatorial regions,
where most islands generate electricity using large diesel generators and are dependent on the import of fossil
fuels. As such, OTEC can have a big impact on the sustainability of the energy supply and economics of these
regions. The regions where the implementation of OTEC is possible, can be found in Figure 1.1.

Figure 1.1: Sea surface temperature around the globe. Light orange indicates a temperature difference of at least 20 °C, while darker
orange indicates a temperature difference of at least 24 °C [52]
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1.2. OTEC

OTEC generates electricity from the temperature difference between the surface of the ocean and at a 1000
meters depth. It works using an Organic Rankine Cycle, or ORC. This is the same as a standard Rankine cycle,
but uses a different working fluid than water, which allows it to operate at lower temperatures. The closed
cycle can be seen in Figure 1.2. In this cycle, the warm water of the ocean is fed to the evaporator (step 2-
3). There, the heat is transferred to the working fluid, which then evaporates. This vapor is expanded in the
turbine (step 3-4) where the electricity is generated. The working fluid is condensed in the condenser (step
4-1) using the coldness of the deep sea water. A pump increases the pressure of the working fluid (step 1-2),
which returns the working fluid back to its original state and the cycle continues.

—

__Critical point

ﬁ
J
Temperature, T (°C)

é
i
|

Entropy, s (kJ/kgK)

Figure 1.2: Schematic of an OTEC cycle, including 7-s diagram [52]

The T-s diagram in Figure 1.2 shows the thermodynamics of an ideal OTEC cycle. The evaporator and con-
denser are isobaric, while the pump and turbine are isentropic. This ideal situation is not representative for
real OTEC cycles, but gives a good impression on how the cycle operates.

When looking at the heat exchangers, something interesting can be found in the evaporator. Djordjevic and
Kabelac [12] show that the heat transfer coefficient of the evaporation of ammonia changes with the vapor
quality. It can be seen in Figure 1.3 that for a vapor quality greater than 0.7, the heat transfer coefficient drops.
Therefore, a maximum output quality of 0.7 is assumed as a design value. This is also done by Stelwagen [52]
and Kirkenier [30] in their optimisation models of an OTEC cycle. It can also be seen from Figure 1.3, that the
heat transfer coefficient is high between 0.4 and 0.7. Therefore, the heat exchanger is designed to operate in
this region.

To ensure no liquid enters the turbine, a separator needs to be installed between the evaporator and the
turbine. This separator splits the vapor fraction and the liquid fraction that exit the evaporator. Thisis needed
due to turbine failure when a liquid fraction enters the turbine.

The liquid that is separated will be re-circulated, back into the cycle after the working fluid pump. This can be
seen in Figure 1.4. The mass flow of the evaporator and the re-circulation rate are dependent. With increasing
mass flow, the vapor quality decreases due to overfeeding of the evaporator. With a decreasing vapor quality
comes an increasing re-circulation rate. This results in a lower power generation as the mass flow to the
turbine decreases.

The temperature of the ocean is almost constant at 5 °C at a 1000 meter depth, while the temperature at the
surface fluctuates. In tropical regions, the surface temperature can vary between 25 and 29 °C. Therefore, an
OTEC system requires a working fluid which has a boiling point between 5 °C and 25 °C in addition to a high
thermal conductivity and latent heat. The choice of the working fluid is based on Ganic and Wu [17], who
state that ammonia seems to be the best working fluid, despite its toxic nature. Its high thermal conductivity
and latent heat are more important, as less heat transfer area is needed. Therefore, ammonia was used in this
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Figure 1.3: Heat transfer coefficient of evaporating ammonia with varying vapor quality and mass flux [12]

research.

Figure 1.4: Schematic of the new ORC with a separator and re-circulation [52]

1.3. Relevance

The optimisation research conducted by Kirkenier [30], Stelwagen [52] and van Strijp [59] helped to under-
stand the OTEC cycle and to find the optimum parameters for an OTEC cycle. A lot of research has been done
on OTEC systems, but these are almost all conducted with steady-state models. But in reality, the param-
eters are continuously changing, e.g. the temperature of the ocean. This can be seen in Figure 1.5, which
represents the temperature difference of the sea water in Curacao. The figure shows that the temperature is
fluctuating. The steady-state models are useful for design conditions and the optimisation of a process, but
they fail to represent reality. Therefore, dynamic modeling is more appropriate for the fluctuating real-life
cycles an OTEC cycle operates in.

To be able to run the plant at optimal conditions at all times, the power cycle has to be regulated using a
control system. Some parts of the cycle can be controlled using feedback loops and sensors, to ensure optimal
outlet conditions. For example, the mass flow can be regulated using the rotational speed of the pump. The
dynamic input of the cycle will be used to control the cycle, using feedback loops. For instance, when the
working fluid mass flow in the evaporator is too high, which results in a low outlet quality, the pump can be
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Figure 1.5: Temperature difference of Curacao during the year. As can be seen, the temperature difference fluctuates between 19 and 23
degrees in a year [59]

regulated to decrease the mass flow.

1.4. Objective

The main objective of this thesis is to investigate the impact of the transient region and propose a control
strategy to optimise the cycle. A dynamic model is developed to research the impact of the transient re-
gion. The results of Kirkenier [30], Stelwagen [52] and van Strijp [59] are used as input, as these optimisation
models give the best steady-state performance. With this dynamic model, the transient behaviour can be
investigated, which can be used for further optimisation. For example, whether to lower the mass flow using
the pumps at higher temperatures to reduce the energy consumption of the pumps instead of increasing the
electricity generation of the turbine. Therefore, the following research question is defined:

"What is the impact of the transient region on the performance of an OTEC power cycle, and how can this be
optimised using control?"

Accompanying sub-questions regarding this are:
e What are the controllable variables in an OTEC power cycle?
¢ What is the influence of the time-dependent temperature of the surface water?
¢ How does the system react to varying mass flows?
* How does the system react to start-up and shut-down procedures?
¢ How fast does the system react to failure of certain components?

e What is the optimal control strategy for an OTEC power plant?

1.5. Methodology

To develop the dynamic model, a literature study was conducted to find out which type of models are best
applicable for each component of this research. After a model was selected for each component, this model
was implemented as a modular model. This means that every component is modeled as a stand-alone com-
ponent, so it can later be adjusted in case of changing geometry or configuration [6]. The model was built in
Matlab & Simulink [38]. The thermodynamic properties of the ammonia were calculated using Fluidprop [5]
with REFPROP [32] as database. REFPROP is a database containing many fluids and mixtures. As it does not
contain the properties of sea water, a different program is used for the thermodynamic properties of the sea
water. This is done using CoolProp [2].

After the model was built, it was validated with experimental data of the OTEC demo, residing at the TU
Delft. After validation it was used to conduct simulations of the OTEC cycle in transient regions. Also, the
optimisation using control was researched. Finally, the total impact of the transient region as well as the
influence of control was determined through a comparison with existing steady-state models.



1.6. Thesis Outline

1.6. Thesis OQutline

* Chapter 2 contains a literature review, describing the choice for the modelling method

* Chapter 3 contains the information about how the model is built, alongside the related calculations
¢ Chapter 4 shows the validation of the dynamic model

¢ Chapter 5 shows an overview of the results of the simulations

¢ Chapter 6 describes the optimisation using control in an OTEC power cycle

* Chapter 7 presents the conclusions and recommendations of this study






Model Selection

In this chapter, the different types of dynamic models will be explained and the decisions on how to model
each component are elaborated.

2.1. Introduction

There are three types of dynamic modeling: white-box, grey-box and black-box. White-box modeling uses
physical equations, such as the conservation equations, to describe the transient behaviour. These conser-
vation equations consist of three equations: conservation of mass, conservation of energy and conservation
of momentum. Black-box modeling uses experimental data and empirical relations to describe the transient
behaviour. Grey-box modeling is a combination of black- and white-box modeling and consists of both phys-
ical equations and empirical relations. Grey-box modeling is mostly used in engineering practice, as most
problems can be solved using the physics equations but some unknowns have to be solved through empiri-
cal results, such as efficiency maps and/or experimental data [58].

As the dynamics of pumps and turbines are much faster than the dynamics in heat exchangers, the influence
of their dynamics is negligible. Therefore, the pumps and turbines can be modeled as static components [63].
The dynamics in the heat exchangers and tanks are leading in the model developed in this thesis. Therefore,
they are modeled dynamically. An overview of the components and their modelling approach can be found
in the next sections.

2.2. Heat Exchangers

In heat exchangers, there are three thermodynamic phases: liquid, liquid-vapor and vapor. There are two ma-
jor distinctive methods to model a heat exchanger: using Finite Volumes (FV) and using a Moving Boundary
(MB). These will be explained in Sections 2.2.1 and 2.2.2.

2.2.1. Finite Volume

The finite volume method is a method which subdivides the heat exchanger into several control volumes of
equal volume across the heat exchanger. An example of a finite volume model can be seen in Figure 2.1.
According to Desideri et al. [10], the conservation equations are derived from the one-dimensional conser-
vation laws at constant volume. These laws are applicable for each control volume, and the output of the first
volume will be used as input for the next volume. This can provide a very high level of detail, especially for the
two-phase region. This is done by either assuming average or lumped parameters, or by directly discretizing
the conservation equations. The larger the number of volumes is, the higher the level of detail is, but this
comes at the cost of computational time.

According to Weerstra [62], one of the main problems with FV models is the conservation of momentum, as
this results in long computation times. He states three solutions to implement the momentum equation: with
an assumed pressure gradient, with static pressure drops between each volume or an accumulated pressure
drop from all the volumes at the end. With this last solution, the pressure drop can be neglected as well, as
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done by Bendapudi et al. [3] and Bamgbopa and Uzgoren [1]. The influence of the momentum equation is
investigated by Zhang et al. [69] and Qiao et al. [44]. They both conclude that neglecting the pressure drop
still is within the margin of error for large transients on a system level.

[* L *

Figure 2.1: Finite Volume model. The gaps show the different control volumes. Seawater (red) flows through the boundaries, where the
ammonia (green) flows through the center, only separated by a wall (grey) [1]

According to Desideri [10], the minimum number of 20 volumes is needed to avoid numerical inconsistency
when using plate heat exchangers. Bendapudi [3] states that an FV model of 20 volumes is 20% slower than
real-time. This makes an FV model not eligible for control, as at least real-time outputs are required to influ-
ence the cycle at the moment a change is needed.

2.2.2. Moving Boundary

The moving boundary method is a method which consists of a maximum of three volumes: one for each
phase in the heat exchanger. There are three phases in the heat exchangers: liquid, liquid-vapor and vapor.
The boundaries are time-dependent and can shift, depending on where the phase shift will take place.
Where the FV method captures great levels of detail due to the many volumes, the MB model tries to capture
the dynamics by making use of lumped parameters. According to Wei et al. [63], a MB model is accurate
enough to capture the leading dynamics behavior but simple enough to be used for real-time simulations
and control. Because of the small number of volumes, the computational time will be low. These volumes are
illustrated in Figure 2.2.

Ly(v)

L) Ly

" n... h s
i h, whore | b,
g SN N
Working fluid
T, ' 7 ' T
I |
Wl T:'hz w2 T“! 5, wi
| |
I |
TIBWJ T+ TFLm 2 T + T}UII ] ' ¥
mn_m.m ' T.‘J_m.r'n i 12 Mlhl‘zj "!J‘i.ru'. out? Tn’u'«am

Figure 2.2: Moving boundary model. The dashed line indicates the boundary of a thermodynamic state. The hot seawater (orange)
flows at the boundary, where the ammonia (cyan) flows through the center, only separated by a wall (grey) [11]

The MB method uses lumped parameters to model the volume. This means that the parameters are averaged
per zone. To enable this in the two-phase region, Wedekind et al. [61] proposed a new variable, the mean
void fraction. The mean void fraction assumption is almost universally applied by all researchers developing
moving boundary models [48]. The void fraction is the ratio between the vapor volume and the total volume.
The void fraction is given by Equation (2.1) [66].

X
Yx)= ———— 2.1)

x+(1—x)(‘;—f)s
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where S =1 for homogenous flow and S = (S—;) ° when using the Zivi-correlation [70]. According to Wilson

[66], the Zivi correlation is extremely accurate for void fractions above 0.8. As stated in Section 1.2, the vapor
quality has to be between 0.4 and 0.7 to ensure the highest heat transfer coefficient. As shown by Wilson [66],
the void fraction is around 0.8 for an average quality of 0.2-0.35, which corresponds to an outlet quality of 0.4
- 0.7. As this is within the range of this research, the Zivi correlation is applicable in this research.

Rasmussen and Shenoy [49] show that when a phase is not included in the model anymore, e.g. when the
evaporator does not fully evaporates the fluid, the standard MB model gets a numerical failure. To be able to
cope with this problem, another model was developed called the switching moving boundary, or SMB. This
model is able to switch between certain modes, when a certain error margin is reached. This is shown by Fasl
[16]. Fasl has improved the model of Li and Alleyne [33].

2.2.3. Comparison

The moving boundary and finite volume methods have been compared by several researchers, such as Desideri
[10] and Bendapudi [3]. Desideri uses a small ORC of 11 kW and validates it with a test rig. From his research it
appears that the accuracy of both the FV and MB method are almost the same, while the computational time
of MB is 10 times faster. It should be noted that Desideri’s research was only conducted for small changes.
Large transient regions, such as start-up and shut-down procedures have not been investigated. Bendapudi
[3] compares the FV and MB methods in a 300 kW centrifugal system. In this study he states that the FV and
MB methods are almost the same in accuracy, but the moving boundary method used three times less com-
putational time. However, he notes that the MB model was unable to handle the start-up transient. Pangborn
[42] compares a FV with an SMB model, using data from an earlier report from Rasmussen [48]. His conclu-
sion was that the SMB and the FV method with 200 volumes have a similar accuracy, but the SMB computes
almost 85 times faster than the 200 FV method. This is in line with Bendapudi [3] and Desideri [10]. He does
state another difference. An SMB uses the principal of mean void fraction, and is therefore dependent on the
type and geometry of heat exchangers. This makes it less flexible than the FV method.

As stated in Section 1.3, the model will be used for control, so it requires at least real-time as computational
time. It will contain heat exchangers in parallel, which requires even more computational time. With a fast
computer, it is possible to receive real-time results for a single heat exchanger with the finite-volume method.
But when using heat exchangers in parallel, also including the dynamics in the separator and buffer tank, the
computational time will be too long to be able to use real-time control. Therefore, a moving boundary model
will be used in this report as the model for the heat exchangers.

2.3. Pump & Turbine

The dynamics of the pump and the turbine are much faster than the dynamics of the heat exchangers. They
are expected to reach a new steady-state almost instantaneously. Therefore, the pump and turbine are mod-
eled as a steady-state component. This is also done by Wei et al. [63] and Quoilin et al. [47]. Semi-empirical
relations are needed. They are dependent on the geometry of the component and therefore not easily scal-
able. The empirical relation can be found using the characteristic curves from the manufacturer. With regres-
sion analysis, performance and efficiency maps can be developed [36].

According to Tummescheit [57], there are two ways to compute these maps:

* Data-intensive approximation using interpolation. When data is available, this is the best way to go, as
this can give the most accurate results

* Non-dimensionalized parameters which can be used to scale the parameters up to the real size

For the pump, a centrifugal pump is used. This is for both the seawater pumps as the working fluid pumps.
This is also done in previous research into OTEC cycles, conducted by Stelwagen [52] and Kirkenier [30]. Wei
et al. [63] use a regression analysis of the performance data presented by the manufacturer. The model de-
pends on the pressure, the rotational speed and the volume flow, normalized over the design conditions.
Zhang [68] uses a relation between the mass flow and the rotational speed. Ziviani [71] developed a correla-
tion which relates the volumetric flow rate to both the pressure difference and the frequency. These corre-
lations all depend on a specific pump, which makes it difficult to change the model and to scale the model.
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Colonna and van Putten [7] developed a correlation that depends on certain parameters like the optimum
point and the zeroes, in order to create a performance map. As this model is interchangeable and scales
better, this correlation will be used.

According to van Strijp [59], the best type of turbine for an OTEC cycle is a single stage axial turbine. A single
stage is best as the temperature difference is very low. The choice between a radial or axial turbine is made
using the categorization done by Walsh [60]. According to Walsh, only axial turbines are applicable in the
design conditions of OTEC.

For the modeling of the turbine, the well-known Stodola equation [53] will be used. This equation can be
found in Equation (2.2).

p 2
m=K pipi(l—(p—o)) 2.2)

1

This is also done by Tummescheit [57]. He states that the standard Stodola equation is only valid for multi-
stage turbines or low-detailed models. This is due to an error that the equation gives, when calculating the
mass flow around choking conditions. Choking conditions are the conditions when the flow becomes com-
pressible, which is around a Mach number of one for homogeneous fluids. Dankerlui [8] concludes that for
all working conditions for OTEC, the maximum Mach number is around 0.7. Therefore, it can be concluded
that the flow will always be subsonic and the Stodola equation can be used without an extra factor.

Colonna and van Putten [7] also use the Stodola equation for calculating a mass flow. For calculating the
outlet enthalpy, they use the thermodynamic states and the isentropic efficiency. They also include the heat
transferred to the metal parts in the energy equation. The isentropic efficiency in their paper is dependent
on the velocity of the working fluid and the blade, as well as the angle of the blades. Van Strijp [59] compares
different correlations for the isentropic efficiency. Both the correlation of Jiides & Tsatsaronis [27] and the
correlation of Keeley [28] are checked. His conclusion is that the correlation of Jiides is more reliable, as this
is based on experimental data. As the study of van Strijp focuses on an OTEC cycle, the correlation of Jiides &
Tsatsaronis will be used in this report.

2.4. Piping

In literature, the piping is excluded from the model. This is done because the influence is relatively small,
while it increases the computational time. Usually, the output of a pipe model is a pressure drop over the
pipe. As most systems have a large pressure difference, the pressure drop due to the piping is negligible.
But in an OTEC cycle, the pressure difference is small and the volume flow is high. This means that all the
pressure drop, no matter how small, has an influence on the total energy production. Therefore, the choice
was made to include the piping. The pipes are modeled as a steady-state component to keep the increase of
computational time as low as possible, while still including the pressure drop in the model.



Model

In this chapter, all the different components of the model will be discussed. It includes both the dynamic and
static models. As all outputs from components are the input for other components, an input-output scheme
or a causality diagram is used to visualize the dependencies.

Turbine

'—}—v <p— €
sep cond
\

Cold seawater
Separator Pump

Hot seawater
Pump

Condenser

Mpot Evaporator h| 7| Peep

Swin Recirculation
i pump

oump.

Piout [ 77U ]Pevap Buffer
Tank

Working Fluid
Pump

Mixer

Figure 3.1: Causality diagram. The arrows show which component generates a parameter and feeds this to another component. For
example, enthalpy (blue) and pressure (green) flow out of the separator, and the mass flow (red) goes into the separator. The dashed
blocks have combined equations but a modular structure. The dashed lines represent the input for the model.

This diagram can be seen in Figure 3.1. A dashed block represents a combined model. This applies for the
evaporator with the separator and the condenser with the buffer tank. See Sections 3.2.1 and 3.2.2 for more
details. From this scheme, it can be seen that the mass flows are derived from the pump and turbine models,
while the pressure levels are determined by the heat exchanger blocks.

3.1. Heat Exchangers

An OTEC power cycle makes use of heat exchangers: an evaporator and a condenser. In Section 2, the model-
ing choice for the heat exchanger has been explained. This method will be further elaborated in this section.

11
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It uses inlet parameters from the cycle conditions (mixing point of re-circulation- and working fluid pump
for the evaporator and the turbine outlet for the condenser) and the sea water pumps. These inputs («) will,
in combination with physical parameters and the state vector (x), give a time derivative of the state vector
(X). By integrating this time derivative, the solution of the new time step can be found. This requires initial
conditions (xp) to be set. The model outputs (y) depend on the other system components. They are derived
using another function of the state vector.

Certain assumptions are made for the model:
¢ The heat exchanger is in a single pass arrangement.
¢ The working fluid flow is one-dimensional, compressible and unsteady.

¢ The cross-section area of the heat exchanger is assumed constant over the heat exchanger length.

Axial heat conduction is neglected in the fluid element.
¢ The wall cross-section has a uniform temperature.

The governing equations are the conservation equations, namely conservation of mass and conservation of
energy. The generic form can be found in Equations (3.1) and (3.2). Here, ii is the fluid velocity vector, f is
the body force vector and o is the stress tensor. By applying the above mentioned assumptions, they can be
simplified to Equations (3.3) and (3.4). This derivation is done by Grald & MacArthur [35]. They also give an
equation for the conservation of the wall energy of the heat exchanger. This is given in Equation (3.5).

% L. (o =0 3.1
ot pur= ’

(i .
(gtu)+v-(piiii):pf+v-0 (3.2)

dpAc) Orin
S =0 (3.3)

d(pAcsh—p)  Oinh)
p = P, =+ @i ATy = T) =0 3.4)
0Tw

(CpPA)wW =y A(Twr — Tw) + aswA(Tsw — Tw) (3.5)

A heat exchanger can be divided in three regions: a sub-cooled region, where the fluid is pure liquid, a two-
phase region, where the fluid is both liquid and vapor, and a superheated region, where the fluid is pure
vapor. The conservation equations given in Equations (3.3), (3.4) and (3.5) are applied on all three regions
individually.

To be able to model the dynamics correctly, Partial Differential Equations (PDE) give difficulties. Therefore,
these PDE’s have to be rewritten to Ordinary Differential Equations (ODE). This can be done using the Leibniz
integration rule, which can be found in Equation (3.6). Here, the equation is dependent on z, so it depends
on the length of each region.

22(1) 25(1)
ofz,n _ d d(z1(1 d(z(t
f flen _ 4 (zf Gz, t)dz) + 120,00 22D p(y (), 1) L2 (3.6)

ot dt dt dt
1(2)

z1(1)
3.1.1. Evaporator
As stated in Section 1.2, the evaporator will only partially evaporate the working fluid. Therefore, there is no
superheated model needed for the evaporator. The only phases which will be discussed are the sub-cooled
region and the two-phase region. The governing equations are obtained by integrating Equations (3.3), (3.4)
and (3.5) along the length of the heat exchanger, considering lumped parameters for each zone.
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Mean void fraction
To be able to use lumped parameters in the two-phase region, a new parameter has been introduced: the
mean void fraction. The void fraction is the ratio between the vapor volume and the total volume. A gener-
alised form of the void fraction can be found in Equation (3.7). In this equation, S is defined as the slip factor.
When the flow is homogeneous, S=1, which will provide the upper bound. The lower bound will be provided
Pi ) 3 [ ]

by the Zivi-correlation, which is S = ( As stated in Section 2.2.2, this is a valid assumption consid-

ering the evaporating conditions. Equatlon (3.7) will be integrated and averaged in Equation (3.8). The final
form of the mean void fraction is given by Equation (3.9), with quantity y; given in Equation (3.10) [45].

v(x) = #_x)us 3.7)

Y= (3.8)

T=3 1x,- (usﬂ—sl)z ln(ﬁiﬁiﬂiﬁ)] B usl—l 59
s = (%) S (3.10)

The lumped variables in the two-phase region can be described as follows: hy = h;(1 —7) + hg(y). This is
applicable for all state variables. It is stated by Wedekind [61] that a mean void fraction that is invariant of
time is valid for small system transients. This could be a problem in start-up and shut-down procedures. But
as the output of the evaporator will be two-phase, the outlet quality will be determined using the mean void
fraction. Therefore, the mean void fraction will be variant with time.

Governing equations

The governing equations for the conservation of mass and energy of the sub-cooled region are given in Equa-
tions (3.11) and (3.12). The governing equations for the two-phase region can be found in Equations (3.13)
and (3.14). A full derivation can be found in Appendix A.

dp1 10p1| Ohy\dp 10p1| dhin
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dpr .. _  Opg_ dp dy -, dL
(6_(1_Y)+6_Y)ACSL2 dt +(Pg_Pl)AcsLZE+(Pl_Pg)YAcsW+mo_m12:0 (3.13)
d(pg g) d(p;hy) dp —dL, dy
1- —1|AcsLo— h ho)A h hp)AcsL
( ap +1-y)— ap ) cs Zdt+(pl 1—Pghg) ch +(Pg g~ P1NDAcs 20 514)
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The energy conservation of the wall zones is given in Equations (3.15) and (3.16).
dT Tvw—T dL
(cppV)w( dlt“’—( lel “”) d;) 1 Awp(Tiws = Tiw) + CswAsw(Tisw = Tiw) (3.15)
TZw
(CppV)wd— = azAwf(TZM/f = Tow) + @swAsw(Tosw — Tow) (3.16)

. . . o odL dp dY dTiy ATy, . N
The six equations only contain five explicit time derivatives: T di di’ i d T The time derivative

ds;" is neglected as this is sufficiently small [15]. By rearranging the six equations, r1;» can be eliminated.

This derivation is done in Appendix A. These time derivatives are the state-space time derivatives, stated as x.
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The equations can be rearranged in the descriptor form Z(u, x)x = f(x, u). The new equations can be found
in Equation (3.17). The values for Z(u,x) can be found in Table 3.1.

dLy
oz 0 o1 o iy = hy) + @1 Ay 5 (T = Typ)
221 Z2 23 0 d_j T (g = o) + Q2 Ay 22 (To1 — Toww )
231 Z32 233 0 % = m; — 1, (3.17)
2z 0 0 z44 O % a1 Awr(Trws = Tiw) + CswAsw(Tisw — Tiw)
0 0 0 0 zs5 ATrw @2 Awf (D — Tow) + asw Asw (Tosw — Tow)
dt

Table 3.1: Matrix elements of Z(x,u) for the evaporator
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As the mean void fraction is a state variable, this can be used to calculate the new outlet quality, on which all
new working fluid properties depend. Rasmussen [48] shows a simplification for the calculation of the outlet
quality. When saturated vapor exits the evaporator, x, = 1. For small deviations, we can set x, = 1 inside
the natural log. This can be solved for x,. According to Eldredge [15], this is valid when the outlet quality
is between 0.8 and 1. As the outlet quality of this research is set to be around 0.7, this is not deemed valid.
Therefore, the full solution is calculated. This can be found in Equation (3.18), where W is the product log
function, or the Lambert W function.
HsYXj+ LS —2yx;— ﬂS xﬁ%ﬁﬂ

(sXxi—Xi—ps)e (Hsy=y+1) =_=
s W HsXi—Xi—Hs = HsY—Y +HSY_Y+1

= — 3.18
Yo (s — Dy -7+ 1) (5.18)

3.1.2. Condenser

For the condenser, the working fluid inlet will always be either saturated vapor, or two-phase. Because sat-
urated vapor enters the turbine, small liquid parts will exit the turbine after expanding. Therefore, only two
regions have to be modeled, namely the two-phase region and the sub-cooling region. The condenser model
is derived the same way and uses the same assumptions as the evaporator, but it also uses one extra assump-
tion. From steady-state experiments conducted by Bluerise B.V., it can be seen that the sub-cooling heat
transfer consist of less than 0.05% of the total heat transfer. Rasmussen [48] and Eldredge [15] state that for
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a situation like this, pseudoquality can be introduced. Pseudoquality means that the quality can be nega-
tive in the calculations. This makes it possible to model only the two-phase region while still capturing the
sub-cooling region. This will be further elaborated in this section.

Governing equations

The governing equations are derived the same way as for the evaporator, by integrating Equations (3.1), (3.2)
and (3.5). They can be found in Equations (3.19), (3.20) and (3.21). The full derivation can be found in Ap-
pendix A.

(%(1_ )+ y) wf =2+ (g = P Vs Y g — i, (3.19)
op dr "8 Iat
o(prhy) _ 0(pghg) _ d dy . .
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AT,
(eppVIw—1— dr =ayrAwf(Tws — Tw) + @swAsw(Tsw — Tw) 3.21)

The resulting three equations contain three explicit time derivatives: ‘;’; , 97 and dT‘” . They can be rearranged

in the descriptor form Z(u, x)x = f(x, u). This form can be found in Equatlon 3. 22) The values for Z(u,x) can
be found in Table 3.2.

dp
zin z12 0 dt m; — i,

dy . )
21z O ||| =| mihi-moho+awrAus(Tw—Tuwyf) (3.22)
0 0 Zzss ddﬂ AwrAwf(Twr— Tw) + aswAsw(Tsw — Tw)

t

Table 3.2: Matrix elements of Z(x,u) for the condenser
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As stated at the beginning of this section, the condenser model will make use of pseudoquality. This means
that the outlet quality can become negative. The inlet quality is in the range 0f 0.95-1, according to the steady-
state models made by Bluerise B.V. The equation to calculate the outlet quality of the condenser can be found
in Equation (3.18). To use the pseudoquality, the properties should not be calculated using REFPROP, but
by making use of the two-phase formula % = h;(1 — x) + hg(x). This also works for negative x. According to
Eldredge [15], this allows the models to capture the sub-cooling outlet conditions without the need to switch
modes.

3.1.3. Sea Water Temperature

To capture the average sea water temperature in the heat exchanger, an energy balance is made for a counter-
current heat exchanger, based on the theory of Shah [50]. A visualization of the energy balance can be found
in Figure 3.2a.

The energy balance over a small and arbitrary length dz becomes Equation (3.23).

. dz
MswCp,sw (Tsw,z - sw,z+dz) = aswAsz (Tsw,z - Tw) (3.23)

By rewriting and integrating Equation (3.23), the temperatures at the boundaries can be calculated. The equa-
tions for the evaporator can be found in Equations (3.24) and (3.25). The outlet temperature of the condenser
can be found in Equation (3.28). A full derivation can be found in Appendix A. The average temperature for
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the evaporator for each region can be found in Equations (3.26) and (3.27). A visualization of the evaporator
can be found in Figure 3.2b.
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For the condenser, the equation for the average temperature can be found in Equation (3.29).
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Figure 3.2: Visualisation of counter-current heat exchangers

3.1.4. Heat Transfer Correlations

Stelwagen [52] conducted research on the heat transfer correlations in an OTEC configuration for both single-
phase and two-phase of the evaporator. He concludes that the best heat transfer correlations are Goudriaan
& Kuikhoven [19] for the sea water, Donowski & Kandlikar [13] for the single-phase ammonia and Khan et al.
[29] for the two-phase evaporating ammonia. Therefore, these correlations will be used in this research. They
can be found in Table 3.3.

For the condenser, Tao et al. [56] have performed experiments for the best correlation of two-phase conden-
sation. They conclude that the correlation of Kuo [31] has the best fit for calculating the heat transfer coeffi-
cient, but it was not tested for ammonia. They tested the correlations again and found that at low mass flux,
the surface tension becomes more dominant. Therefore, they introduced a new correlation, where the heat
transfer coefficient is dependent on both the convective condensation and the gravity controlled condensa-
tion. They state that the transition between gravity controlled condensation and convective condensation is
at a Weber number of 0.12. The Weber number can be found in Appendix B. The heat transfer coefficient de-
pends on the ratio between the liquid Weber number and the transition Weber number. The correlation can
be found in Table 3.3. The equations can be found in Equations (3.30), (3.31), (3.32), based on the correlation
for single phase by Martin et al. [37], (3.33), (3.34), (3.35) and (3.36), based on the film condensation equation
made by Nusselt [41].
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Table 3.3: Heat transfer correlations used in the system

Evaporator
Author Fluid Single-phase correlation
Goudriaan & Kuikhoven [19] Sea Water Agy = 2—20.291Re?'72Pr?'33
1
Donowski & Kandlikar [13] Ammonia Ayf = 2—20.2875Re?‘78Pri3
Author Fluid Two-phase correlation

Nugy, = (—173.52% +257.12)

Khan et al. [29] Ammonia vool ro00ns( P _0_624%“)_822
* (BogRe,) w0 (—)
Pcrit
Condenser

Author Fluid Two-phase correlation

Tao et al.[55] Ammonia Apr=0ac+(1-0)ag.

Author Fluid Single-phase correlation
Goudriaan & Kuikhoven [19]  Sea Water A = 2—;0.291Re?'72Pr?'33

By including pseudoquality in the condenser to create the sub-cooled region, the heat transfer coefficient
changes. According to Shah [50], a steady-state heat balance will suffice due to the short moment of sub-
cooling. By using the liquid heat transfer coefficient, the length of the sub-cooled region can be calculated
using Equation (3.37). The new equation for the heat transfer coefficient can be found in Equation (3.38).
This formula is only applicable when the outlet enthalpy h, is smaller than the saturated liquid enthalpy h;.
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(3.38)
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3.1.5. Pressure drop

In almost all moving boundary models, the pressure drop in the heat exchanger is neglected as the compu-
tational time increases significantly when including the dynamic momentum equation, while the impact is
small. This is done by Zhang et al. [68], Tummescheit [57], Shah et al. [50], Eldredge et al. [15], Rasmussen
et al. [48], Pangborn et al. [42], Huster et al. [24] and Horst et al. [23]. But, as stated by Qiao and Laughman
[44], in some applications the pressure drop cannot be neglected. In an OTEC cycle, all small pressure dif-
ferences influence the outcome significantly, especially for the sea water side. Therefore, it was decided to
include the pressure drop in the heat exchangers. Qiao and Laughman [44] compare five different methods
of including the momentum equation. Their conclusion is that the friction-only method is the best choice
when considering the trade-off between computational time and accuracy. Therefore, this method will be
used in the model.

Qiao et al. [45] give two options for the pressure drop: A general pressure drop at the end of the heat exchanger
and a linear changing pressure over the heat exchanger. The choice is made to use the first approach. This
is done because Qiao uses the outlet pressure as a boundary, where the model uses the outlet mass flow as
a boundary. The accuracy between a general pressure drop and a linear changing pressure drop is minimal,
but an extra equation would be needed when using the linear changing pressure approach in comparison
with the general pressure drop. Therefore, a general pressure drop is used.

This general pressure drop is calculated using a correlation. Different correlations for the pressure drop in
the heat exchanger have been implemented in the model. According to Stelwagen [52], the best correlation
for the single phase pressure drop is the correlation proposed by Martin [37]. This correlation can be found in
Equations (3.30), (3.31) and (3.32), with the change that it is specifically for a liquid or vapor Reynolds number
instead of the equivalent Reynolds number. The correlation is tested over a wide range of experimental data,
and therefore deemed valid. This correlation will be used in the model for both the sea water and the single
phase working fluid.

Stelwagen also conducted a research for the best correlation in the two-phase evaporating region. He con-
cludes that the best correlation is made by Yan & Lin [67]. Therefore, this correlation will be used in the
evaporator. The correlation can be found in Equation (3.39). The pressure drop is calculated using Equations
(3.40) and (3.41)

6.947 % 10° * Re ;10

foip=4x 5 (3.39)
Rel'
G%L,
APgy = fp,sp— (3.40)
p = by 2dppi
G*L,
APy = fpip——— (3.41)
=1 ththm

Tao & Infante Ferreira conducted research for the condenser. They came up with a modified version of the
Lockhart-Martinelli method [34]. This new correlation has been validated with ammonia. Therefore, this new
correlation will be used in the condenser. All equations can be found in Equations (3.42), (3.43) and (3.44),
where fp; and fp ¢ are the Darcy friction factors for single phase liquid and single phase vapor.

G*(1-xm)°L
AP; = fp——— — (3.42)
2p,dp
G*x2 L
APy = fp o —2— (3.43)
4 4 Zpgdh

APy = APy +2\/AP]APg + X,y AP (3.44)

All correlations can be found in Table 3.4.
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Table 3.4: Pressure drop correlations used in the system

Author Heat exchanger Single-phase correlation
—05
. 1-cosf
Martin [37] Evaporator/Condenser  fpsp = cosp
\/O.IBtanﬂ+0.36sinﬁ+a{—gﬁ V38
Author Heat exchanger Two-phase correlation
. 6.947%10°  Re, 1109
Yan and Lin [67] Evaporator foip=4% ——F55
Tao et al. Condenser APy =AP;+2\/APIAPg + X APg
3.2. Working Fluid

To ensure a level of working fluid in the system, tanks are installed to store excess working fluid. These buffers
are placed after the heat exchangers and are modeled in the same way, for the exception that the separator
has more than one purpose: separating the two-phase ammonia exiting the evaporator.

3.2.1. Buffer Tank

The condenser outlet can be two-phase, as stated in Section 3.1.2. When small vapor parts enter the pump,
they can implode at high pressure, resulting in cavitation. This can be prevented by sub-cooling inside the
condenser, but all sub-cooling has to be re-heated in the evaporator. Therefore, a small sub-cooling is wanted
in the design case. To ensure pure liquid flow into the pumps and to keep a consistent mass flow in the system,
buffer tanks are installed between the condenser and the working fluid pump. These buffer tanks work as a
receiver. There are a few assumptions done for the buffer tank, as done by Qiao [46] and Eldredge [15]:

¢ The outlet is saturated liquid

¢ The vapor and liquid are in phase equilibrium

¢ The pressure in the buffer tank is the same as in the condenser
¢ The buffer tank is adiabatic

The buffer tanks receive either pure liquid or two-phase flow from the condenser and only pure liquid flows
out. When the outlet quality of the condenser is larger than 0 (i.e. two-phase flow), the pressure in the buffer
tank will rise due to the increase of vapor in the tank. This increase will continue until the outlet enthalpy
is equal to the enthalpy of saturated liquid. The opposite occurs when subcooled liquid exits the condenser.
Due to the cooling in the buffer tank, the pressure will decrease until the outlet enthalpy equals the saturated
liquid enthalpy.

To ensure this coupling between the condenser and the buffer tank, the buffer tank model is integrated in the
condenser model, with the same pressure.

According to Sohel [51], the heat capacity in the structure is negligible when the Biot number is lower than
0.1. The Biot number can be found in Appendix B. As the Biot number is smaller than 0.1 for heat transfer
coefficient of air, a heat conductivity coefficient of stainless steel and a length of more than 1 m, the heat
accumulation in the structure is assumed negligible and will not be included in the calculation.

To model the buffer tank, a mass- and energy balance are made. It uses the pressure and enthalpy as state
variables. The governing equations can be found in Equations (3.45) and (3.46). A full derivation can be found
in Appendix A.

dmp; o (3.45)
dr =Mip— Moyt .
d d du d Ug—prur\(d d d
[(ﬁ gug+ﬂvlu,+_gvgpg+ﬂwp,)_(w)(ﬁvg+ﬁw) dp
dp dp dp p Pg =PI dp dp dr (3.46)
Ug—pru;\ d '
+(Pg g —P1 z) mbtzmihi_mohl
Pg =PI dat

V; and V, can be calculated using the following relations: Refrigerant mass in the buffer tank is mp, = mg +
my, refrigerant energy is my,uy, = mgug + myuy, receiver volume is Vy; = V¢ + V; and mass of the vapor and
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liquid partis m = pV. From this, it follows:

Vpe—m

V= Pg Vbt ~ Mby (3.47)
Pg—PI
Vi, —

ngpl bt — Mpt (3.48)
Pr—pPg

As mi; for the receiver is 71, of the condenser, the governing equations of the condenser can be rewritten. The
new governing equations, written in descriptor form, can be found in Equation (3.49). The values for Z can
be found in Table 3.5

dp
zZn 212 zi3 0 dt ;i — it
Z21 Z2 23 0 e thihi —rohy+ayrAwr(Ty — Ty )
z31 zgz2 0 0 Z—Z - 1o (hcond,o — i) (3.49)
0 0 0 zy dditw AwfAwf(Twr—Tw) + aswAsiw(Tsw — Ty)

Table 3.5: Matrix elements of Z(x,u) for the condenser, including buffer tank
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To measure the level of liquid in the buffer tank, as well as in the separator, the density inside the tank is
calculated. The density inside the tank is calculated using Equation (3.50). The liquid level in the tank is
calculated using Equation (3.51).

Mp¢
Ppe = —2 (3.50)
"7 Vi
Ppi—p
Hbt,lz—t & Hy, (3.51)
P1—Pg

3.2.2. Separator

The separator splits the two-phase working fluid exiting the evaporator into saturated liquid and saturated
vapor. It is modeled as an extra control volume of the evaporator with one inlet and two outlets. A few
assumptions are made, as done by Qiao [46] and Eldredge [15]:

* The outlets are saturated conditions

* The vapor and liquid are in phase equilibrium

¢ The pressure in the separator is the same as in the evaporator
* The separator is adiabatic

It can be coupled with the evaporator by modeling the separator as an accumulator, or receiver. By changing
the outlet of the receiver from only saturated liquid to both saturated liquid and saturated vapor, a separator
can be modeled. Coupling the evaporator and the separator makes it possible to eliminate the outlet mass
flow of the evaporator. Therefore, the choice is made to combine the equations of these two components.
This results in one pressure for both components. The assumption of an adiabatic separator is deemed valid,
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as the Biot number is smaller than 0.1. The separator is modeled in the same way as the buffer tank. The
outlet of the evaporator is two-phase and the outlet of the separator is both saturated liquid and saturated
vapor. The governing equations can be found in Equations (3.52) and (3.53). A full derivation can be found in
Appendix A.

am
d;@p = min_mturb_mgear (3.52)
d d du d Ug—pjur\(d d d
[(ﬁvgug'*‘ﬂvlul*'—ngPg""ﬂVlPl)—(M)(ﬁVg*‘ﬂVl) ap
dp dp dp dp Pg—P1 dp dp dt (3.53)
pglg—prur\dm . '
+( gpj—m ) dstep:mihi_mf”rbhg_mgearhl

V; and Vg can be calculated using the following relations: Refrigerant mass in the buffer tank is mg., = mg
+ my, refrigerant energy is myepUsep = Mgug + myuy, receiver volume is Vsep = Vg + V; and mass of the vapor
and liquid part is m = pV. From this, it follows:

_ Pg Vsep — Msep
Pg =PI

Vi (3.54)

PiVsep—m
Vg = plrsep  TTsep (3.55)

P1—pPg
As m; for the separator is ri1, for the evaporator, the governing equations of the evaporator can be rewritten.
The new governing equations, written in the descriptor form, can be found in Equation (3.56). The values for

Z can be found in Table 3.6.

- dL )
) : dt _ . L
211 212 0 0 0 0 dp mi(hi_hl)+a1Awa1(le_lef)
d , .
221 Z2 23 z224 0 0 d; (gear + Miury) (hi = Revap,o) + aZAwf% (Tow = Towy)
Z31 Z32 Z33 4z 0 O dar i — Mgear — Meyrp
0 22 0 zya O 0 d'Z;ep - mgear(hevap,o —hp)+ mturh(heuap,o - hg)
zss 0 0 0 =zs5 O dTi, a1Ap (T — Tiw) + @sw Asw(Tisw — T1w)
d
0 0 0 0 0 zs|| ! a2 Aw(Towf — Tow) + Asw Asw(Tosw — Tow)
! Flame | L
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(3.56)

3.2.3. Mixer

The working fluid gets separated by the separator, but is also combined again after the gear pump and the
working fluid pump have increased the pressure again. As this is a simple junction, the mass- and energy
balance are steady-state balances. From the mixer model, the inlet conditions of the evaporator can be found.
The mass- and energy balance can be found in Equations (3.57) and (3.58). The junction has a small pressure
drop. This pressure drop is modeled as a constant pressure drop of 0.05 bar, based on a calculation using
Equation (3.79). More on this in Section 3.5.2.

Meyap,i = Mgear + Mpump (3.57)

meuap,ihevap,i = mgear hgear,o + mpump hpump,o (3.58)

3.3. Turbine

As stated in Section 2.3, the pump and turbine will be modeled as steady-state. The turbine will use the well-
known Stodola equation [53]. This equation can be found in Equation (3.59). This equation can be used to
calculate the mass flow at every pressure drop.

p 2
m=K pip,-(l—(p—‘f)) (3.59)

4
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Table 3.6: Matrix elements of Z(x,u) for the evaporator, including the separator
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In this equation, K is a constant, dependent on the design conditions of the turbine. At design conditions, all
parameters are known and K can be calculated. With known inlet and outlet conditions, the mass flow can be
calculated for every situation.

For the calculation of the efficiency of the turbine, the correlation of Jiides & Tsatsaronis [27] is used. Van
Strijp [59] concludes that this correlation is the best to determine the efficiency. This correlation can be found
in Equation (3.60).

2

3 i)
) —2.1812( -

4 m
) +2.4443( :
Mges

Myges

m
+1.0535 ( -

) + 0.701] (3.60)
Mes

m
Nis =MNis,des [ -1.0176 g
es

When the outlet quality of the turbine is lower than one, the correlation has to be corrected. This correction
is done in Equation (3.61), where Ax is the change in quality in relation with the design value.

1
Nis,corr :nis_EAx (3.61)

The quality used in Equation (3.61) is calculated from the enthalpy of the outlet. The enthalpy of the outlet is
calculated using Equation (3.62). With this enthalpy, the quality is known, being dependent of enthalpy and
pressure. Using the corrected isentropic efficiency, the new enthalpy is calculated, also using Equation (3.62).

ho = hi = (hi — ho,is)nis (3.62)
The power generated by the turbine is given by Equation (3.63).

Wiyrp = m(hi — ho) (3.63)

3.3.1. Generator

The mechanical energy generated in the turbine has to be converted into electrical energy. This is done by a
generator. A generator converts the rotational energy from the turbine into AC current. To be able to deliver
this current to the grid, it has to be at a frequency of 50 or 60 Hertz, depending on the grid. This corresponds
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to 3000 or 3600 rpm. The generator has an efficiency, 1gen. According to Haglind [21], the losses are due
to friction, electrical losses and copper losses. As friction and electrical losses are independent of the load
that is generated, these values will be taken as a constant. The copper losses are dependent of the load. The
equation for the generator efficiency at partial load can be seen in Equation (3.64). The value for F.,, is 0.43.
This is the same as used by Haglind [21]. He states that it corresponds very well with experimental data.
Therefore, it is assumed as a proper value.

PL
Ngen = Dgendes . (3.64)
NgendesPL+ (1 —Tgen,des) ((1 —Fey) + Fey PL )
The partial load is given by Equation (3.65).
W,
pL=_—tub (3.65)
Wturh,des

3.4. Pumps

As mentioned earlier, the pumps will be modeled as static components, as the dynamics in the pump are
negligible compared to the heat exchangers. They are implemented using an empirical relation, dependent
on manufacturer data. When the impeller is known, the flow rate can be determined using the performance
map. As the inlet pressure is known from the condenser and the outlet pressure is known from the evaporator,
the map can be used to find the flow rate. This can be rewritten into a mass flow rate. This method is proposed
by Colonna and van Putten [7].

According to Colonna and van Putten, the volume flow can be calculated which can be obtained using the
pump characteristics. The method makes use of dimensionless parameters of the pump head and the volume
flow, H,,; and V,,4, defined in Equations (3.66) and (3.67).

_8H
Hyy = Py (3.66)
Voa = v (3.67)
nd — nd3 .
These dimensionless parameters result in a parabolic pump characteristic, defined in Equation (3.68).
Hyg=aV:,+bVya+c (3.68)
a, b and c can be found solving the following system of equations:
gH, Vaee | v,
—Sodes des +b s +
nfiesdfles “a ( nd”djles )2 ndesdjes ¢
— Vo Vo (3.69)
0 = a(ndesd?ies) +b(ndesd?ies) e
gHo - ¢
nfiesdtzies

By substituting Equations (3.66) and (3.67) in Equation (3.68) and rewriting the equation, it becomes Equation
(3.70).

bn \/ b%n? 4aH 4acn?

. B gddes B gZdCZieb gdfies gz dfies
V= g (3.70)
8,
In this equation, the head can be described by Equation (3.71).
H=" 3.71)
pg

With the volume flow, the mass flow can be calculated using Equation (3.72).

m=pV (3.72)
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where p is the average value of the in- and outlet density of the pump.
The efficiency is given in Equation (3.73).

. 2
- 1 (1 V. n ) (3.73)
=1y —1-= .
1= Ndes T e

With this efficiency, the outlet enthalpy can be calculated using Equation (3.74). Also, the pump power can
be calculated using Equation (3.75).

h R h
hy=h;+ =2 1 (3.74)
n
. VAp
Wpump = - (3.75)

3.5. Piping

The piping in the OTEC cycle is coupled with the mass flow. As the mass flow is an output of the steady-state
components as the turbine and the pumps, the pipes will also be modeled as steady-state. The pipe model
will have a pressure drop as output. The pump power is linearly dependent on the pressure drop. Therefore,
it is important to keep the influence of the piping as low as possible. The pressure drop in the pipes can be
divided into three major components: major losses, minor losses and hydrostatic losses. The major losses
are the losses due to friction, the minor losses are the losses due to different components in the pipes such as
pipe inlets, bends, etc. and the hydrostatic losses are the losses due to a difference in density as a result of a
height difference.

3.5.1. Major losses
As said earlier, the major losses are the losses due to friction. The pressure drop can be described using the
well-known Darcy-Weisbach formula [9]{64], which can be found in Equation (3.76).
p v
APpqj = fDLEB (3.76)
The Darcy friction factor fp is different for laminar and turbulent flow. Laminar flow occurs at a Reynolds
number smaller than 2000. For laminar flow, it is given by a small rewriting of the Hagen-Poiseuille equation

[43], and can be found in Equation (3.77).
64
= — 3.77
o Re (3.77)

For turbulent flow, the Reynolds number has to be larger than 4000. The Darcy friction factor for turbulent
flow can be calculated using different methods. It can be read from the diagrams made by Moody [40], or
calculated using an iterative method made by Colebrook [4]. As an iterative method is computationally un-
favorable, especially with ever changing parameters, an approximation is used to calculate the Darcy friction
factor. The approximation is done by Haaland [20]. This approximation can be found in Equation (3.78).

1 £\ 69
—— =-1.8log (L) +—
Vo 3.7 Re
In an OTEC cycle, the flow is always turbulent. Only during start-up and shutdown procedures can the flow
be laminar, but this is only for a short amount of time. Due to the very high flows, the velocity will be high
and therefore the Reynolds number will be above 4000.

(3.78)

3.5.2. Minor losses
The minor losses are the losses due to non-uniform flow, caused by certain pipe components, such as bends,
pipe inlets and tees. These losses are dependent on the minor loss coefficient of each component. The pres-
sure drop is given by Equation (3.79).
2
v

APin = KPT (3.79)
The minor loss coefficient K is different for each component. Per component, it is also geometry and mass
flow dependent. Maps including the different minor loss coefficients can be found in graphs made by Idel’chik
[25] and Miller [39]. For simplicity, a constant value per component is assumed.
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3.5.3. Hydrostatic losses

The hydrostatic losses occur due to a difference in density between the deep sea water and the water at the
surface. The density changes with the depth of the water, due to a temperature change. For simplicity, the
density profile is taken as a linear profile. This means that the hydrostatic losses can be given by the difference
between the cold water density and the average density. As the density profile, in reality, tends to change only
at the top, this is a conservative approach. The pressure loss is given in Equation (3.80), where p, is given by
Equation (3.81).

APhyd = (Psw,cold - Pm) ngepth (3.80)
+
Pswm = psw,cold2 Psw,hot (3.81)

3.5.4. Total loss
To calculate the total loss, Equation (3.82) is used. The minor losses are added up as pipes can have multiple
components.

APiotal = Apmaj +ZAPmin + Aphyd (3.82)

As the hydrostatic pressure is dependent on the density difference between the pipe in- and outlet. As this is
only relevant for the cold water pipe in the sea, the hydrostatic pressure is neglected for all pipes other than
the cold water inlet pipe.






Validation

In the previous chapters, the choice for a model has been made and the physics and mathematics describing
the model have been explained. In this chapter, the model will be validated using experimental data from an
experimental set-up.

4.1. Experimental set-up

At the Process & Energy lab at the TU Delft, a small scale OTEC test set-up has been built. This set-up is known
as the OTEC demo. The OTEC demo includes all components for both an Organic Rankine Cycle and a Kalina
cycle. A Kalina cycle is a different power cycle, which is not in the scope of this thesis and therefore will not be
discussed. A visualisation of the OTEC demo can be found in Figure 4.1a, with a list of components given in
Table 4.1b. The recuperator from Table 4.1b is only applicable for a Kalina cycle and therefore not of interest
for this thesis. The OTEC demo consists of sensors to measure temperature and pressure throughout the
system, as well as flow sensors to measure the total flow, the re-circulation flow and the vapor flow through
the orifice/valve.

4.1.1. Changes from original model

To validate the model, it has to be adjusted from the 3 MW scale to the scale of the experimental set-up. As
can be seen from Table 4.1b, the OTEC demo does not include a turbine. This is because the original turbine
in the set-up broke down and has been replaced by an orifice combined with a valve. This means that the
turbine in the model described in Chapter 3 has to be replaced with a valve. The new equation for a valve
becomes Equation (4.1).

m=CgA\/pi(pi— Po) (4.1)

By changing the opening area of the valve, the pressure difference over the orifice changes. This makes it an
extra input for the cycle. The valve is assumed to be isenthalpic, as done by Qiao and Rasmussen [46][48].
Stelwagen [52] also based his research on experiments from the OTEC demo and he states that the orifice is
an ideal orifice, meaning there is no build-up of mass and the structure is adiabatic. From the mass- and
energy balance, it follows that the inlet mass and enthalpy are equal to the outlet mass and enthalpy.

In the model, sea water is used as cooling medium. In the OTEC demo, the cold and hot water basin consist
of normal water. Therefore, the properties for the cooling water are changed to water. This influences the
heat transfer coefficient of the cooling medium and therefore also the overall heat transfer coefficient of the
heat exchangers.

The working fluid pump is also different from the pump in the large-scale OTEC cycle. As stated in Section
2.3, the pumps in the large-scale model are centrifugal pumps. In the OTEC demo, the working fluid pump
is a reciprocating pump, or positive displacement pump. By moving the liquid using a piston, the mass flow
is determined. This piston is connected to a disc that rotates at a predetermined speed. With this type of
pump, the pump curve is different than the one described in Section 3.4. As the piston is connected directly
to the rotational disc, the mass flow is linearly dependent on the rotational speed. The new mass flow formula

27
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becomes Equation (4.2).

Mges (4.2)
Ndes

From Table 4.1b, it can be seen that there is no gear pump in the OTEC demo. Experiments were carried out
with two types of pumps, but both broke down, presumably due to the ammonia. The separator separates
the working fluid with gravity, so with natural recirculation. Natural recirculation can also be modeled in a
different way. The mass flow through the working fluid pump is known from the buffer tank level, and the
mass flow through the evaporator is known from the experiments. As the recirculation flow is ieyap — Mpump,
the gear pump can be controlled to maintain the evaporator mass flow, resulting in a recirculation flow. This
also determines the outlet quality.

.....
mazniown Pemmnn

| e
066 l =1

3

Number Component
1 Evaporator
2 Separator
3 Orifice & Valve
4 Recuperator
5 Condenser
6 Cold water pump
7 Buffer tank
8 Working fluid pump

2 : 9 Hot water pump
(a) Experimental set-up of the OTEC demo (b) OTEC demo component list

Figure 4.1: OTEC demo in the lab at the TU Delft

As stated before, the valve is isenthalpic. As the pressure decreases, but the enthalpy stays the same, the sat-
urated vapor becomes superheated. Therefore, a new state has to be included in the equations from Section
3.2.1. These equations are derived the same way as the sub-cooled region of the evaporator. The new set of
equations can be found in Equation (4.3). The values for Z can be found in Table 4.1. A full derivation can be
found in Appendix A.



4.1. Experimental set-up 29
CdL
@ . .
zZ11 212 O 0 0 0 dp mi(hi—hg)‘i‘a’lAwffl(le_lef)
Z21 Z2 23 Za 0 0 Zﬁ mo(hg—ho)+0£2Awf%(T2w—T2wf)
Y
Z31 232 23 z34 0 0 ar T — T 43)
0 zgp 244 0 0 ddmtbf a tite(ho — hy) )
251 0 0 0 255 0 dTiw alAwf(lef_le)"'aswAsw(Tlsw_ Thw)
dt
0 0 0 0 0 Zzes AT 2 Ay (Lws — Tow) + s Asw(Tosw — Tow)
] alzw L )
dt

Table 4.1: Matrix elements of Z(x,u) for the condenser, including the buffer tank, in the OTEC demo
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All changes from the original model to the experimental set-up scale can be seen in Table 4.2

Table 4.2: Changes from the 3 MW scale into experimental set-up scale

Component Changed from Changed into
Turbine Turbine Orifice
Working fluid pump Centrifugal pump Reciprocating pump
Gear pump Centrifugal pump Controlled natural re-circulation
Condenser Single state (two-phase) Two states (superheat & two-phase)
Seawater Thermodynamic seawater properties = Thermodynamic water properties

4.1.2. Data reduction
Data from the OTEC demo is captured by different type of sensors. The placement of these sensors can be
seen from the process & instrumentation diagram, or P&ID. This can be found in Appendix C. The data is
logged in an Excel file, and can be visualized using an in-house tool. An example is given in Figure 4.2. In
this figure the pressure level can be seen before and after the orifice. As the experiments were conducted
to measure different steady-state levels, the pressure levels are constant for a longer period of time. On the
x-axis, it is possible to see the time. On the y-axis, the pressure levels are shown. From these data, both the
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—— PI-01 [barg]
R —— PI-02 [barg]

Pressure [barg]

13:48:00 14:24:00 15:00:00 15:36:00 16:12:00 16:48:00 17:24:00 18:00:00
Time [HH:MM:55]

Figure 4.2: Example of data plot showing the pressure before (light blue) and after (dark blue) the orifice

steady-state as the dynamics of the model can be validated. As the only parameters measured are pressure,
temperature and mass flow, other parameters have to be calculated from these parameters. The thermody-
namic properties are calculated using REFPROP for the ammonia and CoolProp for the cooling water.

The flow meter of the evaporator is not accurate enough, as it fluctuates between 0 and 0.008 % while the
real value is around 0.005 %. Therefore, the mass flow of the working fluid has to be calculated. This can be
done by adding the liquid and vapor flow from the separator, coming from sensors FI-201 and FI-202. With
both the mass flow through the condenser and through the gear pump known, the mass flow through the
evaporator can be calculated for steady-state using Equation (4.4).

mevap = mgear + Mcond (4.4)

To calculate the heat transfer through the heat exchangers, a steady energy balance is used. The heat transfer
is calculated using the sea water mass flow and temperatures, using Equation (4.5), where the specific heat
capacity ¢, is a function of the pressure and temperature.

Q=rhc,AT 4.5)

The inlet enthalpy is obtained using the inlet temperature and pressure. With the heat transfer, mass flow and
inlet enthalpy known, the outlet enthalpy can be calculated using Equation (4.6). With this outlet enthalpy,
the outlet quality can be calculated using REFPROP using the outlet pressure.

Q =mAh (4.6)

The steady-state value for the outlet quality of the evaporator can also be calculated using Equation (4.7),
which is an equation that only works in steady-state conditions.

m
Xo,evap = _mualve 4.7)
evap

4.2, Steady-state Validation

First, a steady-state validation is done. This is done on the small-scale model, using the OTEC demo. The
OTEC demo set-up has the following inputs:

¢ Cooling water mass flow (cold and warm)
* Cooling water temperature (cold and warm)

* Pressure drop over the orifice



4.2. Steady-state Validation 31

These parameters can be controlled, and therefore used as input for the set-up. Stelwagen [52] conducted his
experiments with the inputs found in Table 4.3. The cooling water parameters are constant and the pressure
drop over the orifice is varied. In his model, there was no buffer tank present, nor was there any accumulation
of liquid. The experiments do show a liquid level in the buffer tank, which is controlled. This extra input is
used as an input for the model.

Table 4.3: Input values for the OTEC demo experiments. The pressure drop is changed for each experiment, the rest is a constant

dpuatve 0a1]  Toyp C1 titcun || Towe 1°C1 ritcue [ %] BT level (%)
1.48-3.32 27 0.3 5 0.225 20

To match the experiments done by Stelwagen, the mass flow of the ammonia through the evaporator in the
model is controlled for each step. The resulting inputs for the model can be seen in Table 4.4. The opening
of the valve is calculated by using a controller for the opening to match the required pressure drop over the
valve. This way, the steady-state values should match the experimental values.

Table 4.4: Model inputs for steady-state validation, generated from the experiments

# mevap,i [k_sg] dpvall/e [bar] Tcw,h [°C] mcw,h [k_sg] Tcw,c [°C] mcw,c [kTg] BT level [%]
1 0.00378 3.32 27 0.3 5 0.225 20
2 0.00394 3.11 27 0.3 5 0.225 20
3 0.00449 2.75 27 0.3 5 0.225 20
4 0.00472 2.46 27 0.3 5 0.225 20
5 0.00485 2.26 27 0.3 5 0.225 20
6 0.00491 2.00 27 0.3 5 0.225 20
7 0.00507 1.74 27 0.3 5 0.225 20
8 0.00512 1.48 27 0.3 5 0.225 20

After running a preliminary validation, some results became apparent. When looking at these results in Figure
4.3, it can be seen that there is a large gap between the experiments and the model output regarding the heat
transfer in the condenser. The theoretical heat transfer in the evaporator should be the almost the same, as
the system is in steady-state. Why this is not the case in the experiments will be elaborated in Section 4.4.
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Figure 4.3: Preliminary cooling water validation for the heat transfer in the condenser. The simulations (red circle) should be on the
experimental line (cyan), but the heat transfer is overpredicted, and therefore is above the experimental line

When looking deeper into this gap, it can be seen that the heat transfer correlation is not correctly predicting
the heat transfer. The cooling water correlation used in the model is validated on the OTEC set-up with the
same flow as used in the experiments and is therefore deemed valid. The two-phase correlations used in the
model are the correlations by Khan [29] for the evaporator and Tao [55] for the condenser. The correlation of
Tao is also valid for the area the experiments are done in, but for the correlation of Khan, this is outside the
boundary. As the heat transfer in the condenser is almost equal to the heat transfer in the evaporator as the
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system is at steady-state, an overprediction of the heat transfer coefficient in the evaporator can result in a
overprediction of the heat transfer in de condenser. The correlation of Khan is valid between an equivalent
Reynolds number of 1225 < Re.4 < 3000, where the experiments have an equivalent Reynolds number of 400
as maximum. Therefore, the correlation can be inaccurate for the experiments of the OTEC demo. The exper-
iments are done in an unusual area, as the mass flux is very low, and with it the Reynolds number. Therefore,
there are no correlations for the evaporator that are tested between the boundaries of the experiments.

From the thesis of Stelwagen [52], the correlation of Khan is the best predictor when the mass flow through
the evaporator varies between 7 to 13 g/s. In this area, the correlation is overpredicting the heat transfer with
an average of 7.34%. This is mainly because the correlation overpredicts the heat transfer at low outlet quality,
but is almost perfect at higher outlet quality. As the outlet quality in the OTEC cycle will be around 70%, this
correlation is deemed valid for an OTEC cycle.

However, when looking at the experiments done for a full cycle, the mass flow is much lower, namely between
3.8 and 5.1 g/s. This results in a large overprediction of the heat transfer coefficient. This overprediction
can be calculated from the experiments, by using the LMTD method, or Logarithmic Mean Temperature
Difference. This method calculates the overall heat transfer coefficient U using Equation (4.8).

Q=UAAT ;rmp (4.8)

where Q is the heat transfer in the heat exchanger, A is the heat transfer area of the heat exchanger and TiMTD
is the logarithmic mean temperature difference. The heat transfer is calculated using Equation (4.5). The
LMTD is calculated using Equation (4.9). This calculation is valid for a counter-current heat exchanger.

(Tn,i — Te,0) = (Tho — Tt,0)

(Th,i_Tc,a)
In =T

AT mTD = 4.9)

The LMTD method is easy with only single phase fluids, but as the evaporator has a sub-cooled region and
a two-phase region, this has to be separated. The sub-cooled heat transfer can be calculated using Equation
(4.5). From this heat transfer, the UA-value of the sub-cooled region can be calculated using Equation (4.8).
The overall heat transfer coefficient can be calculated using Equation (4.10), as the single-phase heat transfer
coefficient is known from the correlation in Table 3.3. From this overall heat transfer coefficient, the single-
phase area can be calculated.

1 dplate 1 !

U= +—t— (4.10)
A5 A A f

The two-phase heat transfer and area can be found using Qt,, =0Q- Qsp and the same reasoning for the area.
With this new heat transfer and area, the overall heat transfer coefficient can be calculated using Equation
(4.8). Using Equation (4.10), the heat transfer coefficient of the working fluid can be calculated. The calcu-
lated heat transfer coefficient according to the LMTD method is compared with the heat transfer coefficient
according to Khan in Table 4.5. From this table, it can be seen that the heat transfer coefficient is strongly
overpredicted by the correlation made by Khan. Stelwagen showed that a correlation made by Taboas [54]
could predict the experimental data set better. This correlation can be seen in Equation (4.11). The values
from the correlation are also compared with the experimental value in Table 4.5.
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From Table 4.5, it can be seen that the correlation made by Khan is not correctly predicting the heat transfer.
The correlation made by Taboas is better at predicting the heat transfer. It also follows the same pattern as
the experiments, as the heat transfer coefficient is rising with rising mass flow. Therefore, the correlation of
Taboas will be used in the steady-state and dynamic validation. The steady-state validation of case number 7
from Table 4.4 can be found in Table 4.6. The rest of the steady-state validation can be found in Appendix D.
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Table 4.5: Comparison of the heat transfer coefficient in the evaporator between the experiments, the heat transfer correlation of Khan
[29] and the heat transfer correlation of Taboas [54]

Heat transfer coefficient evaporator [#]
m=-K

Ap | Experiments Khan Deviation [%] Taboas Deviation [%]

3.32 1700 5250 208.8 2500 47.1

3.11 2050 5050 146.3 2600 26.8

2.75 2200 4950 125.0 2900 31.8

2.46 2300 4725 105.4 3050 32.6

2.26 2400 4600 91.7 3150 31.3

2.00 2600 4350 67.3 3200 23.1

1.74 2800 4200 50.0 3300 17.9

1.48 3000 4000 33.3 3375 12.5
Average deviation 103.5 27.9

As can be seen from Table 4.6, the heat transfer is not balanced in the OTEC demo. This implies either that the
measurements are inaccurate, or that the system is not fully insulated. From other experiments done with the
OTEC demo, a similar result can be found. Therefore, the assumption that the system is not fully insulated
will be made. This also explains the hotter inlet temperature of the evaporator. For the dynamic validation,
the heat transfer of the condenser is used as comparison with the model, to eliminate most of the error, as
the heat transfer in the evaporator will be lower due to the insulation error.

Table 4.6: Steady-state validation with a pressure drop over the orifice of 1.74 bar

Experiment Model

Component | Variable Unit Value Value  Deviation [%]
i [*8] | 000507 000507 0.00
p; [bar] 8.48 8.50 0.33
P, [bar] 8.46 8.49 0.45
Evaporator T, Il 14.85 1331 -10.35
To [°C] 19.66 19.70 0.21
Tsw,o0 [°C] 22.93 22.71 -0.94
X [-] 0.88 0.87 -1.45
0 (W] 5101.35 5374.66 5.36
p; [bar] 8.35 8.39 0.52
Orifice P, [bar] 6.62 6.65 0.58
To [°C] 14.85 14.11 -4.96
P, [bar] 6.58 6.61 0.58
Condenser Ty [°C] 11.60 12.12 4.45
Tsw,o [°C] 10.74 10.68 -0.52
Q [W] 5426.07 5378.29 -0.88

From Table 4.6, it can be seen that all values from the model are within 2% of the experiments, with a few
exceptions. These exceptions will be discussed in Section 4.4. Because all values are within 2%, the steady-
state is deemed valid.

4.3. Dynamic Validation

From Section 4.2, it can be said that the steady-state is well predicted, as almost all values are within 2% of the
experiments. The same experiments are used to check whether the dynamics of the system can also be well
predicted. The experiments from Section 4.2 are done by constantly adjusting the valve until a new pressure
drop is reached. As every second is logged, the dynamics of the system are also logged and will be used for
the dynamic validation.

The model adjusts both the valve opening and the set value for the inlet mass flow of the evaporator every
900 seconds. As stated earlier, the inlet mass flow of the evaporator is controlled to have the same values as
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the steady-state values from the experiments. These step changes can be seen in Figure 4.4.
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Figure 4.4: Step change inputs for model. The valve is an input, where the mass flow is set by using a controller on the gear pump

These step changes simulate the changes in the OTEC demo set-up. The data from the model have been
compared with the data from the OTEC demo set-up. One comparison can be seen in Figure 4.5. The experi-
mental data have been adjusted so that the time frame matches the model.

Cooling water heat transfer condenser
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Figure 4.5: Comparison of the dynamic data, with the model (blue) compared with the experiments (red). The time frame of the
experimental data have been adjusted to investigate the dynamics

Figure 4.5 shows the steady-state error, found in Section 4.2. It also shows that the dynamics of the system
are very fast. The step changes in mass flow can be seen in the heat transfer and the pressure curves. To see
clearly what is happening at these step changes, a closer look is taken at the time frame between 5000 and
6000 seconds.

First, the mass flow over the orifice is checked. This comparison can be seen in Figure 4.6a. From this figure,
it can be seen that the mass flow is not a step change, but a gradually changing parameter. Also, in reality
there is no large peak, as can be seen in Figure 4.6a. To simulate the slowly rising mass flow, the opening of
the valve is changed from step change to a ramp. This can be seen in Figure 4.6b. This also removes most of
the peak.

The results using Figure 4.6b as an input, can be found in Figure 4.7. From these figures, a few things can be
identified. It can be seen that the dynamics are matching very well. By matching the mass flow, the transient
time, or the time between the steady-states, is the same. The heat transfer from Figure 4.7e shows a similar



4.4, Discussion

35

. x107%

Orifice mass flow

o
©

g
-]

&
iy

Mass flow [kg/s]

&
=]

£
n

b
IS

i
w

£
[N}

FRE

4
5000 5100 5200 5300 5400 5500 5600 5700 5800 5900 6000

Model
Experiment

Time [s]

Mass flow [kg/s]

I NS
w w

&
[N}

4
5000 5100 5200 5300 5400 5500 5600 5700 5800 5900 6000

. <10

Orifice mass flow

PR |

Model
Experiment

Time [s]

(@) Orifice mass flow when a step change is used (b) Orifice mass flow when a ramp is used
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path, no overshoot and only a small steady-state error, that can be found in Table 4.6 and Appendix D. It is
dependent on the mass flow and follows the exact path that the mass flow does.

4.4. Discussion

In this chapter, the validation of the model has been discussed. It has been tested using an experimental
set-up of an OTEC cycle. The model needed some adjustments, but could predict reality within reasonable
accuracy. First, the steady-state validation will be discussed and than the dynamic validation.

Steady-state

From Section 4.2, it can be seen that the model can predict reality within reasonable accuracy for the steady-
state. The error with the heat transfer in the evaporator and in the inlet temperature of the evaporator show
that the experimental set-up is not perfectly insulated, which is the case in the model.

The error in the outlet temperature of the orifice is also due to an assumption made in the model. The model
assumes that saturated vapor exits the separator and enters the valve/orifice. But due to a pressure drop in
the pipe, the saturation temperature will drop in the model, which results in a lower enthalpy. In the experi-
ments, the pipes are isenthalpic. Therefore, the inlet enthalpy is lower in the model than in the experiments.
Because of the energy balance discussed in Section 4.1.1, the inlet enthalpy is equal to the outlet enthalpy and
therefore the outlet temperature is not the same. The error looks large with 5%, but when it is transformed
into a heat transfer error, the error becomes only 7 W, and is therefore negligible.

The error of the condenser outlet temperature is also due to an assumption. The outlet of the buffer tank
is saturated liquid in the model, where in reality, sub-cooling is present. The thermodynamic equilibrium
is at the boundary between vapor and liquid at the liquid level, but the liquid exits the buffer tank at the
bottom, where the liquid is slightly sub-cooled as the heavier liquid falls down and the density increases with
increasing pressure. In the bottom, the pressure will be higher due to a liquid column. Again, this error looks
large with 4.5% but when transformed into heat transfer, it becomes only 7 W and is therefore negligible. That
this amount is the same is by chance and uncorrelated.

All other errors are within 1% and can be deemed acceptable. The slight error can be due to the different
heat transfer coefficient, which can be seen in Table 4.5. Also, the inaccuracies of the sensors can influence
the results a bit. As a conclusion, it can be said that the model can predict the steady-state within reasonable
accuracy.

Dynamics

When looking at the dynamics, it can be seen that almost every parameter follows the path of the condenser
mass flow. This can be seen from Figure 4.6b and Figure 4.7. The transient region is the same for all parame-
ters, approximately 40 seconds. This seems fast, but it represents reality within a very good accuracy. There
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Figure 4.7: Dynamic response to the step changes between 5000 and 6000 seconds, comparing the model (blue) with experiments (red)

are still some parameters not the same. This is due to the difference in recirculation. Where the experiments
state a slowly rising recirculation rate, the model operates differently. It changes the recirculation rate at the
moment the valve is twisted, by adjusting the pump’s rotational speed to match the evaporator’s design mass

flow.

However, when looking at the influence on the dynamics of the system, it can be seen that the influence is
not very significant. The dynamics of the system are followed in a good manner with this error, which can be

seen in Figures 4.7a and 4.7b.
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Another parameter that is not matching well dynamically is the outlet quality. But this is dependent on the
mass flow of the evaporator, and therefore the error can be defined as the same as the evaporator mass flow.
Again, the error has a minor influence on the dynamics and is therefore not important for the dynamic vali-
dation.

As a conclusion, it can be said that the model is dynamically validated.

Overall validation

As stated before, it can be concluded that the model is both in steady-state and dynamically validated on the
experimental set-up. Butin order to do so, the model had to be slightly modified. The heat transfer correlation
of the evaporator has been changed, as the correlation made by Khan [29] proved insufficient. When scaling
the system to the 3 MW option, it has better potential than the correlation made by Taboas [54], used in the
validation. The correlation made by Khan was validated inside the operating range of the 3 MW plant. But
as this cannot be proven with real data, the correlation of Taboas will still be used for the scaled size. Further
research is needed to confirm this is a good choice.

Looking at other changes, the change of component from turbine to valve/orifice is an important change.
Although the valve is a validated component and the turbine model is not very different from the valve model,
it is not safe to say that the turbine is also a validated component. Therefore, when changing the model back
to the 3 MW configuration, the model is not validated anymore.

The absence of a gear pump in the OTEC demo configuration also represents an important change. It can
be seen from Section 4.4 that it has a minor influence on the dynamics, but the mass flow and therefore the
vapor quality are ill-predicted. To be able to use the model for a 3 MW scale, the gear pump was still included
in this report. But when a full validation is wanted, this is something that should be investigated.

The working fluid pump in the model has been modified to the type of pump present in the experimental
set-up. Where in the 3 MW model a centrifugal pump is used and its parameters are derived from the pump
curve, the pump in the experimental set-up model is a reciprocating pump where the characteristics are
linearly dependent on the rotational speed.

The model is validated on the small scale with some changes. All dynamic components have not been
changed from the large scale, with the exception of the extra state in the condenser and the heat transfer
correlation of the evaporator. The extra state in the condenser has a small impact and can also be used when
the model is used in other working conditions. The other heat transfer correlation can have a small effect
on the steady-state of the higher scale, but this will be checked further in this report. The dynamics will stay
the same, even with another correlation. Therefore, it can be said that the dynamics are validated for all
conditions.

When looking at the static components, it can be seen that they have all been changed. The turbine has
changed to a valve and the pumps have become a reciprocating pump instead of a centrifugal pump. There-
fore, when scaling the model up to the 3 MW scale, these components are not validated. Therefore, it can be
said that the steady-state is not validated for all conditions.






Results

In the previous chapter, the model has been validated on a small-scale experimental set-up. In this chapter,
the model will be used to generate results. This will be done by first scaling up to the 3 MW scale, by undoing
all the changes from Table 4.2 and using multiple heat exchangers in parallel. A full Process Flow Diagram
(PFD) can be found in Appendix C. After the model has been scaled up to the desired input, different scenarios
are implemented to see what will happen in the transient region. All simulations are done with the same input
values and the same control strategy. This control strategy is further checked in Chapter 6, but is deemed
sufficient for this chapter. The control strategy consists of two P-controllers that control the change in the
liquid levels of both the separator and the buffer tank.

5.1. Start-up and Shutdown

Important transient conditions are the start-up and shutdown. These are the largest transients that will occur
in the system, and therefore can challenge the model. The model can not start from zero or reach a final
output of zero, due to the fact that all correlations depend on the Reynolds number, and the Reynolds number
becomes zero at zero velocity or mass flow. Therefore, the start or end of the start-up/shutdown procedure
are near zero values.

Start-up

For a start-up sequence, the rotational speed of the seawater pumps are changed with a ramp from 12.5% to
100% in 30 minutes. This is done by using a controller on the cold seawater mass flow and an increasing ramp
in the rotational speed of the hot seawater pump. This is done because the mass flow from the seawater pump
is dependent on the pressure drop and the rotational speed, as can be seen from Equation (3.70). At the hot
seawater side, the pressure drop is also dependent on the rotational speed, and therefore the rotational speed
can be used as an input. At the cold seawater side, there is also a hydrostatic pressure drop. This pressure
drop is not dependent on the rotational speed, and therefore the rotational speed can not be used as the
single input. In reality, during start-up, the hydrostatic pressure drop will be close to zero, as the fluid in the
cold water pipe will be at ambient temperature. It will take about 10 minutes for the cold water to reach the
cycle, after which the rotational speed changes linear with the seawater mass flow. By using a controller for
the cold seawater mass flow, this can be simulated. The input for the start-up can be seen in Figure 5.1a. This
is the only input that is changed at the start-up, as the mass flow through the pumps is controlled and the
mass flow through the turbine is dependent on the pressure ratio. The results can be seen in Figure 5.1.

Shutdown
A shutdown sequence is a start-up sequence, but negative. The controller is still used for the cold water mass
flow. The input can be seen in Figure 5.2a. The results can be seen in Figure 5.2.

5.2. Temperature

The temperature of the ocean is always changing. For the steady-state models made by Allseas, three scenar-
ios are calculated. The best case scenario is a hot seawater temperature of 29 °C, a worst case scenario of 25
°C and a design case of 27 °C. To simulate how the system reacts to changing temperature, the temperature is

39



40 5. Results

modeled as a sine function with a base of 27 °C, an amplitude of 2 and a phase of
seen in Figure 5.3a. The results can be seen in Figure 5.3.

30000 rad. This input can be

5.3. Failure

The scenarios above are scenarios that are scheduled or occur naturally. But it can also happen that certain
components break down during operation. To simulate these scenarios, there are certain step changes done
in the system.

5.3.1. Pumps

The pumps are very important components in the system, as the flows through the system are very high.
Redundant pumps are in place in case a pump breaks down, but there will still be a small loss of power. The
pumps will be modeled using a step change to simulate the loss of a pump, and the start-up of the redundant
pump is modeled as a ramp of 15 minutes.

Sea water

The seawater pumps are the same for the hot and the cold side. The difference is the amount of pumps. The
input for the hot and cold seawater pump can be seen in Figure 5.4a and 5.5a. The results can be seen in
Figure 5.4 and 5.5.

Working fluid

For the working fluid pump, the situation is slightly different. The pump is limited at a certain rotational
speed, slightly above the design point. With the failure of one pump, the rest of the pumps can not pump
enough to compensate this loss. Therefore, the redundant pump has to be turned on in 150 seconds and it
also has to be fully operational in 150 seconds, otherwise the buffer tank will be full. This input can be seen
in Figure 5.6a. The results can be seen in Figure 5.6.

5.3.2. Heat Exchangers

The heat exchangers need cleaning or maintenance at a certain time, or a heat exchanger breaks down. In that
case, a row of heat exchangers is closed from mass flow. The orientation of the heat exchangers can be seen
in Appendix C. This is modeled as a step change in the geometry of the heat exchangers. The re-connection
of these heat exchangers is also simulated.

Evaporator
All evaporators are lined up in five rows. Therefore, a step change from 1 to 0.8 times the geometry is simu-
lated. This input can be seen in Figure 5.7a. The results can be found in Figure 5.7.

Condenser
The condensers are lined up in three rows. Therefore, a step change from 1 to 0.667 times the geometry is
simulated. This input can be seen in Figure 5.8a. The results can be found in Figure 5.8.

5.4. Discussion

When looking at the results, a few things can be seen. The influence of the temperature change is almost
linear. Higher temperature means higher output. As the modeled time scale is less than a day, it can be
assumed that the real temperature changes can be regarded as insignificant.

It can also be seen that when a hot seawater pump breaks down, the net output of the system goes up. When
looking at Figure 5.4e, it can be seen that the pressure drop decreases by almost 33%. As the rotational speed is
the same and the volume flow per pump does not change very much, the efficiency also stays fairly constant.
When looking at Equation (3.75), the large change in pump power can be explained. As the pressure drop
decreases by 33%, the total volume flow decreases by 25% , because the total amount of pumps drops from 4
to 3, and the efficiency stays the same, the pump power decreases by roughly 50%. As the heat transfer does
not change very much, the turbine output does not drop more than the seawater pump and the net output
goes up. Whether this new configuration is a new optimum point should be researched further.



5.4. Discussion 41

What can also be seen, is that when a working fluid pump failure occurs, the redundant pump has only 2.5
minutes to be started up and be fully operational, otherwise the buffer tank will overflow. This can be pre-
vented by either using three pumps with one redundant pump instead of two pumps with one redundant
pump. It can be seen from Figure 5.6d that the pressure in the evaporator drops, which is due to less mass
coming in the evaporator, but the outlet quality rises, as can be seen in Figure 5.6¢c. This is also because less
mass is inside the evaporator, but the heat transfer is still nearly the same.

In reality, an overflowing buffer tank will result into a pressure increase in the condenser, and therefore a
lower performance of the condenser, a lower mass flow through the turbine, and eventually the problem will
resolve itself. In the model, the buffer tank has dimensions but these are not limiting the state equation.
Therefore, in the model the buffer tank can overflow and this needs to be researched further.

When looking at the start-up and shutdown sequences, it can be seen from Figure 5.1c and 5.2c that the
evaporator and condenser start and stop from a relatively high temperature and pressure. In reality, this will
be slightly higher, as it will go near ambient temperature. This is not included in the model.
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Figure 5.1: Results of a start-up sequence. Figure 5.1a is the input, where the hot seawater (red) and cold seawater (blue) rise linearly to
operating level. It can be seen that the linear rising mass flow results in a non-linear temperature profile (5.1c) and power profile (5.1e).
Also, it can be seen that it results in a non-linear working fluid mass flow (5.1b) and a similar heat transfer (5.1d) profile.
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Figure 5.2: Results of a shutdown sequence. Figure 5.2a is the input, where the hot seawater (red) and cold seawater (blue) decrease
linearly from operating level to near-zero. It can be seen that the linear decreasing mass flow results in a non-linear temperature profile

(5.2c) and power profile (5.2e). Also, it can be seen that it results in a non-linear working fluid mass flow (5.2b) and a similar heat

transfer (5.2d) profile. It is a mirrored version of a start-up.
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Figure 5.3: Results of a year-round changing temperature. Figure 5.3a is the input, where the temperature changes sinusoidally between
25 and 29. It can be seen that the heat transfer (5.3b) and the working fluid mass flow (5.3c) follow the same path. It can also be seen
that the working fluid pressure (5.3€e) and temperature (5.3d) follow the same path, but that the change is larger in the evaporator (red)
than in the condenser (blue). This results in a sinusoidal change in power (5.3f), that follows the hot seawater inlet temperature path.
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Figure 5.4: Results of a hot seawater pump failure sequence. Figure 5.4a is the input. It can be seen that the working fluid mass flow
(5.4b) does not decrease very much, and therefore the heat transfer (5.4d) also does not decrease very much. It can also be seen that it
has a larger impact on the evaporator (red) than on the condenser (blue) (5.4c). It can also be seen that the pressure drop decreases
(5.4e). This results in a large decrease in pump power, which results in a higher net output (5.4f).
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Figure 5.5: Results of a cold seawater pump failure sequence. Figure 5.5a is the input. It can be seen that the working fluid mass flow
(5.5b) follows the same path, but does not decrease much. The heat transfer (5.5e) also follows this path. The impact on the pressure
(5.5d) of the condenser (blue) is much larger than that of the evaporator (red). This results in a smaller pressure drop, which results in a

smaller turbine output (5.5f). Therefore, the net output is lower.
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Figure 5.6: Results of a working fluid pump failure sequence. Figure 5.6a is the input. It can be seen that to stabilize the liquid level in
the tanks (5.6b), a redundant pump has to be turned on after 150 seconds. It can also be seen that the heat transfer (5.6e) does not
decrease much. Due to lower mass flow but similar heat transfer, the outlet quality (5.6¢) rises fast. As the pressure (5.6d) does not

change much, the power (5.6f) also stays fairly constant.
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Figure 5.7: Results of an evaporator row failure sequence. Figure 5.7a is the input. This results in an immediate increase in pressure
drop (5.7b). There is a small decrease in heat transfer (5.7c) and working fluid mass flow (5.7e), which results in a decrease in evaporator
pressure (5.7d). The increased pressure drop in combination with the decreased evaporator pressure results in a lower turbine output
and a higher pump power (5.7f). Therefore, the net output will be lower.



5.4. Discussion

49

2.1

~ = ©

=3

Heat transfer area [m 2]

Heat transfer [W]
B 8 ® & 8 ¥ 8 8 =

-

w

1154

115.2

15

114.8

Mass flow [kg/s]

114.6

114.4

114.2

«<10* Condenser row heat transfer area

3000 3500 4000 4500
Time [s]

(a) Heat transfer area

2108 Condenser row seawater heat transfer

3000 3500 4000 4500
Time [s]

(c) Heat transfer

Condenser row mass flow
T T T

5000

3000 3500 4000 4500
Time [s]

(e) Working fluid mass flow

Pressure drop [bar]
o o o o o o o
2 @ @ e ~ N ~ N
> & ~ N = > @

=
@
R

6.34

6.32

6.3

6.28

Pressure [bar]

6.26

6.24

6.22

5000

4500

4000

w W
=3 @
=} =}
S S

2500

Power output [W]

N
=1
=]
=]

1500

1000

500

Condenser row seawater pressure drop condenser

3000 3500 4000 4500 5000
Time [s]

(b) Pressure drop

Condenser row pressure
T T T

Coendenser inlet

3000 3500 4000 4500
Time [s]

(d) Pressure

Condenser row power

—]
Turbine
- Cold seawater pump | 4
Net power
3000 3500 4000 4500 5000
Time [s]
(f) Power

Figure 5.8: Results of a condenser row failure sequence. Figure 5.8a is the input. This results in an immediate increase in pressure drop
(5.8b). The working fluid mass flow (5.8e) decreases very little, as does the heat transfer (5.8c). Due to the heat transfer decrease, the

pressure in the condenser rises (5.8d). This pressure rise decreases the turbine output (5.8f), while the increase in pressure drop

increases the pump power. This results in an decrease in net output.






Control

In Chapter 5, the results of different scenarios are displayed. These results are based on single inputs that
change, where the output of the system is investigated. In this chapter, a control strategy will be constructed
for the entire system, so not for single inputs. There are a few controllers in the system already, but in this
chapter the control strategy will be optimised.

6.1. Input variables

First, the controllable variables have to be found. Only the quick adjustable variables are taken into account.
In some situations, it can be beneficial to reduce the total heat transfer area or the amount of pumps, but
these changes are not taken into account. When looking at the variables that can be adjusted in the system,
there are only a few variables. The inputs apply mainly for the pumps: the rotational speed can be adjusted
to change the mass flow of all pumps. Van Strijp [59] states that the vanes of the turbine can also be adjusted
to change the vapor mass flow. This is done by adding a factor to Equation (3.59). The new equation becomes
Equation (6.1).

m= fyrgK Pipi(l_(%)) (6.1)
4

where the correction factor fy ¢ is the Variable Turbine Geometry (VIG) factor. By adjusting this factor, the

pressure ratio can be controlled. This is the same as the opening of the orifice in Chapter 4, which was used

for validating the model. The inlet temperature for the cold and hot seawater can also be controlled, but this

would require extra equipment for the cycle, and as the influence has been deemed negligible in Chapter 5,

these will not be taken into account.

6.2. Control purpose

The reason for control is to ensure the highest possible output at all times, but also to keep the system from
going into unsafe conditions. The unsafe conditions are determined using boundary conditions. These
boundary conditions are mostly dependent on the conditions that manufacturers give. They can consist
of pressure levels, temperature levels or the liquid level in the tanks.

To ensure the best output at all times, a few things are important:

¢ Steady-state. The system has an optimum state, and it is important that this state is kept during small
changes.

¢ The outlet quality of the evaporator. As stated in Section 1.2, the heat transfer coefficient is the highest
between a vapor quality of 0.4 and 0.7. Therefore, this is an important parameter to control.

¢ The heat transfer of the evaporator. If the heat transfer of the evaporator can be at its optimum point,
more vapor can be produced by the evaporator using the same seawater mass flow, and therefore in-
crease the net output. This result can also be achieved by reducing the mass flow of seawater, reducing
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the pump work and receiving a higher net output as the reduction in pump power is higher than the
losses in the turbine output.

¢ The heat transfer of the condenser. If the heat transfer of the condenser can be at its optimum point,
the vapor can be fully condensed with less seawater mass flow, this will increase the net output. This
result can also be achieved by reducing the mass flow of seawater as the reduction in pump power can
be higher than the losses in the turbine output.

e Turbine power. It is important to maximize the output of the turbine, while minimizing the work of
the pumps. As the turbine power is defined as ri2Ah in Equation (3.63), a trade-off between vapor mass
flow and pressure ratio has to be found.

These five purposes can be controlled by the five inputs described in Section 6.1. The hypothesis is that
the steady-state is best controlled by the working fluid pump, the outlet quality by the gear pump, the heat
transfer of the evaporator by the hot seawater pump, the heat transfer of the condenser by the cold seawater
pump and the turbine output can be best controlled by the VTG. An overview of this hypothesis can be found
in Table 6.1, and will be checked by a sensitivity analysis.

Table 6.1: Hypothesis for the control strategy, stating which input variable to control to reach the optimum output of the purposes

Purpose Variable
Steady-state Npump
Evaporator outlet quality Ngear

Evaporator heat transfer | gwpump hot
Condenser heat transfer | 7swpump cotd
Turbine output fvre

6.3. Sensitivity Analysis

As stated in Section 6.2, the hypothesis of Table 6.1 will be tested with a sensitivity analysis. According to Jor-
gensen and Endoricchio [26], a sensitivity analysis makes it possible to distinguish high-leverage variables,
whose values have a significant impact on the system behaviour, and low-leverage variables, whose values
have minimal impact on the system. The sensitivity analysis is conducted according to Equation (6.2). Jor-
gensen and Endoricchio also state that the relationship between an input variable and an output variable is
rarely linear, so multiple points should be investigated.

(6.2)

95}
I
mEl<Z

where S is the sensitivity, y is the output and x is the input. The choice has been made to take an average
of a step forward and a step backward from the nominal operating point. This gives a good representation
how the system reacts to all possible changes from its nominal point. A summary of the nominal operating
points and the step sizes can be found in Table 6.2. Between each step size, 500 seconds was taken to ensure
steady-state before the step size.

Table 6.2: Inputs for the sensitivity analysis

Component Variable Starting point  Step size Unit
Turbine fvre 1 0.05 -
Rpump 50 3 rps
n 32 5 ps
Pum gear
p nswpump hot 5.7 0.5 rpS
Nswpump cold 5.7 0.5 Ips

The full result of the sensitivity analysis can be found in Appendix E. The most important parameters can
be found in Table 6.3. This table can be read as follows: the value at a certain spot means that a change in
the input parameter of 1% result in a change for the output parameter of the number inside the table. For
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Table 6.3: Result of the sensitivity analysis, where Ax represents the step size, and the total is the mean of a step size forward and
backward. If the sensitivity is negative, this means that the output changes in the opposite direction of the step size. For example, an
increase of ngeqr results in a decrease of xouz,evap-

Component Input Output —-Ax Ax Total
iy 115290 -148.23  -150.56
Qcond 0.77 0.75 0.77
. 0.78 0.75 0.77
Turbine fvre xiet,y;’;p 0.69 0.66 0.68
Wirh 0.21 0.11 0.16
Wher 0.35 0.18 0.26
Do 1734045 32757  334.01
Qcond 0.01 0.01 0.01
. . eva 0.01 0.01 0.01
Working fluid Pump  7npmp xgt,evip 131 109 Lo
Wiurh 0.06 0.05 0.06
Wier 0.06 0.03 0.05
D233 227 230
Qcond 0.01 0.01 0.01
. . Qeva 0.01 0.01 0.01
Recirculation pump Rgear xout,ev’;p 017 017 017
Wiurh 0.01 0.01 0.01
Wiet 0.02 0.02 0.02
Ty 2430 2076 -22.53
Qcond 0.11 0.09 0.10
0.11 0.09 0.10
Hot seawater pump 75y or X(S;,V:Z , 015 013 o4
Wiurh 0.23 0.19 0.21
Wher -0.95 -0.49 -0.42
[ 3436 2310 -28.73
Qcond 0.16 0.11 0.14
0.16 0.10 0.13
Cold seawater pump 75y coid xs;”e‘:}f; , 0.92 015 019
Wiurh 0.63 0.44 0.53
Wher 0.51 0.07 0.29

example, a sensitivity of 0.5 means that a change of the input variable of 1% results in a change in output of
0.5%.

From Table 6.3, a few conclusions can be made. The first one is that the system’s steady-state is best controlled
by the working fluid pump. This can be seen by looking at the high sensitivity of the changing mass of the
buffer tank. The system is in steady-state if the change of mass in the tanks is 0. Therefore, the working fluid
pump will be used to control the steady-state.

What also can be seen, is that the gearpump rotation is nearly insensitive to everything, except the outlet
quality of the evaporator. This can be explained by the fact that, in steady-state, the outlet quality of the

My

evaporator is defined by Wu;i’ where riteyap is the sum of ritgeqr + Higyrp. Therefore, the gear pump mass

flow has a strong impact on the outlet quality and will be used to control this quality.

For the other input variables, it can seen that they are not running at an optimum. From Figure 5.4, it could
be seen that when reducing the number of hot seawater pumps, the net output would rise. This also follows
from the sensitivity analysis, as the net output has a negative sensitivity related to the rotational speed of the
hot seawater pump. Therefore, an optimum point should be found and controlled at that point. In the cold
seawater pump, the sensitivity is also non-zero. When increasing the rotational speed with the step size, the
net output increases slightly, with a sensitivity of 0.07. But when decreasing the rotational speed with the step
size, the net output decreases quite significant, with a sensitivity of 0.5. This implies that the optimum point
is nearly reached and should be found and controlled.
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When looking at the turbine, the net output has a small sensitivity. An increase in the opening of the vanes
gives a small increase in the net output, but a decrease in the opening of the vanes give a larger decrease of the
net output, as was the case with the cold seawater pump. Therefore, it can be concluded that the optimum
point is not reached. What also can be seen is that the opening of the vanes has a higher influence on the heat
transfer than the seawater pumps.

The pressure drop over the turbine is very influential for the heat transfer, and a measurable parameter.
Therefore, this will be used as input for the control mechanism. For the rotational speed of the seawater
pumps, the mass flow of the optimum point will be used as the input for the control mechanism, as this is a
direct response to the rotational speed and is a good measurable parameter. For the gear pump, the outlet
quality is a difficult to measure parameter. Dorfman and Fridman [14] use a calorimeter inside a throttling
valve, but this is an time consuming process and can not be used for real-time control. In the model, the
outlet quality can be used as an input for the optimum point. For the control mechanism, the change of the
liquid level inside the separator will be used as an input, as this can be easily measured and is quite good in
controlling the outlet quality. For the working fluid pump, the height of the buffer tank liquid level will be
taken as an input for the control mechanism, as this is easily measurable.

6.4. Optimum point

As stated in Section 6.3, the system is not running at an optimum point. Therefore, the system will be opti-
mised using the described control mechanisms. The outlet quality will be controlled at 0.7 and the change
in the liquid level of the buffer tank will be controlled to ensure steady-state. From Figure 5.4f, it can be seen
that the net output rises with a reduction of number of hot seawater pumps. Therefore, the first step has been
to reduce the number of hot seawater pumps by 1.

The optimum point for a single parameter can be found by simulating a large number of step changes above
and below the nominal operating point. But the optimum point of the first parameter is not necessarily the
optimum point when combined with another parameter. Therefore, the search for a total optimum is done
as follows:

¢ The optimum point of the variable turbine geometry is searched.
At this optimum point, the optimum point of the hot seawater pump is searched.
* At this point, the optimum point of the cold seawater pump is searched.

¢ As a check, the sensitivity of the variable turbine geometry and the hot seawater pump are checked at
this point to see if it is at its optimum. If not, these steps repeat themselves.

The results of these steps can be found in Figure 6.1.

From Figure 6.1, it can be seen that the influence of control is large. The reduction of the number of hot
seawater pumps gives a positive change of 10% in net output. By optimising only the turbine, this increases
to 12%, and with the control of the seawater pumps, this number even further increases up to 15%, with a
total net output of 3435.3 kW. From Figure 6.1a, the optimum point is 1.08. But when optimising the other
parameters, a slightly higher result was reached with 1.09 as an optimum. Therefore, this point has been
chosen as the new optimum point. The full input for the optimum point can be found in Table 6.4.

Table 6.4: Optimum point of the model at 27 °C hot seawater temperature

Input variable Optimum value Original value Unit
Turbine geometry 1.09 1 -
Hot seawater pump rotation 5.1 5.7 Ips
Cold seawater pump rotation 6.1 5.7 ps

6.5. Discussion

The importance of control in an OTEC cycle is shown. Small changes can give a big change in the net output,
as the margins are very small. How the system can be controlled, has been tested with a sensitivity analysis.
An optimum point has to be found for each given seawater inlet temperature. This is the nominal case, so this
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Figure 6.1: Optimum point analysis of the three input variables. The red circle implies the optimum point of that variable

gives a good example of a new control strategy. That it is beneficial is shown in Figure 6.1, with an increase of
15% of the net output from the original case. This optimum point can be controlled for small transients, but
when large transients occur, as is the case with the results from Chapter 5, a new strategy should be used.

In the case of a large transient, the optimum point will change. For example, when a row of evaporators is
closed, either for maintenance or due to a component failure, it can be beneficial to slow all pumps down and
change the turbine geometry accordingly. The optimum strategy for each case should be further investigated.

In the model, 5 input variables are used as the control variables. The turbine geometry is a changeable vari-
able for the turbine and is used in this thesis, but not all turbines have a changeable geometry. In that case,
the rotational speed of the turbine can be adjusted by adding more or less resistance on the shaft that is
connected with the generator. As the rotational speed is a given constant for the turbine used, this is not
investigated but can result in a different strategy.

For the optimum point in this report, the turbine vanes have to be opened further than the design case. The
assumption is that this is possible, as the design case is not the hottest inlet seawater temperature. To ensure
a higher output with the higher inlet seawater temperature, the turbine vanes can be opened further. This is
an assumption, and should be confirmed by the manufacturer.






Conclusions and Recommendations

In this chapter, the conclusions of this research are presented by answering the research questions. The
results will be discussed and recommendations for future research will be mentioned.

7.1. Conclusions

The main objective of this research was to find the impact of the transient regions of an OTEC cycle and how
this cycle can be optimally controlled. In order to do so, a new mathematical model has been constructed
and validated on an experimental set-up. The model has been scaled up to a 3 MW plant, where simulations
have been done to find the impact of the transient regions and to implement a control strategy.

Controllable variables

Several input variables have been identified. The geometry of the plant and the number of components are
chosen for a design case and can hardly be changed during operation. Also, the inlet temperature of the
seawater is an input variable, which is given by nature and can not be controlled in an easy way. For the con-
trollable input variables, the rotating equipment, such as the pumps and turbine, are important. By changing
the rotational speed of the pumps or the opening of the vanes in the turbine, the operating conditions can
be changed. Therefore, the controllable variables in an OTEC cycle are the rotational speed of the seawater
pumps, the working fluid pump and the recirculation pump, as well as the opening of the vanes of the turbine.

Seawater temperature

To find the impact of the transient regions, a few scenarios have been investigated. The first scenario is the
changing inlet temperature of the seawater. As the temperature of the ocean changes during the year, this is
a realistic but slow transient. The result of the experiment showed that the output changes linearly with the
the input, even when the the yearly changes were compressed into 14 hours. As this occurs with the small
time step used for the model, it can be concluded that the influence of the temperature change of the surface
water on the transient regions is very limited.

Mass flows

The next scenario is that of changing mass flows. Three different cases were investigated: hot seawater mass
flow, cold seawater mass flow and working fluid mass flow. These scenarios each consist of a large change in
mass flow, and therefore the impact of the transient region can be seen more clearly. When looking at the hot
seawater mass flow, it could be seen that a decrease in hot seawater mass flow gives an increase in net output.
This is due to a large pressure drop dependency, especially in comparison with the heat transfer output. This
means that the loss in turbine power output is less than the reduction in pump power. This also implies that
the system is not running at an optimum, and therefore control could make a large impact.

For the cold seawater pump, a decrease in mass flow resulted in a decrease in output. As the heat transfer in
the condenser decreases, the pressure in the condenser rises. This also decreases the pressure drop over the
turbine, resulting in a lower power output. There is also a reduction in the pump power, but this is smaller
than the power loss in the turbine.

For the working fluid pump, the transient impact is very large for the cycle. The results showed that when the
mass flow is reduced due to a working pump failure, the system has only 2.5 minutes to start the redundant
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pump, otherwise the buffer tank would overflow. As the model does not have a volume limit in the buffer
tank, the pressure does not rise like it would in reality. Therefore, the result shows the right initial reaction of
the model, but, in reality, the prolonged reaction will be different.

Start-up and shutdown

The largest transient condition in the system is when the system starts or shuts down. This condition is
interesting to see if the model can cope with large transients and to see how long a start-up sequence has to
be to ensure no extreme values that can make the system fail. The results showed that the system can cope
with the large transients, and that the transients are followed in a logical way. The pressure levels start to level,
the power output decreases in a slow but steady way and the tanks do not overflow or run dry.

Failure of components

The last scenario that was simulated is how fast the system reacts to a failure of components. As said earlier,
the system has to react in 2.5 minutes when a working fluid pump fails by turning on the redundant pump. If
not, the buffer tank would overflow. In other cases, such as the failure of a row of evaporators or condensers,
it reacts immediately, with a lower net output as a result.

Control

That control can have an influence has been proven, if only by the fact that a reduction in hot seawater mass
flow results in a higher net output. A sensitivity analysis has been conducted on the system, with the previ-
ously mentioned controllable variables as input variables. From this analysis, it was shown that by controlling
the working fluid pump rotation, fast steady-state was obtained. By controlling the gear pump rotation, the
outlet quality of the evaporator could be controlled. Moreover, without a control strategy, the system was not
running at an optimum. A three parameter optimum point has been found using the vanes of the turbine and
the rotation of the seawater pumps at 3453.3 kW net output. This is an 15% increase in net output from the
original case, which strongly shows the need for control. Using the control strategy of controlling the working
fluid pump for steady-state, the gear pump for the quality and the optimum point, small transients can be
negated and the output can be maximised.

The impact of the transient regions can be regarded as small, except for scenarios as maintenance and failure
of components. The small transients were optimised using a derived control strategy to improve the systems
net power output by 15%.

7.2. Recommendations

The research shows the impact of the transient region and implies a control strategy. A few recommendations
are given for further studies.

Heat transfer coefficient

The heat transfer coefficient of the ammonia on the condenser side is very high in the model compared to
the data of manufacturers. The data from manufacturers states the heat transfer coefficient has to be almost
7 times lower to match their values. As the heat transfer correlation used is made specifically for ammonia
and is tested on the same set-up as the model, the correlation is deemed valid for the system. Whether the
correlation from the manufacturer is very different or the correlation used in this research is not applicable
at the large scale should be investigated, as well as the influence of this heat transfer correlation.

Finite volume model

The model has been made with the thought of real-time control as a boundary condition. Therefore, it could
be possible that the accuracy of the model is lower than when a finite volume model with a large amount of
control volumes would be used. To check the accuracy of the model in this research, a finite volume model
could be used.

Tank influence

As there is no limit of the tank, the pressure in the tank does not rise when the tank is overflowing. In reality,
the pressure does rise and the performance of the condenser decreases. This influence can be significant and
should therefore be researched further.
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Large-scale experiments

The model has been validated on the OTEC demo. But in this experimental set-up, there is no gear pump
present and the re-circulation occurs due to a liquid pressure column. Also, when scaling the model to the
3 MW scale, the pump models change, the orifice changed into a turbine and the seawater pumps are not
controlled. To validate the large-scale experiments, tests should be done with the large scale system when it
is ready.

Control strategies

The control strategy should be tested for each large transient, such as the failure of a pump or shutting down
a row of heat exchangers. This probably asks for a different strategy or an extended version of the proposed
strategy. By implementing different control strategies, the system can be optimised for all situations.

Turbine rotational speed
When a different turbine is used without a fixed rotational speed, the rotational speed can be used as input
for the control strategy. The influence and the implementation of this should be investigated.

Vanes opening
In the control strategy, the assumption is made that the turbine vanes can be opened further than in the
design case. Whether this is true, could be investigated together with a manufacturer.






Dynamic model derivation

The generalized Navier-Stokes equations can be used for dynamic modelling of heat exchangers. They can
describe the conservation of mass and energy of the working fluid as well as the conservation of energy of the
wall of the heat exchanger. These are derived from MacArthur and Grald [35]. They can be found in Equations
(A.1), (A.2) and (A.3).

op 0d(puw)
— = A.l
ot oz (A1
0(ph—-p) O(puh) nD
e = (T = Tup) (A2)
0Ty
(CppA) at —awf”Dwf( wf_Tw)+asw7TDsw(Tsw_Tw) (A.3)

By integrating these equations by the length of the fluid phase they describe, the spatial dependence can be
removed. When doing this, the Leibniz’s rule can be used to rewrite the PDE’s to ODE’s.
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A.1. Evaporator

A.1.1. Mass conservation sub-cooled region
The PDE is given in Equation (A.1). Multiplying this equation by the cross-sectional area, the equation be-

comes Equation (A.5).
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This equation is then integrated over the length of the sub-cooled region, so from z=0to z=L;. By integrating
the first part and assuming a constant cross-sectional area, it becomes:

L
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0

0

By applying the Leibniz rule, it becomes:
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By assuming an average density in the sub-cooled region and performing the integration, it becomes:

L
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By taking the time derivative, it becomes:
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By choosing pressure and enthalpy as state variables, it becomes:
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Because saturated enthalpy is only dependent on pressure, it becomes:
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By integrating the second term over the length of the sub-cooled region, it becomes:
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By combining Equations (A.12) and (A.13), it becomes:
((% Ohl)dp+16p1
op In

dat 20
A.1.2. Mass conservation two-phase region
The PDE is given in Equation (A.1). Multiplying this equation by the cross-sectional area, the equation be-
comes Equation (A.5). By integrating the first part over the length of the two-phase region, fromz=L; toz=
L and assuming constant cross-sectional area, this becomes:
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By applying the Leibniz rule, it becomes:
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By applying void fraction, it becomes:
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By doing the integration and by L =1, + Ly, it becomes:
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Taking the time derivative, it becomes:
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By integrating the second term of Equation (A.5), it becomes:
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By combining Equations (A.21) and (A.22), it becomes:
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A.1.3. Energy conservation of sub-cooled region
The PDE is given in Equation (A.2). Multiplying this equation by the cross-sectional area, the equation be-

comes:
a(PhAcs —Acsp) " 6(mh)

Y 5, = QwrmD (Tw—Twy) (A.24)
By integrating the first term over the length of the sub-cooled region, from z =0 to z = L;, it becomes:
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By assuming an average density and enthalpy and doing the integration, it becomes:
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By taking the time derivative, it becomes:
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By rewriting Equation (A.29), it becomes:
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By rewriting this equation, it becomes:
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By integrating the second term of Equation (A.24) from z =0 to z = L;, it becomes:
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By applying the Leibniz rule, it becomes:
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By performing the integration, it becomes:
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By taking the time derivative, it becomes:
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By integrating the third term of the PDE from z = 0 to z = L;, it becomes:
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By integrating the right hand side of Equation (A.24), it becomes:
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By multiplying the equation with £, it becomes:
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Combining Equations (A.33), (A.37), (A.38) and (A.40), it becomes:
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A.1.4. Energy conservation in the two-phase region
By integrating the first part of Equation (A.24) over the length of the two-phase region, it becomes:
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As saturated properties are only dependent on pressure, it becomes:
L
OphAcs a(pih) d(pghg)_) dp
———dz=A 1- ——=%| L,
f@t Z“(ap( e L
L (A.48)
dL, dy dL
+(p1hi1=7) + pghgy) — ot +(pghg — Plhz)de—YJerhl dtl



66 A. Dynamic model derivation

As % = a;iL; , it becomes, after rewriting:
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By integrating the second term of Equation (A.24) over the length of the two-phase region, it becomes:
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By applying the Leibniz rule, it becomes:
; OpA d ; dL
PAcs 1
Y dz=—A | — +p—om A.51
f ar °° “(dtfp pdt) (A1)
Ly Ly
By performing the integration, it becomes:
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By integrating the third term of Equation (A.24) over the length of the two-phase region, it becomes:
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By integrating the right hand side of Equation (A.24) over the length of the sub-cooled region, it becomes:
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By multiplying this equation by %, it becomes:
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By combining Equations (A.49), (A.54), (A.55) and (A.57), it becomes:
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A.1.5. Structure conservation in the sub-cooled region
The PDE is given in Equation (A.3). By multiplying this equation by the length of the heat exchanger, it be-
comes:

0Ty
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By integrating the left part over arbitrary length from a to b and applying the Leibniz rule, this becomes:
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By performing the integration, it becomes:

oT, d da db
f(cppV)w a—t‘”dz =(cppV), (%(b— @ Tuwa-n + Tuw(@ = = Tw(b)%) (A.61)

a

By taking the time derivative, it becomes:
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For the sub-cooled region, a = 0 and b = L,. With this, it becomes:
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In literature, different values for T, (z,,) are taken. As itis assumed a lumped temperature, it is a discontinuous
function at the boundary. In reality, the temperature at the wall will be closer to the two-phase region than to
the single-phase region, as stated by Willatzen, He and Weerstra [65](22][62]. Therefore, T(z,) = T2,. With
this, it becomes:

1
aT dT dL
f(cppV)wa—twdz:(cppV)w L d1tw+(T1w TZW)—: (A.64)
0

Integrating the right hand side of Equation (A.59), it becomes:

Ly
f(awawf (wa - Tw) + AswAsw (Tsw — Tw)) dz= ayrAwrly (wa - Tw) + &swAswly (Tsw—Tyw)  (A.65)
0

Combining Equations (A.64) and (A.65) and dividing left and right by L;, it becomes:

aT, Tiw— Tow dL
(CppV)w( dltw‘i‘ 1le de_tl):anAWf(wa_Tw)"'aswAsw(Tsw_Tw) (A.66)

A.1.6. Structure conservation in the two-phase region
By using Equation (A.62) for the two-phase region, a=L; andb=L,, L=L; + L, and Ty(1,) = T2w, it becomes:

0Tw dL, _ dTuy dL
f(cppV)deZ:(cppV) (Tgw o Tl =+ T dt) (A.67)
L
As % = —%, it becomes:
oT ar,
f (cppV)wa—twdz:(cppV)w(Lg dt‘“) (A.68)

L
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By integrating the right hand side of equation (A.59) from L; to L, it becomes:

L
f(awawf (wa - Tw) + swAsw (Tsw — Tw)) dz=ayfAwrLs (wa - Tw) + @swAswle (Tsw—Tw)  (A69)
L,

By combining Equations (A.68) and (A.69) and dividing it by L, it becomes:

dT
(CpPV)w (#) =awrAuf (wa - Tw) + aswAsw (Tsw — Tw) (A.70)

A.1.7. Governing time derivatives

. . C .. dlL, dp dy dTi, T, . .
The six equations have five explicit time derivatives: —7t, 7, o7&, =7 * and—}7*. Using Equations (A.13) and

(A.22), 1112 can be eliminated. This can be done by rewriting these equations. This is done in Equations (A.71)
and (A.72).

. 6p1 1 6p1 6hl dp 1 0p1 dhm dL1
=mjp—||=— — | — LiAcs— -p))—A A.71
nmi2 = Mip ((6}9 h1+26h1 ap dt+26h1 ) dt 14cs— (01— p1) dr e ( )
. d dy _ dL .
mlz—( 1- j"‘_}’)LZAcs ,19 (Pg PI)LZAcs 4 (Pl_Pg)YAcs_l+mo (A.72)
dt dt dt
By using Equation (A.71) to rewrite Equation (A.42), it becomes:
0p1 l1dhi, [1(0p1| ol ohy apl dp
—| (M —h LA —|=—| — (i —-h —_— h—-h)—-1|L1Acs—
(Ghl p( 1—h)+p1|Ly NPT, +( (6h1 Gp( 1 l)+.010p 7 h1( 1—hy) 1Aes
dL . L
+(p1 (ra = h)) Acs—= + titin (1 = hin) = @vop Awg = (Trw = Truy)
(A.73)
By using Equation (A.72) to rewrite Equation (A.58), it becomes:
ohy _ [0(pghg) 0pg dp dlL, dy
(EPJ(I—YH(T Oph V=1|AcsLa——+pg (i = hg)VAcsd +pg (g =) AcsLa—
(A.74)
Lo
+mo(ho—hz)—a2wawf (Tzw—Tzwf)
Combining Equations (A.71) and (A.72), it becomes:
0 10 oh d
Mip — Moyt = & +_ﬂ = LlAcs+( (1- j*‘_Y)LZAcs P
oplp, 20m|,0dp dr
dL dy  10py dh (A7)
— 1 in
- A L, A
+((m Pg)7+(p1— pz)) 5 +(pg—p1) L2 ey 2o |, 114 s

A.1.8. Separator
By combining the separator and evaporator, Equation (A.75) and (A.74) have to be rewritten and an energy
conservation of the separator has to be given. The mass conservation of the separator is given by:

dmgep
dt

=Min— Myyrp — mgear (A.76)
As rij, of the separator is 11y, of the evaporator, Equation (A.75) becomes:

dmgep
dt

1 6p1

! on,
20m |,

op
dy 1 6p1
dt "2 0h1

dp
dat

o0
op I

Min—

. . 0 _ 0pg_
—Myyrp — Mgear = [( )LlAcs ( af;l 1-7+ 6_;?’) LyAcs

(A.77)
dhip

cs dt

_ dlL,
+ (pz—pg)y+(p1—pz))Acsd +(pg—p1) LoAcs—
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Using Equation (A.76), Equation (A.74) becomes:

ohy . [9(pghg) Opg dp _dl dy
—p;(1- —h 1| AL +pg(h—he)YArs—— +pg(hg—hy) AcsLo—
(appl( Y+ 6]9 ap |r- cs Zd pg( 1 g)Y sy pg( g l) cs zdt
4 (A.78)
m . . L
+( l +Miyrp + mgear) (ho—hy) = a2wawa2 (T2w - T2wf)
The energy conservation of the separator is:
d(mgsepu
% = mevap,outhevap,out - mgearhl - mturbhg (A.79)
The left hand side of Equation (A.79) becomes:
d(mgepu d(mgug+myu
(mscptiey) _ d(mgttg + myu) o)
dt dt
As m = pV, it becomes:
d(mgsepu d(pgVeug+p;Viu
(MsepUsep) _ (pgVeug +p1Viu) (A8D)
dt dt
By taking the derivative, it becomes:
d(mgeptisep) ) o ) )
T:nggug+nggug+nggug+prlul+p1Vlul+prlul (A.82)
To solve this, we first need to find Vg. This can be done in the following steps:
dmsep . . . .
it =pgVg+pgVg+01Vi+p1V (A.83)

As the total volume of the separator cannot change, Vl + Vg =0, or Vl = —Vg. Using this, it becomes:

dmgsep
dt

= (Pg Ve +p1V1) + (pg = p1) Vg (A.84)

By rewriting Equation (A.84) and stating that saturated density is a function of pressure, it becomes:

dmse d

e (ever v p

Ve = (A.85)
(pg_Pl)

By implementing Equation (A.85), using V; = V; and stating that saturated density is only dependent on
pressure, Equation (A.82) becomes:

dme aﬂ ap
d (MsepUsep) (ap Vou +pVa +ap Vu+pVa ) oty —pr) P _ ( a Vet ZVI)P
—_— = Viup+prvy —piu;
dr op 878 T8 5p " ap ap §78 (og—p1)

(A.86)
The right hand side of Equation (A.79), when using Equation (A.76), becomes:

Asep ewrn | hgoar B — Megrph A87

dr Mgear + Miyrh | Nevap,out — Mgear N — Miyrplg (A.87)

Combining Equations (A.86) and (A.87), it becomes:

dmge op op

dlmseptisep) _ (6'0 Vgl + v Ot 0Py v%)q g — pruy) a - ( V&t 3 ZVI)”
dt op gt Pg gap ap U1+ pr lap Pglg—pPru; (oa—p1)
_dmseph

= 7 evap,out + mgear (heuap,out - hl) + mturb (hevap,out - hg)

(A.88)
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A.2. Condenser

A.2.1. Mass conservation
The PDE is given in Equation (A.1). By multiplying this equation by the cross-sectional area, this equation

becomes: ]
0(pAcs) + 6_m

A.89
ot 0z ( )
This equation is integrated of the length of the heat exchanger, from 0 to L. The first part becomes:
3(pAcs) ;
PAcs P
———dz=A — A.90
f at “f ot (A.90)
0
By applying the Leibniz rule, it becomes:
0(pAcs) d ;
f%dzz Acsafpdz (A.91)
0 0
By assuming void fraction, it becomes:
0(pAcs) ; d
f BP2es) g —Acsfd— (p11=p)+pgY) (A.92)
0 0
By performing the integration, it becomes:
; 0(pAcs) d
PAcs _ —
f k” dz:waE(pl(l—y)+pgy) (A.93)
0
By taking the time derivative, it becomes:
; 0(pAcs) d ay
IM z= wa(ﬂ(l y)+—y+(pg p1) == Y (A.94)
ot dt
0
As saturated density is only dependent of pressure, it becomes:
; 0(pAcs) 0 dp ay
PAcs pi 0pg _ ) Y
——dz=—01 —_— -01) Vwr— A.95
f@t z( 1-P+ wadt (Pg=p1) Vir— (A.95)
By integrating the second part of Equation (A.1) over the length of the heat exchanger, it becomes:
L
om
Edz e — m; (A.96)
0
By combining Equations (A.95) and (A.96), it becomes:
0 d dy :
ﬂ(l y)+—y) wf dl: (pg—p1) V, fd—y+mo ;=0 (A.97)

A.2.2. Energy conservation
The PDE is given in Equation (A.2). By multiplying the equation by the cross-sectional area, it becomes:

a(PhAcs —Aesp) n a(mh)

T 5, = QwfmD (Tw—Twf) (A.98)
By integrating the first part over the length of the heat exchanger, it becomes:
F 9(ohAc) [ o)
f %dz = A f %dz (A.99)

0 0
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By applying the Leibniz rule, it becomes:

L L
0(phAcs) d
f%dz:Acs%fphdz (A.100)
0 0
By assuming void fraction, it becomes:
0(phA )
f paz <) 4z = f (orhi(1 =)+ pghgy) dz (A.101)
0 0
By performing the integration, it becomes:
La( hAgs) d
fudzz Vwr— (pithi(1=7) + pghgy) (A.102)
; ot dat
By taking the time derivative, it becomes:
L
0(phAcs) d(pihy) d(pghg) _ dy
f%dz: vwf( PI (1 3+ p;t ¥+ (pghg —pih) dZ (A.103)

0

As saturated enthalpy and density are only dependent on pressure, it becomes:

L

a(phAcs) (6(plhl) — a(Pghg)—) dp d?

= 1- ——y|V, A.104
Of 5r %2 ap 1-m+ ap V)Vl ar +(pghg = pihi) V. n (A.104)

By integrating the second part of Equation (A.98) over the length of the heat exchanger, it becomes:

d(A d
fMd ——Acsf P a4z (A.105)
ot
0
By applying the Leibniz rule, it becomes:
; 0(Acsp) d [
fa—tcspdz=—AwEfpdz (A.106)
0 0

By performing the integration and taking the time derivative, it becomes:

L
f—a(Acsp) v @

J FTRRAT: (A.107)
By integrating the third part of Equation (A.98) over the length of the heat exchanger, it becomes:
L :
G;Zh dz = tghy - i by (A.108)

0

By integrating the right hand side of Equation (A.98) over the length of the heat exchanger, it becomes:

L
fawfnpwf(:rw—wa)dzzawawf(Tw—wa) (A.109)
0

By combining Equations (A.104), (A.107), (A.108) and (A.109), it becomes:

o(p1h 0(pghyg) _
(o1 l)(l—@+ Pghg

op op

dy . .
(pghg—plhl) wad—); +nghy —rivih; = awawf(Tw— wa)
(A.110)

d
— 1) wad—lz+
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A.2.3. Structure conservation
The PDE is given in Equation (A.3). By integrating this equation over the length of the heat exchanger, so from
0to L, it becomes:

0Ty
(cppV),, T wfAwf (Twf = Tw) + CswAsw (Tow — Tw) (A.111)

A.2.4. Buffer Tank
By combining the buffer tank and the condenser, Equations (A.96) and (A.110) have to be rewritten and an
energy conservation of the separator has to be given. The mass conservation of the separator is given by:

At e i (A.112)
dt - n out .
As i, of the buffer tank is ri1,,,; of the condenser, Equation (A.96) becomes:
1, 6pg_) dp dy dmy,
(1= + 25| Vipr—+ (pg = p1) Vo f = + Mo + ——= —11; =0 A113
(Op( 7) ap T Ve a (Pg=p1) Vo 7 + 1o + == = 1 (A.113)

Using Equation (A.112), Equation (A.110) becomes:

o0(p1hy) _. 0(pghg) _ dp ay . dmy, .
W(l -y + %Y— 1 waE"‘(Pghg - pihy) wad—7;+ Mpto+ Tt hy=mihi =y Aws (Tw = Twy)
(A.114)
The energy conservation of the buffer tank is:
d(mpeup) _ .
# = Mcond,out hcond,out — Mpt,o0 hy (A.115)
The left hand side of Equation (A.115) becomes:
d d(mgugs+mju
(Mpetpe) _ (mgug +myu) (A.116)
dt dt
As m = pV, it becomes:
d dlpgVeug+p;Viu
(Mpetpe) _ (pgVeug +p1Viw) (A117)
dt dt
By taking the derivative, it becomes:
d(mpeupy) _ - S . .
T PgVeug+pgVeug+pgVglig +p1Viug+piViug +p Vit (A.118)
To solve this, we first need to find Vg. This can be done in the following steps:
dmbt . . . .
dr =pgVgtpgVg+piVi+piV; (A.119)
As the total volume of the separator cannot change, V; + Vg = 0, or V; = — V. Using this, it becomes:
dmyp; . . .
7=(pgvg+plv,)+(pg—pl) Vg (A.120)
By rewriting Equation (A.113) and stating that saturated density is a function of pressure, it becomes:
) fracdmbtdt—(%Vg+%—pprl)ﬁ
V= (A.121)

(Pg_Pl)

By implementing Equation (A.121), using Vg = V; and stating that saturated density is only dependent on
pressure, Equation (A.118) becomes:

dmy, _ (9pg dp; .
d(mpsup) _ (0pg dug dp; aul) dt _(ép Vet op V’)p
B BB g+ poVe—b + P Vi + pi Vi— | + -
dt op gUg+PgVg ap op U+ pi lap (Pgug p1) (Pg—Pl)

(A.122)
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The right hand side of Equation (A.115), using Equation (A.112), becomes:

(dmbt
dat

Combining Equations (A.122) and (A.123), it becomes:

d 0 ougs 0 0
(mpeUpr) (ﬁVgug+Pnga—;+ﬂVlul+PlVlﬂ)

+ mbt,o) hcond,o — Mpto h; (A.123)

dat op op op
d ap 9 . (A.124)
Z?t_(a_rfvg+0iplw)p dmp, )
= h h h
+(Pgug—,01ul) (p _Pl) T cond,o+mbt,o( cond,o ~ l)
4

A.3. Seawater temperatures
The energy balance for a counter-current heat exchanger with an arbitrary length dz is given by Equation
(A.125).

. dz
MswCp,sw (Tsw,z - Tsw,z+dz) = aswAsz (Tsw,z - Tw) (A.125)
By rewriting this equation, it becomes:
-dT _ AswAsw

= (A.126)
Tswz—Tw MswCpswl
By integrating this equation, it becomes:
Tsw,z+dz AT z+dz A
- a
f = R (A.127)
Tswz—Tw MswCp,swL
Tsw,z z
By performing this integration, it becomes:
aswAswdz
Tswerdz = Tw+ (Tsw,z - Tw) emswepswl (A.128)
For the two-phase region of the evaporator, the outlet temperature becomes:
—aswAswly
Tsw,12 = Tw,z + (Tsw,in - Tw,z) e Mswep,swk (A.129)
For the sub-cooled region of the evaporator, the outlet temperature becomes:
—aswale
Tsw,our = Tw1 + (Tsw,12 - Tw,l) e Mswep,swk (A.130)
For the condenser, the outlet temperature becomes:
—aswAsw
Tswour=Tw+ (Tsw,in - Tw) emswepsw (A.131)
To find the average temperature for each region, Equation (A.128) is integrated and it becomes:
L —aswAswdz
f (Tw + (Tsw,z — Tw) € MswepswL )dz
Tow =2 - (A.132)
Jfdz
0
For the sub-cooled region of the evaporator, this becomes:
_ Mgy C ,SWL —aswAswly
Tsw1=Tw1+ (Tsw,IZ - Tw,l) (—p) (1 — e Mswepswl ) (A.133)
AswAswly
For the two-phase region of the evaporator, it becomes:
_ Mgy C 'SWL —aswAswly
Tsw,z = Tw,Z + (Tsw,in - TW,Z) (—P) (1 — e Mswepswl ) (A.134)
AswAswlo
For the condenser, it becomes:
— Meqyy C —aswAsw
AswAsw
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A.4. Condenser (OTEC demo)

As the OTEC demo has an extra state, the superheated state, a new set of equations is used.

A.4.1. Mass conservation superheated region
The PDE is given in Equation (A.1). Multiplying this equation by the cross-sectional area, the equation be-

comes Equation (A.136).
0(pAcs)  Om
—_—t A.136
ot 0z ( )
This equation is then integrated over the length of the superheated region, so from z=0 to z=L,. By integrat-

ing the first part and assuming a constant cross-sectional area, it becomes:

L
fa(pACS) _ f( ) (A.137)
0

0

By applying the Leibniz rule, it becomes:

L] Ll
0(pAcs) d dL
f pLles dz:Acs(d J-pdz pld_tlJ (A.138)

By assuming an average density in the superheated region and performing the integration, it becomes:

L
0(pAcs) d dL,
f atcs dz:ACS(E(plLl)_ng) (A139)

By taking the time derivative, it becomes:

Ly
a(PAcs) dlL; dpl dlL;
f a7 Acs(Pl +L a4 Pe dt) (A.140)

By choosing pressure and enthalpy as state variables, it becomes:

Ly
0(pAcs) dp1| dp Opi| dm dL,
———dz=A —-— —+ = L+ — A.141
f ar A\ aply, ar Tom |, ar | TP TP (14D
By stating that h; = h”’;hg, % =1 (dg”‘ + ddhf) it becomes:

dp 0p:

dt ohy

dL;
LiAcs+(p1— pg)WACS (A.142)

L[ )
2\ dt dat

Ly
fa(pACs) dz = %
/ ot op |y,

Because saturated enthalpy is only dependent on pressure, it becomes:

L
fla(PAcs) dz= %

By integrating the second term over the length of the superheated region, it becomes:

dhin
at

dlL,
LiAcs+(p1— pg)EAcs (A.143)

10p1| Ohg ) dp | 10p1
20m |, dp | dt = 20Mh

p

Ly
0
a—mdz = m12 m,-n (A.144)

By combining Equations (A.143) and (A.144), it becomes:

o0, Oh)dp , 10p:
op |p, pOp | dt 20m

10p;
20

dhin
dt

LyAcs+(p1— pg) Acs+m12 fip =0 (A.145)

p
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A.4.2. Mass conservation two-phase region

The PDE is given in Equation (A.1). Multiplying this equation by the cross-sectional area, the equation be-
comes Equation (A.136). By integrating the first part over the length of the two-phase region, fromz=1; to z
=L and assuming constant cross-sectional area, this becomes:

L L
a(PAcs) ap
———dz=A - A.146
f Fr N T (A.146)
Ly Ly
By applying the Leibniz rule, it becomes:
; 0(pAcs) d F dL
PAcs 1
——dz=Acs| — dz+pg— A.147
f ot °~ “(drprpgdt) (147
Ly L
By applying void fraction, it becomes:
; 0(pAcs) d ; dL
p 1
f atcs dz _Acs(d f(pl(l V) +pgY)dz+pg— P ) (A.148)
L L
By doing the integration and by L=1; + Ly, it becomes:
; 0(pAcs) d dL
P — — 1
chsdzzACS(E(pl(l—y)+pgy)L2+ng) (A.149)
L

Taking the time derivative, it becomes:

L
0(pAcs) dL, Y drL,
chsdzzA ((—(1 T+—V)L2+(pl(1 Y +pgY) — = +(pg—p1)L dt+ng) (A.150)
L
Because saturated densities are only dependent on pressure, it becomes:
La( Acs) d dL, dy dL
f%dufl (( a-n+5 Y)LZ Pt (pi1- N+ pgY) -+ (pg=pi) Lo Y +pg dtl) (A.151)
L
B sz_ _dL
y <77 = — 7+ and rewriting Equation (A.151), it becomes:
La( Acs) 0 dp dy dL
PAcs P1 Y 1
———dz= A 1- — Y| La— L - — A.152
Lf T (( 1-P+ Y) Zdt+(Pg pi)La—+(og=p1+(p1 Pg))dt) (A.152)
1
By integrating the second term of Equation (A.136), it becomes:
L
orin
—dz=mgy— M2 (A.153)
0z

L
By combining Equations (A.152) and (A.153), it becomes:

b d dy L, . .
ﬂ(l )+$Y AcsLy dp (pg— pz)Acstdy (pg— pz+(pz—pg)7)Acsd—;+mo—mlz=0 (A.154)

A.4.3. Energy conservation of superheated region
The PDE is given in Equation (A.2). Multiplying this equation by the cross-sectional area, the equation be-

comes:
a(PhAcs —Aesp) n a(mh)

ot 0z

D (T — Twy) (A.155)
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By integrating the first term over the length of the superheated region, from z= 0 to z= L, it becomes:

L L
a(phAcs) 6(Pl’l)
s = — A.l
f ar dz Acsb[ o dz (A.156)
0

By applying the Leibniz rule, it becomes:

L Ly
0(phAcs) d dL,
fT“d —Acs(d fphdz pghg—— ) (A.157)

0 0

By assuming an average density and enthalpy and doing the integration, it becomes:

Ly
0(phAcs) a dL,
fT“dz:Acs(d (o1h1L1)dz—pghg dt) (A.158)
0
By taking the time derivative, it becomes:
Fopnac d dhy L, dL
p P1 1
chsd —Acs(hlle_ +p1L1—+p1h1 pghg dt) (A.159)
By choosing pressure and enthalpy as state variables, it becomes:
Ly
0(phAcs) Opi| dh  dp1| dp dh dL dL,
—————dz=A — mL L h h A.160
f a7 cs ohy |, dt +6p g7 |t el s = pghg s ( )
By rewriting Equation (A.160), it becomes:
L
0(phAcs) 0p1 dhy 0p; dp daL,
———dz=|—| h1+ LA +——| hLiAcs— +(p1h1—pghg)Acs—— A.161
b[ ot Z 6”11 1T 01| LiAes— - dr ap " 141 s a; (p1h1 —pghg) Acs di ( )
By stating that h; = hi”;hg, % =1 (df;”‘ + £ ) it becomes:
L
0(phAcs) 0p1 (dhtn dhg) dp1 dp dL,
————dz=|—| h LA +—=|+——| MmLiAcs——+(p1h1—pghg)Acs—— (A.162
f ot z (6”11 1+ 01| L1 5\ 7ar dr D |, 1ot Aes 7 (p1h1—pghg)Acs di ( )

As saturated enthalpy is only dependent on pressure, it becomes:

Ly
0(phAcs) dp1 (dhm Ohg dp) 0p1 dp dL,
————dz=|——| m+p1|LiA +——=— |+ hLA +(p1h he)Acs——
f Y z (ahl 1+p1)L1 sy dr op dr ap |, 141 csd (p1h1 —pghg) Acs dr
(A.163)
By rewriting this equation, it becomes:
T o(phAc) 0 1dh dL
PNAcs P1 in 1
————dz=|—| h LiAys——— hy—pghg)Acs——
f oL Z (0h1 ) 1+tp01 (L1 S5 Ay +(p1h1—pghg)Acs dr
(A.164)
apl ahg Ohg apl dp
—_— |+ — h LiAcs—
+( (0h1 ap P, T |, M) e A
By integrating the second term of Equation (A.155) from z=0to z = L}, it becomes:
T alAcp) o
csP p
P dz=-A — Al
f T dz CS[ atdz (A.165)

0 0



A.4. Condenser (OTEC demo) 77

By applying the Leibniz rule, it becomes:

Ly L,
a(Acsp) _ d f dLy
f ar dz=—Acs (d pdz—p a7 (A.166)

0 0

By performing the integration, it becomes:

L
0(Acsp) ( d dLl)
—-——————dz=-A Li-p— A.167
f ot cs dr pLi—p dr ( )
By taking the time derivative, it becomes:
7o d dL dL d
cs) P p 1 1 p
—-—————dz=-A Li+——p- —Acs—L A.168
f ar 47 “(dt P pdt) “qr (A.168)
By integrating the third term of the PDE from z =0 to z = L;, it becomes:
"o
f M2 4z = rinyshg — tinhin (A.169)
0z
0
By integrating the right hand side of Equation (A.155), it becomes:
Ly
fawanwf (Tw—Twf)dz=a1waDysLi (Tiw— Tiwf) (A.170)
0
By multiplying the equation with £, it becomes:
Ly
Ly
fawanwf( Tyf)dz= alwawf (le—lef) (A.171)
0
Combining Equations (A.164), (A.168), (A.169) and (A.171), it becomes:
0p1 1 dhin dL, dp1| Ohg Ohg)| 0p1 dp
—| hi+p1|L1Acs=—— +(p1h hg)A + —h + +——| hi|L1Acs—
(ahlp 1+p1|L1 Py (pr1h1—pghg) sTap ( (ahl ap plap ap N L[ &1 fes 0
d , L
_Acsd_l;Ll"'lehg mlnhm—alwawf (le_lef)
(A.172)
By rewriting this equation, it becomes:
0 1dh; 1o oh oh b} d
(6—/;11 h1+p1 L1A652 dln+(§(£ 6—gh + 10_g)+% h-1 LlAcsd_p
1 g tp P ) OPIn (A.173)
dL, L
+(p1h - Pghg)Acs dr + mlzhg Minhin = alwawf (le - lef)
A.4.4. Energy conservation in the two-phase region
By integrating the first part of Equation (A.155) over the length of the two-phase region, it becomes:
; O0phA ; Oph
PNAcs p
——dz=A —_- A.174
f ot < csf ot ( )
L L

By applying the Leibniz rule, it becomes:

L
[ phAc, d dL,

Ly
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By assuming void fraction, it becomes:

L
dphA d dL,
f atcsd —Acs(d f(plhl(l Y)+pghny)dz+pghg dt) (A.176)
Ly L

By performing the integration, it becomes:

L
6pA d — — dLl
f atcs dz=Ags (E (p1hi1=7) + pghgy) Lo + pghgﬁ) (A.177)
L

By taking the time derivative, it becomes:

dphAcs d (Plhl) d(pghg) _
dz=A 1- ——=Y|L
f ot cs 1-7+ dr Y| L2
Ly (A.178)
dL dy dL,
+(p1hi(1=7) + pghgy) — ar +(pghg - Plhl)de +pghg— ar ]
As saturated properties are only dependent on pressure, it becomes:
0phAcs d(pihi) ~ _ 0(pghg)_) dp
dz=A 1-7)+ —2 85, -2
f ot es||Tgp N5, gy
Ly (A.179)
dL dy dL
+(o1hi(L =T+ pghgT) 52 + (pghy — pihi) La = + pghy 1]
dt dt dt
As % = —%, it becomes, after rewriting:
[ ophaA 3(o1h) 3(pghy) d
o220 )
i p p (A.180)

dL, d
+(pghg —pihi+(p1hi—pghg)Y) Acs—— P +(pghg —pih) Acstd—z

By integrating the second term of Equation (A.155) over the length of the two-phase region, it becomes:

L
opA
f p 2P —Acsf (A.181)

L

By applying the Leibniz rule, it becomes:

L L
/@v_d(i fw%) e
Ly Ly
By performing the integration, it becomes:
L
f—%dz:—Acs(j (pL2)+p%) (A.183)

Ly
By taking the time derivative, it becomes:
; OpA d dL daL
[—Mdz: Acs (Lg Py +p—1) (A.184)

ot dt dt dt
Ly
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ith dl2 _ _dLi .
With i == , it becomes:

L
OpAcs dp
- Sz =—AesLr— A.185
f ot dz STt ( )
Ly

By integrating the third term of Equation (A.155) over the length of the two-phase region, it becomes:

L
onh
0z

=rhoho — M2 hg (A.186)
L

By integrating the right hand side of Equation (A.155) over the length of the sub-cooled region, it becomes:

L
fawanwf(Tw—wa)=a2wfﬂDL2(Tgw—T2wf) (A.187)
Ly

By multiplying this equation by %, it becomes:

L

L
@ TDuwf (Tw = Tuwf) = QwrAws — (Tow = Tows) (A.188)
L
L

By combining Equations (A.180), (A.185), (A.186) and (A.188), it becomes:

a(p1h) _ 0(pghg)_
1-P+—25-1
ap 1-p+ ap Y

d _ dL dy
ACSLZd_’Z + (pghg —pih+ (plhl _pghg)Y) Acsd_tl + (pghg_plhl) AcsLZd_);

. . L
+moho— zhg = aZWwafTZ (TZW - Twa)
(A.189)

A.4.5. Structure conservation in the sub-cooled region
The PDE is given in Equation (A.3). By multiplying this equation by the length of the heat exchanger, it be-
comes:

oT,
(CpPV)w a_;u =ayrAws (wa - Tw) +aswAsw (Tsw — Tyw) (A.190)

By integrating the left part over arbitrary length from a to b and applying the Leibniz rule, this becomes:
oT d ’ d db
w a
f(cppV)w Wdz =(cppV), P f Twdz+ Tw(@—~ - Tw(b)a (A.191)
a a

By performing the integration, it becomes:

oT d da db
f(cppV)w G—:dz =(cppV), (%(b— @ Tuwa-n + Tuw(@ = Tw(b)E) (A.192)
a
By taking the time derivative, it becomes:
oT d(b- a) A Tuwa-b) da db
f(cppV)w a—t‘”dz =(cppV), (T Twa—p) + (b - a)% + Tw(@— = Tw(b)a) (A.193)

a
For the superheated region, a = 0 and b = L;. With this, it becomes:

L
oT, dL dT dL
f(cppV)w . dz=(cppV),, d—tlle+L1# - Tw(Ll)d_tl) (A.194)

0
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In literature, different values for T (1) are taken. As it is assumed a lumped temperature, it is a discontinuous
function at the boundary. In reality, the temperature at the wall will be closer to the two-phase region than to
the single-phase region, as stated by Willatzen, He and Weerstra [65][22][62]. Therefore, T, (r,) = T2,. With
this, it becomes:

1
0Ty dTiw dL,
f(cppV)dezz(cppV) Li—= ~ 4 (T - Tow) —— (A.195)
Integrating the right hand side of Equation (A.190), it becomes:

Ly

f(awawf (wa - Tw) + aswAsw (Tsw — Tw)) dz= awawal (wa - Tw) +aswAswLy (Tsyw — Tyw)  (A.196)
0

Combining Equations (A.195) and (A.196) and dividing left and right by L;, it becomes:

dT Tiw—Tow dL
(CpPV)w( d1tw+ lel 2w dtl) awawf( wf_Tw)+aswAsw(Tsw_Tw) (A.197)

A.4.6. Structure conservation in the two-phase region
By using Equation (A.193) for the two-phase region,a=L; andb=L, L=L; + Ly and Tyy(z,)) = T2w, it becomes:

0Ty dL, dTry dl;
f(cppV)w?dz:(cppV) (TZW o Tl =+ Tow dt) (A.198)
L
As%z ”fiLf,ltbecomes:
L
0Ty dar.
f((,‘ppV)w Shdz=(cppV),, (Lg di‘”) (A.199)

L

By integrating the right hand side of equation (A.190) from L; to L, it becomes:
L
f (awawf (wa - Tw) + &swAsw (Tsw — Tw)) dz= AwrAwfLlo (wa - Tw) +aswAswla (Tsyw — Ty)  (A.200)
L

By combining Equations (A.199) and (A.200) and dividing it by L, it becomes:

dT
(CPPV)W (ﬁ) = awawf (wa - Tw) +aswAsw (Tsw— Tw) (A.201)

A.4.7. Governing time derivatives

The six equations have five explicit time derivatives: %, %, %, d(?t'” nd dTZW . Using Equations (A.144) and

(A.153), ri11» can be eliminated. This can be done by rewriting these equatlons This is done in Equations
(A.202) and (A.203).

. 0
mi2 =mijn— ((aipl
h

dhin

L Lom
dat

20h

dL,
L1 Acs—(p1—pg) EA“ (A.202)

Ohgdp , 10p1
p0p | dr 20m

p

. d d
myp = ( Q-7+ _Y) Ly Acs dp (pg Pl) Ly Acs dY
By using Equation (A.202) to rewrite Equation (A.173), it becomes:

(% 1dhln+(l(apl

_ dL, .
(0g =p1+(p1=pg)7) Acs— =+ 1mo - (A.203)

ohg
op

(hl - hg) + 01 LIACS

ohy 2 dt ohy

hi—hg)+p1—=—=|+—
=)+ i

dL,

L
+ (Pl (hl - hg))Acs_t + min(hg - hin) = a’lwawffl (le_ lef)

(A.204)
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By using Equation (A.203) to rewrite Equation (A.189), it becomes:

oh _ 0 h 0
(—lpz(l—YH( (pg g)_&hl)y

d dL; d
AcsLy dp+Pl(hg hl)YAcsd +Pl(hg hl)AcsL2_Y

op ap op At (A 205)
+ 1ty (ho — hl)-“ZWwaf (TZW Twa)
Combining Equations (A.202) and (A.203), it becomes:
0 10 o0h 0 o d
Mip — Moyt = [(aipl +§6‘Zl 0; LiAcs+ ( ai?l( )+a_;Y)L2Acs d_lz

' ldL dy 10 dh (4,200

Y P1 i

((Pl—Pg)Y+(P1—Pl))Acs dr +(pg—p1) L2Acs— dt +§6_hl cs d;n

A.4.8. Buffer Tank

By combining the buffer tank and the condenser, Equations (A.206) and (A.205) have to be rewritten and an
energy conservation of the buffer tank has to be given. The mass conservation of the buffer tank is given by:

dmb[

=Mip—Mm A.207
dr in out ( )

As i1, of the bufer tank is r1,,; of the condenser, Equation (A.206) becomes:

dmp, op1 10p; | Ohg (6 dpg ) dp
in— - +-———| =—|L1 A+ 1- +— LA
Min dr Mpto = [( ap 26h1 ap 144cs ( ) ]9 Y| L2Acs dt
dL & 19 dh (A.208)
= Y pl in
+ - + A LA —_—
((pl Pg)Y (p1— Pl)) STar (Pg Pl) 2 csdt 20h1 1Acs di
Using Equation (A.207), Equation (A.205) becomes:
oh d(pghg) Op d dL dy
a—lPl(l—W+ — 58 71| AcsLe p+Pl(hg hi) ¥ Acs 1+P1(hg—hz)Acst—Y
p op op dt dt dt
(A.209)
dm . L
+ ( L mbt,o) (ho—hy) = a2wawf—2 (Dow — Towy)
dt L
The energy conservation of the buffer tank is:
d(mpeup) _ .
# Meond,out Peond,out = Mbt,o N (A.210)
The left hand side of Equation (A.210) becomes:
d d(mgyug+mpu
(mpupr) _ ( gHhg l l) (A211)
dt dt
As m = pV, it becomes:
d(mpeup) _ d(pgVgug+p1Viw)
= A.212
dt dt ( )
By taking the derivative, it becomes:
d(mpsup,)
—ar = pgVgug + pgVgilg + g Vgltg + i Vit + p1 Viug + p Vit (A.213)
To solve this, we first need to find Vg. This can be done in the following steps:
dmbt
—Png+Png+PlVl+PlVl (A.214)

dt
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As the total volume of the separator cannot change, V; + Vg =0, or V; = —V,. Using this, it becomes:

dmbt

- =(pgVg+P1Vi) + (pg— p1) Vg (A.215)

By rewriting Equation (A.208) and stating that saturated density is a function of pressure, it becomes:

d 0 0
' Zitzyt_(PgV+ prz)p
Vg = (A.216)

(pg—p1)

By implementing Equation (A.216), using Vg = V; and stating that saturated density is only dependent on
pressure, Equation (A.213) becomes:

dm op op
dlmptp) _ (g, oy Ot 0PLy O l) (pgug — prus) dtm_( ng+aprl)p
ar ap gUgtPg gap ap up+pg lap PglUg—piu (Pg—Pl)
(A.217)
The right hand side of Equation (A.210), using Equation (A.207), becomes:
dmb
( dtt""mbt,o) hcond,o_mbt,ohl (A.218)
Combining Equations (A.217) and (A.218), it becomes:
d(mpup;) (apg Jug dp; 6”1)
_ V. V. +—Viuj+0;Vi—
dt ap glig T Pg ga ap U+ pq l@p
dm op ap (A.219)
dfm_( o Vet lVl)p dmy; )
+(Pgug—plu1) (Pg_Pl) = dr hcond,o+mht,o(hcond,o_hl)



Dimensionless Numbers

There are two dimensionless numbers in the single phase correlations: the Reynolds number and the Prandtl
number. The Reynolds number (Re) is the ratio between the inertial forces and the viscous forces. It is given
by Equation (B.1).

Gd
Re = ¢
U

The Prandtl number (Pr) relates the momentum diffusivity to the thermal diffusivity. It is given by Equation
(B.2).

(B.1)

Cpld
Pr=— B.2
1 (B.2)
In the two-phase region, there are several dimensionless numbers: Boiling number, Nusselt number , Con-
vection number, Froude number and the equivalent Reynolds number. The Boiling number (Bo) is the ratio

between the mass of vapor created and the mass flow. It is given by Equation (B.3).

q

Bo=
Ghvup

(B.3)

The Nusselt number (Nu) relates the convective heat transfer to the conductive heat transfer. It is given by
Equation (B.4).

Nu= ady (B.4)
= .
The Convection number (Co) is given by Equation (B.5).
1_7%\08
Co= (&)(Tx) B.5)
p1 X
The Froude number (Fr) relates the inertia flow to the gravity. It is given by Equation (B.6).
G2
Fr= (B.6)
p>gdp

The equivalent Reynolds number (Re,) relates the two-phase region as a single-phase region, by using an
equivalent mass fluw Ge. It is given by Equation (B.7).

Re, = (B.7)

where G, is given by Equation (B.8).
1
_ —[P1)?
Ge=G|Q-X)+x|— (B.8)
Pg
The Biot number (Bi) relates the convective heat transfer with the conductive heat transfer. When this value
is smaller than 0.1, the lumped thermal capacity can be taken. It is given by Equation (B.9).

_aL

5
Tk

(B.9)
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The Weber number (We) relates the fluid inertia with the surface tension. It is given by Equation (B.10).

B G?dy,
=

We (B.10)
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Steady-state validation

Table D.1: Steady-state validation with a pressure drop over the orifice of 3.32 bar

Experiment Model

Component | Variable Unit Value Value Deviation [%]
i [*%] [ 000378 000378 0.00
p; [bar] 9.25 9.35 1.10
P, [bar] 9.23 9.34 1.23
Evaporator T; [°C] 19.16 14.53 -24.18
T, [°C] 22.39 22.71 1.43
Tsw,o [°C] 25.05 24.74 -1.25
Xo [-] 0.57 0.61 6.26
Q [W] 2448.83 2837.14 15.86
p; [bar] 9.17 9.24 0.80
Orifice p, [bar] 5.87 5.92 0.99
T, [°C] 13.26 12.61 -4.92
P, [bar] 5.85 5.88 0.65
Condenser T, [°C] 8.52 8.72 2.41
Tsw,o [°C] 7.77 8.00 3.00
Q [W] 2619.91 2841.62 8.46
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Table D.2: Steady-state validation with a pressure drop over the orifice of 3.11 bar

Experiment Model

Component | Variable Unit Value Value  Deviation [%]
i [*8] | 000394 000394 0.00
p; [bar] 9.20 9.23 0.41
P, [bar] 9.18 9.22 0.53
Evaporator | 11 [Cl 14.02 17.61 -20.36
Ty [°C] 22.16 22.30 0.64
Tsw,o0 [°C] 24.68 24.48 -0.82
X [-] 0.64 0.65 1.41
Q [W] 2903.54 3163.91 8.97
p; [bar] 9.09 9.12 0.37
Orifice P, [bar] 6.00 6.01 0.31
Ty [°C] 13.47 12.79 -5.04
P, [bar] 5.97 5.97 0.15
Condenser Ty [°C] 9.09 9.16 0.76
Tsw,o [°C] 8.25 8.35 1.19
Q (W] 3087.16  3167.93 2.62

Table D.3: Steady-state validation with a pressure drop over the orifice of 2.75 bar

Experiment Model

Component | Variable Unit Value Value  Deviation [%]
i [’“Tg] 0.00507  0.00507 0.00
p; [bar] 8.99 9.05 0.67
P, [bar] 8.97 9.04 0.79
Evaporator T; [°C] 16.29 13.88 -14.78
Ty [°C] 21.41 21.65 1.11
Tsw,o [°C] 24.24 23.99 -1.03
Xo [-] 0.67 0.68 1.69
Q [W] 3457.01 3663.64 9.16
p; [bar] 8.88 8.94 0.63
Orifice P, [bar] 6.14 6.19 0.83
Ty [°C] 13.65 13.16 -3.55
P, [bar] 6.11 6.15 0.66
Ty [°C] 9.60 9.98 3.98
Condenser | . ' C 8.90 8.99 1.03
Q [W] 3669.44 3776.88 2.93




89

Table D.4: Steady-state validation with a pressure drop over the orifice of 2.46 bar

Experiment Model
Component | Variable Unit Value Value  Deviation [%]
i %] 000472 000472 0.00
p; [bar] 8.83 8.89 0.72
P, [bar] 8.81 8.88 0.84
Evaporator T, Il 15.81 13.6 -13.97
Ty [°C] 20.86 21.10 1.13
Tsw, [°C] 23.88 23.62 -1.09
X [-] 0.72 0.73 1.36
0 (W] 3904.43 4238.47 8.56
p; [bar] 8.71 8.78 0.79
Orifice P, [bar] 6.27 6.32 0.86
To [°C] 14.07 13.44 -4.47
P, [bar] 6.24 6.28 0.71
Condenser Ty [°C] 14.07 13.44 4.47
Tsw,o [°C] 9.42 9.48 0.67
0 (W] 4158.80 4241.41 1.99

Table D.5: Steady-state validation with a pressure drop over the orifice of 2.26 bar

Experiment Model
Component | Variable Unit Value Value  Deviation [%]
i [’“Tg] 0.00485  0.00485 0.00
pP; [bar] 8.73 8.78 0.65
P, [bar] 8.71 8.77 0.77
Evaporator T; [°C] 15.37 13.46 -12.42
To [°C] 20.51 20.71 0.98
Tsw,o [°C] 23.62 23.37 -1.07
Xo [-] 0.76 0.77 0.66
Q [W] 4238.47 4557.22 7.52
p; [bar] 8.61 8.67 0.72
Orifice p, [bar] 6.37 6.41 0.73
Ty [°C] 14.27 13.63 -4.48
P, [bar] 6.33 6.37 0.74
Ty [°C] 10.51 11.03 4.88
Condenser | . ' ) 9.78 9.82 0.41
Q (W] 4503.07 4560.07 1.27
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Table D.6: Steady-state validation with a pressure drop over the orifice of 2.00 bar

Experiment Model

Component | Variable Unit Value Value  Deviation [%]
i %] | 000491 000491 0.00
P; [bar] 8.61 8.64 0.39
P, [bar] 8.59 8.63 0.51
Evaporator T; [°C] 15.05 13.25 -11.98
T, [°C] 20.09 20.20 0.54
Tswo  [°Cl 23.25 23.05 -0.87
X [-] 0.83 0.82 -0.83
0 (W] 4697.49 4956.88 5.52
P; [bar] 8.47 8.53 0.70
Orifice P, [bar] 6.50 6.53 0.52
T, [°C] 14.56 13.86 -4.80
P, [bar] 6.46 6.49 0.53
Condenser T, [°C] 11.08 11.56 4.39
Tswo  [°Cl 10.28 10.24 -0.37
Q (W] 4989.81 4959.92 -0.60

Table D.7: Steady-state validation with a pressure drop over the orifice of 1.48 bar

Experiment Model

Component | Variable Unit Value Value  Deviation [%]
i [’“Tg] 0.00512  0.00512 0.00
P; [bar] 8.42 8.36 -0.61
P, [bar] 8.40 8.35 -0.49
Evaporator T; [°C] 14.77 13.40 -9.31
Ty [°C] 19.39 19.19 -1.05
Tswo  [°Cl 22.63 22.39 -1.04
Xo [-] 0.93 0.93 -0.49
0 (W] 5488.16 5776.58 5.26
P; [bar] 8.28 8.25 -0.31
Orifice P, [bar] 6.82 6.77 -0.60
T, [°C] 15.33 14.35 -9.31
P, [bar] 6.77 6.73 -0.46
T, [°C] 12.41 12.61 1.93
Condenser Tawo  [°C 11.52 11.11 -3.55
Q (W] 5793.71 5781.80 -0.21




Sensitivity Analysis

Here, the full sensitivity analysis is shown. On the left are all the output parameters, on the top are the input
parameters. With a change of 1% of the input parameter, the output parameter changes with a percentage
that corresponds with the table. For example, if the pressure of the condenser has a value of 0.4 with the
working fluid pump rotation, this means that 1% change of rotational speed results in a change of 0.4% in the
same direction for the pressure. If the value is negative, the change is in the other direction.
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fvre Npump  Ngear  NMNswpump hot  MNswpump cold

Hy, 10.92 -2.62 -2.70 5.87 9.09

Minwf evap 0.08 1.20 0.18 -0.03 -0.06
Weear 0.00 0.00 -0.38 0.00 0.00

Wisw cold 0.00 0.00 0.00 0.00 3.02
Wsw nor | 0.00 0.00  0.00 3.01 0.00
Wyump -0.35 1.75 0.01 0.11 0.24
Wewrp | 0.16 0.06  0.01 0.21 0.53
Miurb 0.75 0.03 0.01 0.11 0.13
Mgear -0.01 -0.01 1.00 0.00 0.00
Mpump 0.10 1.47 0.00 -0.04 -0.07
Msw hot | 0.00 0.00  0.00 1.00 0.00
Msw cold | 0.00 0.00  0.00 0.00 1.20
Whert 0.26 0.04 0.02 -0.72 0.29

d;}" -150.56  334.01 -2.30 -22.53 -28.73

Pcond 0.14 0.00 0.00 0.02 -0.19
Yeona | -0.01 0.01  0.00 0.00 0.01

Qsw cold | 0.04 0.00  0.00 0.01 0.80
Tswout cold | 0.38 0.01 0.00 0.05 -0.56
Qcona | 0.76 0.01 0.01 0.10 0.14

Twf cond 0.40 0.01 0.00 0.05 -0.54
Qufcona | -0.31 -0.03  0.00 -0.04 0.01

m(;‘;” -150.15 333.71 -2.36 -22.27 -28.55

Asw evap -0.02 0.00 0.00 0.74 0.00
Hsep | -1.99 0.07 0.9 -1.51 -2.23

Pevap | -0.08 0.02  0.00 0.07 -0.01
Yevap | 0.11 -0.18  -0.03 0.02 0.03

Xout evap 0.68 -1.20 -0.17 0.14 0.19
Tsw,out evap -0.07 -0.01 0.00 0.10 -0.01
Twf evap | -0.11 0.02 0.0l 0.09 -0.02
Qevap | 0.77 0.01  0.01 0.10 0.13
a_wf evap 0.33 0.39 0.12 0.03 0.03
Apsw cold 0.00 0.00 0.00 0.00 2.03
Apsw hot 0.00 0.00 0.00 1.99 0.00
dp -0.51 0.04 0.01 0.16 0.34
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