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Abstract

This thesis investigates whether interval methods can be employed in the construction of a novel controller synthesis algorithm based on backward induction.

Interval methods are methods employing interval arithmetic, which is an arithmetic defined on real-valued intervals rather than on real-valued numbers. In the controller synthesis algorithm presented in this thesis interval methods are used to determine pre-images, represent approximations of closed sets, implement operations on these sets, and solve non-linear constrained optimisation problems without the need for derivatives.

While interval methods only impose modest requirements, i.e., they require that interval extensions of the difference equation describing (or approximating) the plant dynamics, cost function, and inequality constraints can be constructed, they do however suffer from the curse of dimensionality. In the presented synthesis algorithm the curse of dimensionality limits practical use to systems for which the number of states and control inputs are relatively low.

The thesis can be divided into four parts:

- The first part of this thesis (Chapters 2, 3 and 4) introduces interval arithmetic, a number of interval methods, and set computation.
- In the second part of the thesis (Chapter 5) the controller synthesis algorithm is presented and implemented using the concepts presented in the first part of the thesis.
- In the third part of the thesis (Chapter 6) the implemented synthesis algorithm is successfully used to generate, and test the viability of, controllers for two benchmark problems.
- The fourth part (Chapter 7) concludes the thesis, gives recommendations for improving the synthesis algorithm and suggests a number of topics worth considering for future research.

In conclusion, this thesis shows that interval methods can be used to construct a controller synthesis algorithm for non-trivial control problems.
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Chapter 1

Introduction

1-1 General introduction

This thesis introduces a novel solution to the problem of synthesizing state-feedback controllers for the regulation of non-linear processes. The distinguishing feature of the synthesis method described is its use of interval methods. Interval methods (algorithms employing interval arithmetic) enable the use of backwards induction to incrementally generate a regulator for a predefined region of the state space. The advantage of adopting interval methods is that the limitations imposed on the plant model used during the synthesis are greatly reduced compared with existing deterministic controller synthesis methods.

The synthesis algorithm works by constructing a sequence of backwards reachable sets of states. It starts by calculating the set of states that can reach the target states in one time-step of discrete-time model. The backward reachable states are calculated by solving a set-inversion problem to determine the joint range of the states and controller parameters that can reach the target states followed by a projection of the joint range of the states and controller parameters onto the state space. Once the set of backwards reachable states has been calculated, the controller parameters that minimise the cost-to-go for these states are determined using a branch and bound method.

This process is repeated while merging the controller parameters and costs with those of previous iterations until the optimal controller parameters for all backwards reachable states in the predefined region of the state space have been determined. The end result is a controller that regulates all backward-reachable states to the specified set of target states while minimising the specified cost functions.
1-2 Problem statement

Interval arithmetic computations [34] have the property that they provide rigorous upper and lower bounds on all solutions of a function with a single evaluation. This property allows interval arithmetic to be used to construct a number of algorithms that have unique properties, for example: The Moore-Skelboe and related algorithms [43] solve non-linear global optimisation problems (for real-valued objective functions) and the Set Inversion Via Interval Analysis (SIVIA) algorithm solves set inversion problems.

One of the limiting factors for the application of these techniques is the fact that they suffer from the curse of dimensionality.

This thesis investigates whether interval methods can be used in the construction of a controller synthesis algorithm that retains most of the positive characteristics of interval methods while minimising the impact of their negative characteristics.

1-3 Objectives

The objective of this thesis is to present a novel general-purpose controller synthesis algorithm employing interval methods for the synthesis of (near-optimal) controllers for non-linear processes subject to (potentially) non-linear constraints and cost functions, implement this algorithm, and assess its viability by means of the creation of a number of controllers for benchmark problems.

1-4 Thesis outline

Chapter 2 introduces interval arithmetic, an extension of real-valued arithmetic, which is used in Chapter 3 in the algorithms (the set-inversion algorithm SIVIA and the Moore-Skelboe global optimisation algorithm) that form the basis of the controller synthesis algorithm described in this thesis.

In Chapter 4 the SIVIA algorithm presented in Chapter 3 is re-implemented as a recursive algorithm that generates binary trees representing the sets resulting from the set inversion. Also a number of set operations that operate on the aforementioned binary trees are presented, namely unions, intersections, orthogonal projections, complements, and membership tests. These algorithms form the basis of the practical implementation of the controller synthesis algorithm presented in Chapter 5.

The first part of Chapter 5 introduces the idealised version of the controller synthesis algorithm, followed by the second part that describes a practical implementation of the synthesis algorithm that can approximate the idealised version of the algorithm using extended (adding cost information and controller parameters) versions of the algorithms described in Chapter 4 together with the principles of the Moore-Skelboe algorithm presented in Chapter 3.

---

1 A rigorous upper or lower bound is a bound that is guaranteed not to underestimate or overestimate the true range of a function.

2 The set inversion is the problem of finding the preimage of a set by a function.
In Chapter 6 the practical implementation of the synthesis algorithm is used to generate regulators for two benchmark problems, namely the ‘pendulum swing-up and stabilisation’ and the ‘car on the hill’ benchmark problems. The viability of the generated regulators is demonstrated by using them to regulate simulated continuous-time models of the benchmark problems.

Chapter 7 concludes by discussing the results of this thesis and gives a brief summary of potential improvements and extensions of the synthesis algorithm and its implementation.

1-5 Contributions

The main contributions of this thesis are:

- The description of a novel deterministic controller synthesis algorithm based on *backward induction*.

- Showing that interval methods can be used to implement and extend a number of set-computation operations that, together with a branch-and-bound optimisation approach, can form the basis of the described synthesis algorithm.

- Demonstrating the viability of the described synthesis algorithm, by first creating a practical implementation of the synthesis algorithm and demonstrating this implementation, followed by using the practical implementation to generate controllers for the *car on the hill* and *pendulum swing-up and stabilisation* benchmark problems\(^3\), and concluding by successfully using these controllers to regulate the states of the systems in simulations of the two benchmark problems.

\(^3\)Controllers for a number of other benchmark problems (the *bioreactor*\([40]\), and *double tank*\([29]\) benchmark problems) have also been generated and tested, but due to space constraints these results are not discussed in this thesis.
Chapter 2

Introduction to interval arithmetic

This chapter introduces the basic principles of Interval Arithmetic (IA) and interval analysis, and is largely derived from [34], [16], and [44]. A more in-depth discussion of the history, applications, examples, practical implementation, and research directions of IA and interval analysis can be found in the aforementioned literature.

2-1 Basic concepts and operations

IA is a generalization of real arithmetic where real-valued numbers are replaced by real-valued closed intervals. An interval $X = [a, b]$ is the set of real numbers such that $[a, b] = \{x \in \mathbb{R} | a \leq x \leq b\}$ where $a \leq b$; when $a = b$ the interval is said to be degenerate. Intervals will be denoted by capital letters. The left (limit inferior) and right (limit superior) bounds of an interval $X$ will be denoted as $\underline{X}$ and $\overline{X}$ or lower and upper bound of $X$ respectively.

The set of closed intervals in $\mathbb{R}$ is denoted by $\mathbb{IR}$. The set of extended intervals $\mathbb{IR}^*$ is defined as $\{[a, b] | a \leq b, a, b \in \mathbb{IR} \cup \{-\infty, +\infty\}\}$. A vector containing at least one interval-valued element is referred to as an interval vector, and a matrix containing at least one interval-valued element is referred to as an interval matrix. An interval vector is commonly referred to as a box.

We can redefine the elementary real-valued arithmetic operations in such a way that they can be applied to real-valued intervals. For the intervals $X = [\underline{X}, \overline{X}]$ and $Y = [\underline{Y}, \overline{Y}]$, and for the operator $\circ \in \{+, -, \cdot, /\}$ we can then write:

$$X \circ Y = \{\inf x \circ y, \sup x \circ y : x \in X, y \in Y\} \quad (2-1)$$

By definition an interval operation must produce a new (extended) interval that contains all possible results that can obtained by evaluating the original real-valued operation for any real-valued elements of the argument intervals. Or to quote the definition from [34]:

An interval operation must produce a new interval containing all the possible results that can be obtained by performing the operation in question on any element, or pair of elements, of the argument intervals.
If we apply this definition to the basic real arithmetic operators, +, −, ·, and /, their interval equivalents become:

$$X + Y = [\underline{X} + \underline{Y}, \overline{X} + \overline{Y}]$$ (2-2)

$$X - Y = [\underline{X} - \overline{Y}, \overline{X} - \underline{Y}]$$ (2-3)

$$X \cdot Y = \left[ \min(X \cdot Y, \underline{X} \cdot \underline{Y}, \overline{X} \cdot \overline{Y}), \max(X \cdot Y, \underline{X} \cdot \overline{Y}, \overline{X} \cdot \underline{Y}) \right]$$ (2-4)

$$X / Y = X \cdot \left[ \frac{1}{\overline{Y}}, \frac{1}{\underline{Y}} \right] \text{ if } 0 \notin Y$$ (2-5)

with the result of Equation 2-5 being either undefined or the extended interval $[-\infty, +\infty]$ if $0 \in Y$. These definitions imply that each of the basic IA operators can be reduced to real operations and comparisons. The interval summation and multiplication are commutative, associative, and sub-distributive. It is sub-distributive due to the fact that $X(Y + Z) \subseteq XY + XZ$.

### 2-2 Interval extensions

**Definition 1.** The range of a function $f : \mathbb{R} \to \mathbb{R}$ is defined as:

$$f(X) = \{ f(x) \mid x \in X \}$$ (2-6)

**Definition 2.** An interval extension $[f] : \mathbb{I} \to \mathbb{I}$ of a function $f : \mathbb{R} \to \mathbb{R}$ is defined as any function that satisfies:

$$[f](X) \supseteq f(X)$$ (2-7)

**Definition 3.** [46] Piece-wise monotone functions, including exponential, logarithm, rational power, absolute value, and trigonometric functions, constitute the set of standard functions.

For these standard functions there exist well-defined interval extensions that are inclusion monotonic and have an exact range enclosure (see [46]). The construction an interval extension of a real-valued function, $f(x)$, (or operator) is dependent on the properties of the function in question. For the interval extension of a monotonic function (one that is strictly non-increasing or non-decreasing, i.e., $\frac{df}{dx}f(x) \leq 0$ or $\frac{df}{dx}f(x) \geq 0$ for all $x$ in some interval $X$), evaluation of its endpoints suffice; if $f(x)$ is non-decreasing the interval extension becomes:

$$[f](X) = [f(\underline{X}), f(\overline{X})]$$ (2-8)

and if $f(x)$ is non-increasing the interval extension becomes:

$$[f](X) = [f(\overline{X}), f(\underline{X})]$$ (2-9)

For example:

$$f(x) = e^x$$ (2-10)

$$[f](X) = [e^\underline{X}, e^\overline{X}]$$ (2-11)
and

\[ f(x) = \frac{1}{1 + e^{-x}} \]  
\[ [f](X) = \left[ \frac{1}{1 + e^{-X}}, \frac{1}{1 + e^{-X}} \right] \]  

Non-monotonic functions are defined on a case by case basis. For example:

\[ f(x) = \tan(x) \]  
\[ [f](X) = \begin{cases} [-\infty, +\infty] & \text{if } \exists n \in \mathbb{Z} \text{ such that } \pi/2 + n\pi \in X \\ [\tan(X), \tan(X)] & \text{otherwise} \end{cases} \]

with \( \mathbb{Z} \) being the set of all integers and

\[ f(x) = \sin(x) \]  
\[ [f](X) = [\underline{Y}, \overline{Y}] \]

with

\[ \underline{Y} = \begin{cases} -1 & \text{if } \exists n \in \mathbb{Z} \text{ such that } \frac{\pi}{2} + 2\pi n \in X \\ \min \{\sin(X), \sin(X)\} & \text{otherwise} \end{cases} \]

\[ \overline{Y} = \begin{cases} 1 & \text{if } \exists n \in \mathbb{Z} \text{ such that } 1\frac{1}{2}\pi + 2\pi n \in X \\ \max \{\sin(X), \sin(X)\} & \text{otherwise} \end{cases} \]

2-2-1 The natural interval extension

Any function \( f : \mathbb{R}^m \to \mathbb{R}^n \) that consists of the elementary operations (as defined in Section 2-1) and the standard functions (as defined in Definition 3) can be converted into an interval-valued function, such that if \( x \in X \in \mathbb{R} \) then \( f(x) \in [f](X) \). Here \([f](X)\) is constructed by replacing the real-valued operations, and functions, by their interval counterparts. An interval function constructed in this way is referred to as the natural interval extension of the real-valued function.

2-2-2 The Taylor interval extension

A different option for the creation of interval extensions is to create a Taylor inclusion function (or Taylor extension) (see e.g., Section 4 of [11]). This interval extension is constructed by carrying out a Taylor series expansion of the real-valued function that has to be converted into an interval extension, typically around the midpoint of the interval that is being evaluated [16].

1 Note that the order of the expansion mentioned in [16] is incorrect, since the \((n + 1)\)th derivative of the function is not part of the \(n\)-th order Taylor expansion but it is part of the residual.
**Definition 4.** The midpoint of an interval is defined as:

\[ m(X) = \frac{1}{2}(X + \bar{X}) \]  

(2-21)

**Definition 5.** The width, or diameter, of an interval is defined as

\[ w(X) = \bar{X} - \underline{X} \]  

(2-22)

The Taylor inclusion function can now be expressed as:

\[ [f]_T(X) = \sum_{i=0}^{n} \frac{(X - m(X))^i}{i!} f^{(i)}(m(X)) + \frac{(X - m(X))^{n+1}}{(n+1)!} \left[ f^{(n+1)}(X) \right] \]  

(2-23)

with \( f^{(i)} \) being the \( i \)-th derivative of \( f \) with respect to \( X \) and the residual being the interval equivalent of the Lagrange remainder.

Example: If we want to obtain the Taylor inclusion function for \( f(x) = (x + 1) \cdot \cos(x) \) for \( n = 1 \), we get:

\[ [f]_T(X) = (m(X) + 1) \cos(m(X)) + \\
(X - m(X)) \cos(m(X)) - (m(X) + 1) \sin(m(X)) + \\
\frac{(X - m(X))^2}{2} (-2 \sin(X) - (X + 1) \cos(X)) \]  

(2-24)

If we evaluate \([f]_T(X)\) for \( X = [1, 1.1] \) we obtain \([f]_T([1, 1.1]) = [0.9523, 1.0841] \) while evaluation of the natural interval extension, \([f]([X])\), yields \([0.9071, 1.1347] \) as an answer. Since \( f(x) \) is strictly monotone (decreasing) for the interval \( X = [1, 1.1] \), the exact range can be calculated using endpoint evaluation: \([f]^*([1, 1.1]) = [0.9526, 1.0806] \). It must be noted however that when, in general, the absolute and/or relative size of \( X \) increases the over-approximation of the Taylor extension can (and probably will) get worse than the over-approximation of the natural extension. If we, for example, take (2-24), with \( X = [1, 3] \), we get: \([f]_T([1, 3]) = [-6.4731, 3.7345], [f]([1, 3]) = [-3.9600, 2.1613], \) and \([f]^*([1, 3]) = [-3.9600, 1.0806] \).

The Taylor extension can be improved by increasing the order of the Taylor expansion, allowing the over-estimation to be reduced even further.

The increase in computations would however also increase while doing this, negating the benefits of the reduction of the over-estimation of the result. Since both the natural and Taylor interval extensions yield valid interval enclosures of the true range, their intersection must also be a valid enclosure of the true range:

\[ [f]_T(X) \supseteq [f]^*(X), \quad [f](X) \supseteq [f]^*(X) \quad \implies \quad [f]_T(X) \cap [f](X) \supseteq [f]^*(X) \]  

(2-25)

This property can be used to construct a hybrid interval extension using both the Taylor and the natural extension (or any other available extension), resulting in an enclosure that is at least as good as the best of the two extensions and potentially better.
An example of the use of a hybrid interval extension is given the example of the Moore-Skelboe algorithm, given in Section 3-1, where it is used to construct the interval extension of a cost function.

When an interval extension of a real-valued function is used in this chapter, it is implied to be a natural interval extension.

If we could evaluate a function, \( f : \mathbb{R}^m \rightarrow \mathbb{R}^n \) for each point \( x \in \mathbb{R}^m \) in a set \( X \in \mathbb{R}^m \), we would obtain the set \( f(X) \subseteq \mathbb{R}^n \). In order to approximate this set with an interval we define the interval-range of a function \( f \) over an interval \( X \) as:

\[
[f]^*(X) = \left[ \inf_{x \in X} f_1(x), \sup_{x \in X} f_1(x) \right] \quad : \quad \vdots \\
\quad \left[ \inf_{x \in X} f_n(x), \sup_{x \in X} f_n(x) \right]
\]

(2-26)

One could see \([f]^*(X)\) as the smallest box that could enclose \( f(X) \).

Obtaining the exact infimum and supremum of \( f(X) \) is, in general, not a tractable problem, but one can obtain an outer approximation of the range, by for example, using the divide and conquer approach that will be described in Section 2-3-3 or the Taylor interval extension described in Section 2-2-2. These approximations can in principle be arbitrarily precise, only limited by machine precision and allowed computational complexity.

It must be noted that the (true) range of a function differs from the range of an interval resulting from the evaluation of an interval extension, in that the range is guaranteed to be included within interval obtained from the evaluation, i.e., \([f]^*(X) \subseteq [f](X)\), this is due issues described in Section 2-3. The computation of the true range of a function is in general, not tractable, but can be approximated arbitrarily close using interval analysis methods.

Examples of the range of \( f(X) \), the interval-range of \( f(X) \), \([f]^*(X)\), and the result of the evaluation of an interval extension of \( f \) for \( X \), \([f](X)\), are given in Figure 2-1.

### 2-3 Drawbacks

While IA has the obvious advantage of being able to carry out computations with intervals, this does not come without drawbacks. In the following sections two of these drawbacks, namely loss of dependency, and the wrapping effect, will be further investigated. Also a way of dealing with these drawbacks, using a divide and conquer approach, will be presented.

#### 2-3-1 Loss of dependency

One of the drawbacks of IA is the so-called loss of dependency (also referred to as variable disassociation, decorrelation, or, interval dependency). This property is caused by different behaviour of IA, compared with real arithmetic, when dealing with multiple occurrences of
the same variable in expression. For example, the real-valued function \( f(x) = (x + 2)(x - 2) \) can be expressed as:

\[
\begin{align*}
    f_a(x) &= x^2 - 4, \text{ expression with only a single occurrence of } x \\
    f_b(x) &= x \cdot x - 4, \text{ with the square written as a multiplication} \\
    f_c(x) &= (x + 2)(x - 2), \text{ the original, bracketed definition}
\end{align*}
\]

If we evaluate the (natural) interval extensions of these expressions for the interval \( X = [-1, 2] \), with \( X \in \mathbb{IR} \), we get:

\[
\begin{align*}
    [f_a][-1, 2] &= [0, 4] - 4 = [-4, 0] \\
    [f_b][-1, 2] &= [-1, 2] \cdot [-1, 2] - 4 = [-2, 4] - 4 = [-6, 0] \\
    [f_c][-1, 2] &= (([-1, 2] + 2)([-1, 2] - 2) = [1, 4] \cdot [-3, 0] = [-12, 0]
\end{align*}
\]

while all evaluations are correct (i.e. \( f(X) \subseteq [f_i](X), \ i \in \{a, b, c\} \)), only \([f_a]\) does not overestimate the true range of \( f(X) \). This is due to the fact that in \([f_b]\) and \([f_c]\) the variable \( x \) occurred twice.

As shown in the evaluation of \([f_b]\) and \([f_c]\), ignoring the dependency leads to an overestimation of the true range of \( f(X) \). One way of dealing with this issue is, when possible, to rewrite the expression so as to minimise the occurrence of the same variable. While it is generally not possible to eliminate multiple occurrences entirely, any reduction is likely to be beneficial, by both reducing the overestimation, as well as by reducing the number of computations.

Figure 2-1: Examples of the range of \( f(X) \), the interval-range, \([f]^∗(X)\), and the result of evaluating \([f](X)\).
2-3-2 The wrapping effect

If a function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \) is evaluated for all points in a box \( X \), and if the result of this evaluation, \( f(X) \), is not a box, then the evaluation of the interval extension of \( f \), with box \( X \in \mathbb{IR}^n \), \( [f](X) \), must necessarily overestimate the range of \( f(X) \), i.e., \( f(X) \notin \mathbb{IR}^m \Rightarrow [f](X) \supset f(X) \). This property is called the wrapping effect. An illustration of the wrapping effect can be seen in Figure 2-1, where even the tightest enclosure of \( f(X) \) by an interval vector, \([f]^*(X)\), is still an overestimation of the true range of \( f(X) \).

2-3-3 Divide and conquer

Both the loss of dependency and the wrapping effect can be reduced by bisecting the box (dividing the box in half along one of its axes), evaluating the resulting halves, and taking the interval hull of the results (see e.g., Section 3 of [11]):

\[
[f](X_L) \cup [f](X_R) \subseteq [f](X)
\]

(2-33)

with boxes \( X_L \) and \( X_R \) being two halves of the box \( X \). This procedure can be repeated for each half of the box until the desired result is achieved. The interval hull operator, \( \cup \), is defined as:

\[
[a, b] \cup [c, d] = [\min(a, c), \max(b, d)]
\]

(2-34)

For interval vectors the interval hull operator is applied componentwise.

The approach of recursively bisecting argument boxes in order to obtain tighter bounds when evaluating an interval-valued function lies at the basis of the set inversion and the global optimisation algorithms described in Chapter 3. We can use this approach because the overestimation of the bounds of \([f](X)\) compared to the bounds of \([f]^*(X)\) is proportional to the width of \( X \) for most interval extensions [39].

The approach described in the previous paragraph will be illustrated using an example: Say we have a function \( f : \mathbb{R} \rightarrow \mathbb{R} \) that can be evaluated using the expression

\[
f(x) = x \cdot x
\]

(2-35)

with its natural interval extension

\[
[f](X) = X \cdot X
\]

(2-36)

If we evaluate \([f]\) for the interval \( X = [-1, 2] \), we get:

\[
[f]([-1, 2]) = [-1, 2] \cdot [-1, 2] = [-2, 4]
\]

(2-37)

which is clearly an overestimation of the true range of \( f(X) \), which is \([0, 4]\). If we now divide \( X \) in two halves, \( X_L = [-1, 0.5] \) and \( X_R = [0.5, 2] \) and evaluate \([f](X_L)\) and \([f](X_R)\), and take their interval hull we get:

\[
[f](X_L) = [-1, 0.5] \cdot [-1, 0.5] = [-0.5, 1]
\]

(2-38)

\[
[f](X_R) = [0.5, 2] \cdot [0.5, 2] = [0.25, 4]
\]

(2-39)

\[
[f](X_L) \cup [f](X_R) = [-0.5, 1] \cup [0.25, 4] = [-0.5, 4]
\]

(2-40)
which is an improvement over the result of (2-37). If we now also divide $X_L$ further in two
halves, $X_{LL} = [-1, -0.25]$ and $X_{LR} = [-0.25, 0.5]$ and evaluate $[f]$ for these halves and take
the interval hull of the results, we get:

\[
[f](X_{LL}) = [-1, -0.25] \cdot [-1, -0.25] = [0.0625, 1] \tag{2-41}
\]

\[
[f](X_{LR}) = [-0.25, 0.5] \cdot [-0.25, 0.5] = [-0.125, 0.25] \tag{2-42}
\]

\[
[f](X_{LL}) \sqcup [f](X_{LR}) = [0.0625, 1] \sqcup [-0.125, 0.25] = [-0.125, 1] \tag{2-43}
\]

which is a clear improvement on the result of (2-40). If we use the result of (2-43) instead of
the result of (2-39) in (2-40) we get:

\[
([f](X_{LL}) \sqcup [f](X_{LR})) \sqcup [f](X_R) = [-0.125, 1] \sqcup [0.25, 4] = [-0.125, 4] \tag{2-44}
\]

which is clearly an improvement on the result of (2-37).

### 2-4 Machine implementation

Up until this point it has been assumed that all real-valued calculations and variables are
exact, i.e., performed with infinite precision. In practice computations tend to be carried
out with floating point numbers, which have a limited precision. If we would implement
the operations defined in Section 2-1 using floating point arithmetic instead of real arithmetic the
properties defined in Section 2-1 would no longer be guaranteed to hold, i.e., an evaluation
of an interval extension that does not take rounding errors into account might result in an
resulting interval that does not contain all results of the evaluation of the real-valued function
for all points in the argument interval. It is however still possible to guarantee these properties
when using floating point numbers by using a technique called directed rounding.

The default behaviour for floating point operations, as specified in [15], is to round their results
towards the nearest floating point number. While this approach minimises the rounding errors
due to the precision limitations of floating point numbers it causes problems when used to
implement interval operations: if we, for demonstration purposes, use a crude floating point
representation that is limited to one digit after the decimal point and use it to calculate
$[1.1, 1.2] \cdot 0.2$, the result would be the interval $[0.2, 0.2]$. While in practice the problem would
not be as dramatic as in this example, it would still cause problems.

This problem is solved by using directed rounding with the interval operations. This means that
the left and right bounds of the result of the operation are respectively rounded towards $-\infty$
and $+\infty$ (the floating point equivalents of floor and ceil) instead of being rounded towards the
nearest floating point number. If we apply this principle to the previous example, the resulting
interval would become $[0.2, 0.3]$, which would properly enclose the true interval $[0.22, 0.24]$ as
specified in Section 2-1.

An important factor in the increase of the popularity of interval methods is the support of
directed rounding modes in IEEE 754, the IEEE standard for floating-point arithmetic [15],
which is implemented in practically all CPUs equipped with a floating-point unit built after
the year 1985. This enables implementation of interval operations with minimal overhead.
2-5 Summary

In this chapter a short introduction to IA has been given, giving an overview of its implementation and some of its properties.

It has also been shown that any closed-form\(^2\) real-valued expression can be transformed into an interval-valued expression, the so-called *interval extension* of the real-valued expression.

These interval extensions can be constructed using a number of methods. Two of these methods, namely the *natural interval extension*, and the *Taylor interval extension* have been demonstrated using a simple example. Finally it has been demonstrated how the overestimation of the used interval extensions can be reduced and how IA can be implemented using *floating point* calculations while retaining its *inclusion* properties.

\(^2\)We define a closed-form expression as an expression that consists of a finite number of elementary functions [5].
In this chapter two algorithms using Interval Arithmetic (IA) will be introduced, the *Moore-Skelboe algorithm*\(^1\), which is a general-purpose solver for non-linear optimization problems, and the Set Inversion Via Interval Analysis (SIVIA) algorithm, which is a general-purpose set inversion algorithm. Both algorithms will be presented in their most basic form. In Chapter 5 the SIVIA algorithm will be combined with the principles of the Moore-Skelboe algorithm and the set computation operations presented in Chapter 4 to form the basis of the controller synthesis algorithm presented in this thesis.

### 3-1 The Moore-Skelboe algorithm

The Moore-Skelboe algorithm was first proposed in [47] where it was used as a procedure to reduce the over-approximation of interval calculations, using a subdivision strategy similar to the one described in Section 2-3-3. A number of variations of the Moore-Skelboe algorithm exist, all having the same structure, but with different stopping criteria [51], subdivision strategies [8], or subdivision selection criteria [9].

The implementation of the Moore-Skelboe algorithm shown in Algorithm 1 finds upper and lower bounds of the value of the global minimum (or minima), within a pre-defined tolerance \(\epsilon\), and the subset of \(X_{\text{range}}\) in which, given the tolerance, the minimum (or minima) can lie.

This is accomplished by dividing and evaluating the initial search box \(X_{\text{range}}\) into increasingly smaller subboxes, updating the current lowest upper bound \(\hat{y}^*\) if the evaluation of a subbox yields a lower upper bound than \(\hat{y}^*\) and discarding boxes that can be proven to be suboptimal by comparing the lower bounds of their evaluation to the current lowest upper bound.

This continues until the width of the boxes becomes less than \(\epsilon/2\), at which point the boxes and the value of their evaluation are placed in the set of potential solutions \(L\). Finally all entries in \(L\) that are suboptimal (i.e. their lower bounds exceed the current value of \(\hat{y}^*\)) are removed. The boxes remaining in \(L\) have the property that the lower bound of their evaluated

---

\(^1\)Note that the Moore-Skelboe algorithm itself is not explicitly used, only its underlying principles.
value, $Y$, is smaller than $\tilde{y}^*$ and the width of their evaluated value, $w(Y)$, is smaller or equal to $\epsilon/2$. These two properties together have as a consequence that the worst case width of the union of all $Y$s is equal or less than $\epsilon$, which satisfies the requirements imposed on the solution of the solver.

The worst-case width of the cost, i.e., $w(\bigcup Y_i) = \epsilon$ will occur when $L = \{(X_1,Y_1),(X_2,Y_2)\}$, with $Y_1 = [\tilde{y}^*, \tilde{y}^* + \epsilon/2]$ and $Y_2 = [\tilde{y}^* - \epsilon/2, \tilde{y}^*]$. In this case the union of the $Y$s in the solution set will have its maximal width. For this union to have a width larger than $\epsilon$ it must have at least one $Y$ with a width larger than $\epsilon/2$ or contain a $Y$ that is guaranteed to be sub-optimal. Because these conditions cannot occur, since they are explicitly checked for in Algorithm 1, the ‘true’ value of the global minimum must always lie within an interval with a maximum width of $\epsilon$.

Algorithm 1: Global optimizer using IA.

```
input : An interval extension, $[f]: \mathbb{IR}^n \rightarrow \mathbb{IR}$, of cost function $f: \mathbb{R}^n \rightarrow \mathbb{R}$, an initial search domain, $X_{\text{range}} \subseteq \mathbb{IR}^n$, and a maximum width of the minimum cost $\epsilon$.
output : A list of tuples, $L$, containing boxes, $X$, and bounds on their cost, $Y$, such that $\forall (X,Y) \in L$ it holds that $Y - y^* \leq \epsilon$, with $y^*$ being the global minimum of $f$ on $X_{\text{range}}$, and an upper bound on the minimum, $\tilde{y}^*$.
variables : $L$, $M = \emptyset$, $y \in \mathbb{IR}$, $\tilde{y}^* \in \mathbb{R}$.

begin
  $L \leftarrow \emptyset$
  $Y \leftarrow [f](X_{\text{range}})$
  $\tilde{y}^* \leftarrow Y$
  $M \leftarrow \{(X_{\text{range}}, Y)\}$

while $M \neq \emptyset$ do
  SELECT
  select and remove an element $(X,Y)$ from $M$
  if $Y > \tilde{y}^*$ then // check whether current $Y$ is suboptimal
    continue // current $Y$ is suboptimal
  else
    if $Y < \tilde{y}^*$ then
      $\tilde{y}^* \leftarrow Y$ // $\tilde{y}^*$ is replaced by the improved upper bound
    if $w(Y) \leq \epsilon/2$ then // check if $Y$ is a potential solution
      $L \leftarrow L \cup \{(X,Y)\}$
    else
      BISECT
      bisect $X$ to obtain $X_1$ and $X_r$
      $Y_1 \leftarrow [f](X_1)$
      $Y_r \leftarrow [f](X_r)$
      $M \leftarrow M \cup \{(X_1,Y_1), (X_r,Y_r)\}$
  remove all tuples $(X,Y)$ from $L$ for which $Y > \tilde{y}^*$
return $L$
```

P. Kootstra Master of Science Thesis
At the line marked SELECT in Algorithm 1 a tuple \((X,Y)\) is selected and removed from \(M\), typically the tuple with the lowest \(Y\), since the \(X\) in this tuple has a good probability of containing the minimiser.

At the line marked BISECT the current \(X\) will be split into two sub-boxes if the current \(Y\) is neither sub-optimal (\(Y < \hat{y}^*\)) nor a potential solution (\(w(Y) \leq \epsilon/2\)). The split typically occurs along the widest axis of the box. Figure 3-1 gives an illustration of the sub-boxes of the initial search domain \(X_{\text{range}} = [0, 10]\) that have been evaluated by the Moore-Skelboe algorithm to find the global minimum of the real-valued function \(f(x) = \sin(2x + 0.2) + \sin(1.25x - 1.6)\) in \(X_{\text{range}}\) with \(\epsilon = 0.1\). Using a hybrid interval extension of \(f\) using the intersection (i.e. \([\max(Y_N,Y_T), \min(Y_N,Y_T)]\)) of the result of the evaluation of the natural interval extension, \(Y_N\), and the result of the evaluation of the third-order Taylor interval extension of \(f\), \(Y_T\). The evaluated boxes are shown in red, the boxes in the solution set are shown in blue. The main loop of Algorithm 1 was executed 63 times in order to obtain the solution set shown in Table 3-1. It must be noted that the reduction of the search domain by bisection alone is not recommended since significant speed-ups can be achieved by using additional reduction techniques known as contractors (see Chapter 4 of [16]).

A contractor is any technique, except bisection, that can reduce the size of a box. An example of a contractor that can be used if an interval extension of the first derivative of the objective function is available, is the so-called interval Newton algorithm [27]. Another method for speeding up the Moore-Skelboe algorithm is to carry out an additional evaluation of the real-valued cost function at the midpoint of each box and to use the result as a potential new lowest upper bound \(\hat{y}^*\) instead of using the upper bound of the current evaluation result \(Y\). If we use this method with the previous example, we reduce the number of executions of the

<table>
<thead>
<tr>
<th>(X)</th>
<th>(Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[5.1563, 5.2344]</td>
<td>[−1.9258, −1.8767]</td>
</tr>
<tr>
<td>[5.2344, 5.3125]</td>
<td>[−1.9374, −1.9205]</td>
</tr>
<tr>
<td>[5.3125, 5.3906]</td>
<td>[−1.9374, −1.9105]</td>
</tr>
</tbody>
</table>

Figure 3-1: Example of the boxes evaluated by the Moore-Skelboe algorithm.

Table 3-1: Results of the Moore-Skelboe example.
main loop of Algorithm 1 from 63 to 33, and even with the additional midpoint evaluations a reduction of the running time by roughly 50% is obtained while retaining the guaranteed properties of the solution of the original algorithm.

One of the main distinguishing features of the Moore-Skelboe algorithm (and of most other IA based optimisation algorithms) is that convergence to the global minima is guaranteed even when faced with discontinuities and local minima [33] [25]. This in contrast to point methods where, in general, no such guarantees can be given [12]. This is due to the way the Moore-Skelboe algorithm functions; by eliminating all parts of the potential solution set that can be proven to be sub-optimal, and doing this exhaustingly until a predefined accuracy is attained we can guarantee that what remains of the initial potential solution set must contain the global optimum (or optima) insofar it is (or they are) located within the initial potential solution set.

3-2 The set inversion via interval analysis algorithm

**Definition 6.** The problem of finding the set Ξ ⊂ R^n, given a function f : R^m → R^∗m and a setΨ ⊆ R^∗, such that Ψ = f(Ξ), i.e., find the set of arguments Ξ for which the function f maps to the set Ψ, is known as the set inversion problem.

The SIVIA algorithm described in this section was first proposed in [17] and is a general solution to the set inversion problem. SIVIA is a set inversion algorithm that, for any given real-valued function f : R^n → R^∗m for which an interval extension, [f] : IR^n → IR^∗m, can be constructed (as described in Section 2-2) and a given set Ψ ⊆ R^∗m, can determine an inner (Ξ−) and outer (Ξ+) approximations of the set Ξ ⊆ R^n, Ξ− ⊂ Ξ ⊂ Ξ+, that asymptotically approach Ξ such that Ψ = f(Ξ) i.e., the set Ξ is the pre-image or inverse image of the set Ψ under f.

The SIVIA algorithm works by evaluating increasingly smaller subsets of the potential solution set Ξ with the interval extension [f] of f; on the resulting values an inclusion test is carried out. We can distinguish five different cases, as illustrated in Figure 3-2. In two cases, when evaluating box X_a and X_b, we can conclude that X_a is inside the solution set, since [f](X_a) ⊆ Ψ, and X_b is outside the solution set, since [f](X_b) ∉ Ψ. For the remaining boxes, X_c, X_d, and X_e, it is at this time not possible to determine if they are part of the solution set or not, or intersect with both the solution set and its complement. These boxes are bisected and evaluated until either the result is a subset of Ψ or Ψ^c, or until some stopping criterium is satisfied, for example if a lower bound on the width of the evaluated box is reached. The left-hand side of Figure 3-2 shows the unknown solution set Ξ, together with five boxes for which [f] is evaluated.

The right-hand side of the figure shows the set Ψ, for which we want to obtain the inverse image, and the boxes resulting from the evaluating of [f] for the boxes shown on the left hand side of the picture, also the ‘ideal’ (i.e. what we would obtain if we could evaluate f for all points x inside the box in question) are shown. Table 3-2 sums up the set-theoretic properties of the various cases shown in Figure 3-2. The operation of determining whether

---

2The set of extended reals, R^∗, is defined as R ∪ {−∞, +∞}.

3In the application where SIVIA was used in [17] SIVIA was referred to as Set Enclosure Via Interval Analysis, SEVIA.

P. Kootstra Master of Science Thesis
When using SIVIA with interval extensions of real-valued functions the quality of the resulting
representation of the set \( f(X_a) \subseteq \Psi \) or \( \Psi^c \) (\( \Psi^c = \mathbb{R}^m \setminus \Psi \), or the complement of \( \Psi \)), or intersects both, is named an inclusion test\(^4\). The implementation of the inclusion test differs depending on the representation of the set \( Y \). An example of an inclusion test on an interval vector is given in (3-4), (3-5), and (3-6) below. But for now we assume an appropriate procedure exist.

For both \( X_a \) and \( X_b \) the evaluation of \([f](X)\) gives a guaranteed result, i.e. the interval evaluation of \( X_a \), and \( X_b \), are guaranteed to be a subset of \( \Psi \), or a subset of \( \Psi^c \) respectively, and since \( f \subseteq [f] \) the results also hold for the ‘ideal’ evaluation. When a guaranteed result is obtained the box is placed in the \( \Xi^{\text{inside}} \) or \( \Xi^{\text{outside}} \) sets, depending on whether the boxes are subsets of \( \Psi \) or \( \Psi^c \). For \( X_c \), \( X_d \), and \( X_e \) the evaluation of \([f](X)\) yields a result that intersects both with the set \( \Psi \) as well as its complement \( \Psi^c \); for the ‘ideal’ evaluation this is true for \( X_c \), unlike the results of the ‘ideal’ evaluation of \( X_d \), and \( X_e \), which are respectively subsets of \( \Psi \) and \( \Psi^c \).

This difference between the interval and ‘ideal’ evaluations is caused by over-approximation of the interval evaluation. The last three cases are handled by bisecting the boxes and evaluating both halves. This process is repeated until the evaluation of a box yields a guaranteed result, or if its width falls below a specified value. When the latter is the case, the box is added to the \( \Xi^{\text{undetermined}} \) set. At some point all sub-boxes of the initial search box, \( \Xi_0 \), have been placed in either \( \Xi^{\text{inside}} \), \( \Xi^{\text{outside}} \), or \( \Xi^{\text{undetermined}} \), at which point the algorithm terminates.

The inner approximation \( \Xi^- \) of the solution of the set inversion is identical to \( \Xi^{\text{inside}} \), and the outer approximation, \( \Xi^+ \), consists of the union of \( \Xi^{\text{inside}} \) and \( \Xi^{\text{undetermined}} \). The combination of the sets \( \Xi^{\text{inside}} \), \( \Xi^{\text{outside}} \), and \( \Xi^{\text{undetermined}} \) is referred to as a sub-paving\(^5\).

When using SIVIA with interval extensions of real-valued functions the quality of the resulting

---

\(^4\)See paragraphs 2.5.2 and 2.5.3 of [16].

\(^5\)See Chapter 3 of [16]
Algorithm 2: Set inversion via interval analysis (SIVIA).

**input**: An interval extension, \([f]: \mathbb{IR}^n \rightarrow \mathbb{IR}^m\), of \(f: \mathbb{R}^n \rightarrow \mathbb{R}^m\), a target set \(\Psi \subseteq \mathbb{IR}^m\), for which the set inverse has to be determined, and an initial search box, \(\Xi_0 \in \mathbb{IR}^n\) in which the solution set is located.

**output**: The solution set, represented by three lists of non-overlapping boxes, \(\Xi_{\text{inside}}\), \(\Xi_{\text{undetermined}}\), and, \(\Xi_{\text{outside}}\), containing the boxes that are, respectively, strictly inside the solution set, undetermined, or strictly outside the solution set.

**variables**: \(\Xi_{\text{inside}}\), \(\Xi_{\text{undetermined}}\), \(\Xi_{\text{outside}}\), \(\Xi_{\text{temp}} = \{}\), \(X, X_l, X_r \in \mathbb{IR}^n\), \(Y \in \mathbb{IR}^m\)

**begin**
\[
\Xi_{\text{undetermined}} \leftarrow \Xi_0
\]
\[
\Xi_{\text{inside}} \leftarrow \emptyset
\]
\[
\Xi_{\text{undetermined}} \leftarrow \emptyset
\]
\[
\Xi_{\text{outside}} \leftarrow \emptyset
\]

**while** \(\Xi_{\text{undetermined}} \neq \emptyset\)**
\[
\text{select and remove an element, } X \text{ from set } \Xi_{\text{temp}}
\]
\[
Y \leftarrow [f](X)
\]

**if** \(Y \subseteq \Psi\) **then**
\[
\Xi_{\text{outside}} \leftarrow \Xi_{\text{outside}} \cup \{X\}
\]

**else if** \(Y \subseteq \Psi\) **then**
\[
\Xi_{\text{inside}} \leftarrow \Xi_{\text{inside}} \cup \{X\}
\]

**else** (**all other cases**)
\[
\text{if } X \text{ and/or } Y \text{ satisfy the stopping criteria then}
\]
\[
\Xi_{\text{undetermined}} \leftarrow \Xi_{\text{undetermined}} \cup \{X\}
\]

**else**
\[
\Xi_{\text{temp}} \leftarrow \Xi_{\text{temp}} \cup \{X_l, X_r\}
\]

**end**

Inversion depends primarily on the stopping criteria used. A typical approach is to stop bisecting a box when its width falls below a specified value; if this occurs the box is placed in \(\Xi_{\text{undetermined}}\). When a regular paving (which will be discussed in more detail in Chapter 4) is constructed, i.e., the bisections are done at the midpoint of the box, cycling through its axes, then the width of the sub-box is directly related to the number of bisections of the initial search box that have led to the respective sub-box of the initial search box. On the other hand, if SIVIA is implemented recursively, as will be done in Chapter 4, the width of a sub-box will be directly related to the recursion depth of the algorithm at which the sub-box is evaluated.

If we for example use SIVIA, with target set \(\Psi \subseteq \mathbb{IR}^2\), and real-valued function \(f: \mathbb{R}^2 \rightarrow \mathbb{R}^2\), to obtain an approximate set-inversion \(\Xi = f^{-1}(\Psi) \cap \Xi_0\) with \(\Xi\) represented by the three sets.
$\Xi_{\text{inside}}$, $\Xi_{\text{undetermined}}$, and $\Xi_{\text{outside}}$ with:

$$
\Xi_0 = [-3.0, 3.0] \times [-5.0, 1.0] \\
\Psi = [-0.5, 0.5] \times [-0.5, 0.5] \\
f(x) = \begin{bmatrix}
x_1 + 0.1x_2 \\
2 - 1.962 \sin(x_1) + 0.8x_2
\end{bmatrix}
$$

and inclusion test:

$$
\forall i \in \{1, 2\}, \Psi_i \leq Y_i \leq \Xi_i \implies X \in \Xi_{\text{inside}}
$$

$$
\exists i \in \{1, 2\}, \Psi_i > Y_i \text{ or } \Psi_i < Y_i \implies X \in \Xi_{\text{outside}}
$$

otherwise $\implies X \in \Xi_{\text{undetermined}}$

with $Y = [f](X)$ and using a natural interval extension $[f] : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ of $f$, at two different recursion depths, 10 and 16, we obtain the results shown in Figures 3-3a and 3-3b with $\Xi_{\text{inside}}$ shown in blue, $\Xi_{\text{undetermined}}$ shown in green, and $\Xi_{\text{outside}}$ shown in red.

At each recursion a single axis is bisected at its midpoint. This results in a maximum of 32 ($2^5$) divisions for each axis if the maximum recursion depth is 10, and 256 ($2^8$) divisions for each axis if the maximum recursion depth is 16. If we plot the average execution times\(^7\) of the SIVIA algorithm, for the example, for a range of different maximum recursion depths we obtain Figure 3-4. This figure clearly shows that the execution time increases roughly exponentially when the maximum recursion depth is increased. This behaviour also applies to other set inversion methods, and is the one of the main limitations of the SIVIA algorithm. It must be noted, however, that the accuracy, as measured by the relative size of the $\Xi_{\text{undetermined}}$ set exhibits a roughly exponential decrease when the recursion depth increases. Also the computational complexity increases exponentially with the number of dimensions of the solution set \cite{17} \cite{18}.

\(^7\)Using a C++ implementation of the SIVIA algorithm, under Debian 6.0 on an “Oracle Virtual Box” virtual machine, on a PC with an Intel i7 930 processor at 2.8 GHz with 12 GB RAM.

Figure 3-3: Inversion results with a maximum recursion depth of 10 and 16.
3-3 Summary

In this chapter it has been shown that using IA it is possible to construct an optimiser that, in principle, can find the location(s) and value of the global minima with a pre-determined accuracy within a box for a given (closed-form) expression (optionally) subject to constraints. It also has been shown how the SIVIA algorithm can compute the inverse image of a set inside a specified range, by systematically partitioning and evaluating the specified range.
Chapter 4

Set computation

The implementation of the SIVIA algorithm and the set operators presented in this chapter together with the principles of the Moore-Skelboe algorithm presented in Section 3-1 will be combined to form the controller synthesis algorithm presented in Chapter 5.

By themselves the algorithms presented in this chapter can be used as a general purpose set computation toolbox that is able to compute set inversions, unions, intersections, orthogonal projections, and complements.

In the previous chapter it was shown how the SIVIA algorithm can obtain inner and outer approximations of a set inversion. The output of the SIVIA algorithm, the approximation of the inverted set, \( \Xi \), was represented by three sets, \( \Xi_{\text{inside}} \), \( \Xi_{\text{outside}} \), and \( \Xi_{\text{undetermined}} \), each of the sets represented as the union of lists of boxes as described in Section 3-2.

The problem with representing these sets as lists of boxes is that performing operations on them is rather inefficient. For example, if we want to determine whether a given point is located within the inverted set or not, all the boxes in the three lists have to be checked until a box is found that contains the given point. This implies that in the worst case all boxes have to be checked. Since these inverted sets can potentially consist of a large number of boxes, checking them exhaustively is clearly undesired.

Also determining the intersection of two sets represented as boxes is either simple but computationally inefficient (if we determine the union of the intersection of each box of one set with all boxes of the other set), or complex but computationally efficient (if we first sort the lists of boxes, and determine the union of the intersection of the boxes that potentially intersect) [53].

In this chapter an alternative representation of the solution set of set inversions is presented: a binary tree. The solution set represented by this binary tree is identical to the solution set represented by the lists of boxes generated the SIVIA algorithm presented in the previous chapter. But rather than storing the boxes resulting from the bisections, the bisections themselves are stored in the form of a binary tree. In this chapter it will be shown how set operations, like unions, intersections, membership tests, and orthogonal projections that operate on sets represented using binary trees can be implemented.

Master of Science Thesis
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The SIVIA, union, and intersection, algorithms described in this chapter are directly based on [22]. However the pseudo-code shown in this chapter is closer to a practical implementation of the algorithms than the pseudo-code shown in [22]. For a high-level overview of the algorithms the reader is referred to [22].

The union and intersection algorithms described in this chapter extend the algorithms described in [22] by retaining their UNDETERMINED labels, rather than regarding them as being labelled OUTSIDE.

The rationale for retaining the UNDETERMINED boxes is twofold: First, the total volume of the boxes labelled UNDETERMINED can be used as an indicator of the quality of the inversion. Secondly, if the quality of the inversion is inadequate, it can be improved by increasing the maximum recursion depth and continuing at the boxes where SIVIA previously gave up, i.e., the boxes labelled UNDETERMINED.

Also, when using sets without boxes labelled UNDETERMINED, as is done in [22], the set operations, union, intersection, and negation, follow the rules of boolean logic with INSIDE and OUTSIDE respectively corresponding to true and false, when boxes labelled UNDETERMINED are also used the rules of Kleene’s three-valued logic $K_3$ [23] are followed.

The pavingMembershipTest described in Algorithm 9 is similar to the Inside algorithm described in Section 3.3 of [22], but differs from it in that it exploits the fact that the membership test is done on a regular sub-paving in order to reduce the number of inequality checks that have to be carried out.

Section 4-4-4 describes an algorithm for determining orthogonal projections of regular sub-pavings (see Definition 8), that, to the author’s best knowledge, has not yet been described before, although it must be noted that the same result as a set inversion followed by an orthogonal projection can be achieved by using a modified version of the SIVIA algorithm, as is described by the SIVIAPY algorithm in Section 5.3 of [16].

## 4-1 Recursive implementation of the SIVIA algorithm

In this section it will be shown how the SIVIA algorithm can be implemented as a recursive function that generates a binary tree representing the resulting set inversion.

First we define a number of functions that are used in the pseudo-code of the recursive implementation of SIVIA.

The newnode function creates a new binary-tree node and sets its left and right child nodes as empty.

The freenode function deallocates all data associated with its argument node. Also node.left and node.right are set to $\emptyset$, ensuring isLeaf recognises node as a leaf node.

The isLeaf function returns TRUE if the left and right child nodes of its argument node are empty; otherwise TRUE is returned.

---

1This paper consists of a large portion of Chapter 3 of [16].
2Instead of using the labels INSIDE, OUTSIDE, and UNDETERMINED, [22] and [16] use, respectively, the logical values 1, 0, and $[0,1]$.
3Note that these properties are not used in the implementation of the controller synthesis algorithm described in Section 5-3, although a future version of the synthesis algorithm could certainly use these properties.
The bisect function shown in Algorithm 3 splits box $X$ into two halves, along the midpoint of the $i$-th axis. It does this by copying $X$ to two new boxes, $X_L$ and $X_R$, and adjusting the values of their $i$-th axis.

For example, evaluating $\text{bisect}([-1, 1] \times [-1, 1], 2)$ would return $X_L = [-1, 1] \times [-1, 0]$ and $X_R = [-1, 1] \times [0, 1]$.

**Algorithm 3:** Definition of the $\text{bisect}(X, \ idx)$ function.

- **input**: A box $X \in \mathbb{IR}^n$, and the index, $\ idx \in \{1, \ldots, n\}$, of the axis to bisect.
- **output**: Two boxes $X_L \in \mathbb{IR}^n$ and $X_R \in \mathbb{IR}^n$.

```
begin
    foreach $i \in \{1, \ldots, n\}$ do
        if $i = \ idx$ then
            $X_L^i \leftarrow [X^i, m(X^i)]$
            $X_R^i \leftarrow [m(X^i), X^i]$
        else
            $X_L^i \leftarrow X^i$
            $X_R^i \leftarrow X^i$

    return (X_L, X_R)
end
```

In Algorithm 3 $X^i$ is the $i$-th element of the interval vector $X$.

The inclusiontest function, shown in Algorithm 4, returns the set-theoretic relation between the box $X$ and the set $\Psi$.

How the relation between $X$ and $\Psi$ is determined depends on how the set $\Psi$ is represented. This can be an inequality check, as described in (3-4), (3-5), and (3-6) and implemented in Algorithm 10 or a membership test on the output of the SIVIA algorithm, as will be discussed in Section 4-3.

**Algorithm 4:** Definition of the $\text{inclusiontest}(X, \ \Psi)$ function.

- **input**: A box $X \in \mathbb{IR}^n$, and a closed subset $\Psi \subset \mathbb{IR}^n$.
- **output**: A return value of INSIDE, OUTSIDE, or UNDETERMINED.

```
begin
    if $X \subseteq \Psi$ then
        return INSIDE
    else if $X \subseteq \Psi^c$ then
        return OUTSIDE
    else
        return UNDETERMINED
end
```

The reunite(node) function, shown in Algorithm 5, replaces a node having two child nodes (that are also leaf nodes) with the same value, by a leaf node having this value. Since the reunite function’s argument is called by reference, i.e., it is a pointer, the line “return node” can also be omitted, but explicitly returning the node (pointer) allows the reunite function to be, for example, used as: “return reunite(newNode)” in the various algorithms. Note that
in Algorithm 5, as well as in all other algorithms (like Algorithms 6, 8, 9, 11, 12, and 13) taking as an argument, or returning as a result, a (sub) tree, are called by reference, i.e., they take as an argument, or return as a result, a pointer to the root node of a (sub) tree.

**Algorithm 5:** Definition of the `reunite(node)` function.

**input** : A binary tree node, `node`, representing a regular sub-paving.

**output** : A binary tree node, representing a **minimal** regular sub-paving.

**begin**

if `isLeaf(node==FALSE)` then

if `isLeaf(node.left) and isLeaf(node.right)` and `node.left.value = node.right.value` then

`node.value ← node.left.value`

freenode(node.left)

`node.left ← ∅`

freenode(node.right)

`node.right ← ∅`

return node

**end**

The recursive implementation of the SIVIA algorithm itself is shown in Algorithm 6.

**Algorithm 6:** Definition of the SIVIA([f], X, Ψ, currDepth, maxDepth) function.

**input** : Interval extension [f] : R^m → R^n, target set Ψ ⊂ R^n, search box X ∈ R^m, current recursion depth, currDepth, and maximum recursion depth, maxDepth.

**output** : The root node of a binary tree containing the paving approximating f^−1(Ψ).

**begin**

`node ← newnode()`

`Y ← [f](X)`

`node.value ← inclusiontest(Y,Ψ)`

if `node.value = UNDETERMINED and currDepth < maxDepth` then

`bisectionIndex ← (currDepth mod m) + 1`

`(X_L, X_R) ← bisect(X,bisectionIndex)`

`node.left ← SIVIA([f], X_L, Ψ, currDepth + 1, maxDepth)`

`node.right ← SIVIA([f], X_R, Ψ, currDepth + 1, maxDepth)`

return `reunite(node)`

**end**

The recursive version of the SIVIA algorithm shown in Algorithm 6 is, with respect to the evaluated boxes, identical to the algorithm described in Algorithm 2. The difference lies in the fact that the binary tree that is created by repeated bisections is retained instead of using a list to store the boxes. Also note that while our algorithm does not explicitly store the sub-boxes (they can always be inferred from the root-box and their position in the binary tree), a practical implementation might still explicitly store the boxes in each node, reducing the number of computations (midpoint calculations) required when traversing the tree, at the
cost of increased memory usage.

Also note that there are a number of scenarios where it is recommended that the evaluation of \([f](X)\) and the inclusion test \texttt{inclusiontest}(Y, \Psi)\) are combined into a single function. This is especially the case if the inclusion test is an inequality check, like Algorithm 10, and if the result of \([f](X)\) consists of a (large) number of (independent) elements. When this is the case, an integrated algorithm can immediately return \texttt{OUTSIDE} when the evaluation yields an element larger than 0, removing the need for further evaluations (they are redundant anyway).

The output of the \texttt{SIVIA} algorithm is a so-called \textit{Regular Sub-Paving (RSP)} of \(X\).

A sub-paving is defined as \cite{16}:

\textbf{Definition 7.} A sub-paving of a box \(X \in \mathbb{IR}^n\) is a union of non-overlapping subboxes of \(X\) with non-zero width.

A regular sub-paving is defined\(^4\) as:

\textbf{Definition 8.} A sub-paving of \(X \in \mathbb{IR}^n\) is regular if each of its boxes can be obtained from \(X\) by a finite succession of bisections and selections.

The set of all regular sub-pavings of a box \(X \in \mathbb{IR}^n\) is denoted as \(\mathcal{RSP}(X)\). A sub-paving of \(X\) that covers \(X\) is also referred to as a paving of \(X\).

For the remainder of this chapter, whenever we talk about a set, it is implied that this is a set approximated by a binary tree containing a regular sub-paving.

Figure 4-1 shows the binary tree that is obtained when we use the recursive version of SIVIA to generate the paving shown in Figure 3-3a. This tree contains a total of 137 nodes: 68 intermediate, 10 labelled \texttt{INSIDE}, 34 labelled \texttt{OUTSIDE}, and 25 labelled \texttt{UNDETERMINED}.

Figure 4-2 shows the binary tree that would be obtained if the \texttt{reunite} function was not used when determining the same set-inversion. This tree contains a total of 183 nodes: 91 intermediate, 10 labelled \texttt{INSIDE}, 41 labelled \texttt{OUTSIDE}, and 41 labelled \texttt{UNDETERMINED}\(^5\).

Note that the set sets represented by the trees shown in Figures 4-1 and 4-2 are identical.

---

\(^4\)This is a slightly modified version of definition given in Section 3.3.1 of \cite{16}.

\(^5\)That the number of nodes labelled \texttt{INSIDE} and labelled \texttt{OUTSIDE} are both 41 is coincidental.
Figure 4-1: The binary tree corresponding to the paving shown in Figure 3-3a.

Figure 4-2: The binary tree constructed without using the reunite function.
4-2 Point location

The `findNode` algorithm described in Algorithm 7 accepts three arguments, the rootnode, `node` of an RSP of box, \( X \in \mathbb{IR}^n \), a point, \( y \in \mathbb{IR}^n \), and the current recursion depth, `depth`, and it returns a leaf-node of the RSP that intersects with \( y \).

In this algorithm, and in Algorithm 9, it is assumed that each node also contains its associated box. If the nodes do not contain the box values they can be added to the tree using Algorithm 8. These boxes are used to extract the midpoint of the axis in which its the child-nodes are divided.

It is assumed that the condition \( y \in X \) is checked before this algorithm is used.

When the point \( y \) coincides with both child boxes, i.e., when \( y_i = \text{midpoint} \), the ambiguity is resolved by returning\(^7\) `findNode(node.right, y, depth + 1)`.

**Algorithm 7:** Definition of the `findNode(node, y, depth)` function.

<table>
<thead>
<tr>
<th>input</th>
<th>The root-node, <code>node</code>, of a regular sub-paving of ( X \in \mathbb{IR}^n ), a point, ( y \in X ) and the current recursion depth, <code>depth</code>.</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>The leaf-node of the regular sub-paving, associated with a box that intersects with ( y ).</td>
</tr>
</tbody>
</table>

```
begin
    if isLeaf(node) then
        return node
    i ← (depth mod n) + 1
    midpoint ← node.left.box
    if \( y_i < \text{midpoint} \) then
        return findNode(node.left, y, depth + 1)
    else
        return findNode(node.right, y, depth + 1)
end
```

\( ^6 \)In cases where the point is located at the common boundary of two child-nodes the right child node is returned.

\( ^7 \)Another option might be to evaluate both branches and return the node with the 'best' properties.

The `addBoxValues` function shown in Algorithm 8 adds the box values to each node in the binary tree representing an RSP of a box \( X \in \mathbb{IR}^n \).

**Algorithm 8:** Definition of the `addBoxValues(node, X, depth, boxDim)` function.

<table>
<thead>
<tr>
<th>input</th>
<th>The root node of a binary tree, <code>node</code>, a box, ( X \in \mathbb{IR}^{boxDim} ), the current recursion depth <code>depth</code>, and the dimensionally of the box ( X ), <code>boxDim</code>.</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>The binary tree with its nodes now containing their associated boxes.</td>
</tr>
</tbody>
</table>

```
begin
    node.box ← X
    if isLeaf(node = FALSE) then
        i ← (depth mod boxDim) + 1
        (X_L, X_R) ← bisect(X, i)
        addBoxValues(node.left, X_L, depth + 1, boxDim)
        addBoxValues(node.right, X_R, depth + 1, boxDim)
    return node
end
```
4-3 Inclusion and inequality tests

In this section two algorithms are described that can be used to determine the set-theoretic relation between a box and a given set.

The `pavingMembershipTest` function shown in Algorithm 9 determines the set-theoretic relation between a box and a set, when the set is approximated using a regular sub-paving represented by a binary tree.

Algorithm 9: Definition of the `pavingMembershipTest(node, X, depth)` function.

input : The root node of an RSP, `node`, a box, `X ∈ IR^n`, and the current recursion depth, `depth`.
output : The membership of `X` with respect to the set approximated by the paving with root node `node`.

begin
    if `isLeaf(node)` then
        return node.value
    i ← (depth mod n) + 1
    midpoint ← node.left.box_i
    if `X_i ≤ midpoint` then
        return `pavingMembershipTest(node.left, X, depth + 1)`
    if `X_i ≥ midpoint` then
        return `pavingMembershipTest(node.right, X, depth + 1)`
    leftValue ← `pavingMembershipTest(node.left, X, depth + 1)`
    if `leftValue = UNDETERMINED` then
        return UNDETERMINED
    rightValue ← `pavingMembershipTest(node.right, X, depth + 1)`
    if `rightValue = UNDETERMINED` then
        return UNDETERMINED
    if `leftValue = INSIDE and rightValue = INSIDE` then
        return INSIDE
    if `leftValue = OUTSIDE and rightValue = OUTSIDE` then
        return OUTSIDE
end

The `inequalityMembershipTest` function shown in Algorithm 10 implements (3-4), (3-5), and (3-6) for `Ψ = {y ∈ IR^n | y_i ≤ 0, i ∈ {1,...,n}}`. 
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Algorithm 10: Definition of the \texttt{inequalityMembershipTest}(X) function.

\textbf{input}: A box, \( X \in \mathbb{IR}^n \).
\textbf{output}: The membership of \( X \) with respect to the set \( \{ y \in \mathbb{R}^n \mid y_i \leq 0, \ i \in \{1, \ldots, n\} \} \).

\begin{algorithm}
\begin{algorithmic}
\State InsideFlag \leftarrow TRUE
\ForEach {\( i \in \{1, \ldots, n\} \)}
  \If {\( X_i > 0 \)}
    \State return OUTSIDE
  \ElseIf {\( X_i > 0 \)}
    \State InsideFlag \leftarrow FALSE
  \EndIf
\EndFor
\If {InsideFlag = TRUE}
  \State return INSIDE
\Else
  \State return UNDETERMINED
\EndIf
\end{algorithmic}
\end{algorithm}

\section{4-4 Set operations}

In this section a number of set operations are described that operate on sets described by RSPs. For binary operations it is assumed that they operate on RSPs of the same box.

\subsection{4-4-1 Unions}

The union of two sets, \( A, B \in \mathcal{RSP}(X) \), \( X \in \mathbb{IR}^n \) can be determined by recursively traversing the binary trees of both pavings in parallel. We do this by starting at the root-node of both trees, traversing them, in parallel, depth-first, while simultaneously constructing the output tree (the tree representing \( A \cup B \)). Algorithm 11 shows how this can be implemented, with the \texttt{∪} operator used in case (1) specified in Table 4-1.

When traversing the trees in Algorithm 11 we encounter three different cases:

- Both nodes are \textit{not} leaf nodes - case (1): In this case the value of the left and right child nodes are determined by evaluating the \texttt{setUnion} function for the left and right child nodes of the two input trees.

- Both nodes are leaf nodes - case (2): In this case the value of the current node of the output tree is determined by Table 4-1, i.e., if at least one node has the label \texttt{INSIDE}, the output node label is set to \texttt{INSIDE}; if both labels are \texttt{OUTSIDE}, the output node label is set to \texttt{OUTSIDE}; otherwise, the output node label is set to \texttt{UNDETERMINED}.

- Only one node is a leaf node - case (3a) and (3b): This is similar to the previous case, but differs in that the leaf node is used directly as an argument. This is allowed since in this case only the value of the node is relevant.
Table 4-1: Properties of the union operator, $\cup$, with $I=$ INSIDE, $O=$ OUTSIDE, and $U=$ UNDETERMINED

<table>
<thead>
<tr>
<th>$\cup$</th>
<th>$I$</th>
<th>$O$</th>
<th>$U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>$I$</td>
<td>$I$</td>
<td>$I$</td>
</tr>
<tr>
<td>$O$</td>
<td>$I$</td>
<td>$O$</td>
<td>$U$</td>
</tr>
<tr>
<td>$U$</td>
<td>$I$</td>
<td>$U$</td>
<td>$U$</td>
</tr>
</tbody>
</table>

Algorithm 11: Definition of the `setUnion` function.

def setUnion(PavingIn1, PavingIn2):
    # input: Two pavings PavingIn1 and PavingIn2 for which the union has to be determined.
    # output: An RSP containing the union of PavingIn1 and PavingIn2.
    begin
    PavingOut ← newnode()
    
    if isLeaf(PavingIn1) = FALSE and isLeaf(PavingIn2) = FALSE then
        PavingOut.left ← setUnion(PavingIn1.left, PavingIn2.left)
        PavingOut.right ← setUnion(PavingIn1.right, PavingIn2.right)
    else if isLeaf(PavingIn1) = TRUE and isLeaf(PavingIn2) = TRUE then
        PavingOut.value ← PavingIn1.value $\cup$ PavingIn2.value
        return PavingOut
    else
        if isLeaf(PavingIn1) = TRUE then
            PavingOut.left ← setUnion(PavingIn1, PavingIn2.left)
            PavingOut.right ← setUnion(PavingIn1, PavingIn2.right)
        else if isLeaf(PavingIn2) = TRUE then
            PavingOut.left ← setUnion(PavingIn1.left, PavingIn2)
            PavingOut.right ← setUnion(PavingIn1.right, PavingIn2)
        return reunite(PavingOut)
    end

4-4-2 Intersections

The intersection of two sets, $A, B \in \mathcal{RSP}(X)$, with $X \in \mathbb{R}^n$ can be determined in a similar fashion as the union of two sets. Algorithm 12 shows how the intersection operation can be implemented.

The implementation of Algorithm 12 is almost identical to that of Algorithm 11; it only differs in that in case (2) the intersection operator, $\cap$, is used instead of the union operator, $\cup$. The $\cap$ operator is specified in Table 4-2.

4-4-3 Complement

The complement, $A^C \in \mathcal{RSP}(X)$ of a set $A \in \mathcal{RSP}(X)$ can be determined by creating a copy of $A$ and replacing all nodes labelled INSIDE with OUTSIDE, and all nodes labelled OUTSIDE with INSIDE. The nodes labelled UNDETERMINED remain labelled UNDETERMINED.
4-4 Set operations

Table 4-2: Properties of the intersection operator, $\cap$, with $I=$INSIDE, $O=$OUTSIDE, and $U=$UNDETERMINED

<table>
<thead>
<tr>
<th>$\cap$</th>
<th>I</th>
<th>O</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>I</td>
<td>O</td>
<td>U</td>
</tr>
<tr>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>U</td>
<td>U</td>
<td>O</td>
<td>U</td>
</tr>
</tbody>
</table>

Algorithm 12: Definition of the setIntersection($\text{PavingIn}_1$, $\text{PavingIn}_2$) function.

**input** : Two pavings $\text{PavingIn}_1$ and $\text{PavingIn}_2$ for which the intersection has to be determined.

**output** : An RSP containing the intersection of $\text{PavingIn}_1$ and $\text{PavingIn}_2$.

**begin**

1. if isLeaf($\text{PavingIn}_1$) = TRUE and isLeaf($\text{PavingIn}_2$) = TRUE then
   PavingOut.left ← setIntersection($\text{PavingIn}_1$.left, $\text{PavingIn}_2$.left)
   PavingOut.right ← setIntersection($\text{PavingIn}_1$.right, $\text{PavingIn}_2$.right)

2. else if isLeaf($\text{PavingIn}_1$) = TRUE and isLeaf($\text{PavingIn}_2$) = TRUE then
   PavingOut.value ← $\text{PavingIn}_1$.value $\cap$ $\text{PavingIn}_2$.value
   return PavingOut

else

3a. if isLeaf($\text{PavingIn}_1$) = TRUE then
   PavingOut.left ← setIntersection($\text{PavingIn}_1$, $\text{PavingIn}_2$.left)
   PavingOut.right ← setIntersection($\text{PavingIn}_1$, $\text{PavingIn}_2$.right)

else if isLeaf($\text{PavingIn}_2$) = TRUE then

3b. PavingOut.left ← setIntersection($\text{PavingIn}_1$.left, $\text{PavingIn}_2$)
   PavingOut.right ← setIntersection($\text{PavingIn}_1$.right, $\text{PavingIn}_2$)

**return** reunite(PavingOut)

4-4-4 Projections

The projection algorithm shown in Algorithm 13 creates a sub-paving, $\Xi_P \in \text{RSP}(X_P)$ of the orthogonal projection, along a specified axis, of a sub-paving $\Xi \in \text{RSP}(X)$ with $X_P \in \mathbb{R}^{n-1}$ and $X \in \mathbb{R}^n$.

The projection algorithm works by recursively replacing the current node by the union of its left and right child nodes when the axis of the box associated with the node, specified by $\text{axis}$, is bisected, i.e., when $\text{axis} = i$. This process is repeated until only leaf nodes remain. At this point the set shown in the last subfigure of Figure 4-3, which corresponds to the tree shown in Figure 4-15, is obtained. This set is the final result of the projection.

This process is illustrated in Figures 4-3 to 4-15. Figure 4-3 shows what happens to the boxes associated with the leaf nodes of the binary tree of the set that is projected, while Figures 4-4 to 4-15 show the trees themselves. The left and right sub-trees that are to be merged (by
Algorithm 13: Definition of the \texttt{projectPaving(node, axis, depth, boxDim)} function.

\textbf{input}: The rootnode, \texttt{node}, of an RSP, the axis, \texttt{axis}, along which the projection has to take place, the current recursion depth, \texttt{depth}, and the dimensionality, \texttt{boxDim}, of the set represented by the RSP.

\textbf{output}: An RSP containing the projection of the set represented by the original RSP, along the axis specified by \texttt{axis}.

\begin{verbatim}
begin
  if isLeaf(node) = TRUE then
    newNode ← newnode()
    newNode.value ← node.value
    return newNode

  i ← (depth mod boxDim) + 1

  if axis = i then
    newNode ← setUnion(node.left, node.right)
    return projectPaving(newNode, axis, depth + 1, boxDim)
  else
    newNode ← newnode()
    newNode.left ← projectPaving(node.left, axis, depth + 1, boxDim)
    newNode.right ← projectPaving(node.right, axis, depth + 1, boxDim)
    return reunite(newNode)
end
\end{verbatim}

Taking their union, and their associated boxes, are marked with solid lines the sub-trees and boxes that have been obtained by the previous merger are marked with dashed lines.

After the final step of the projection (when we have obtained paving 11a of Figure 4-3) the values of the boxes are adjusted to reflect that the binary tree of the paving represents the projection. This results in paving 11b of Figure 4-3. This step is not shown in Algorithm 13 but in the practical implementation of the controller synthesis algorithm this step is carried out by Algorithm 22.

Also note that the binary trees of the intermediate stages (Figures 4-5 to 4-14) should not be regarded as representing an RSP. This due to the fact that they contain sub-trees representing sub-pavings of both 2-D and 1-D boxes at the same time.

Orthogonal projections of a set on its subspaces can be implemented by repeated application of Algorithm 13 using different indices, or by extending Algorithm 13 to accept multiple values of the \texttt{axis} argument, i.e., changing the “if \texttt{axis = i}” condition into “if \texttt{axis ∈ indexes}”, where \texttt{indexes} is a list containing the indices of the axes that have to be projected away.
Figure 4-3: An example of the different stages of a paving during orthogonal projection on the vertical axis. With areas marked with solid and dashed lines corresponding to the equally marked sub-trees in Figures 4-4 to 4-15.

Figure 4-4: The binary tree of the original paving.

Figure 4-5: The binary tree of the first stage.
Figure 4-6: The binary tree of the second stage.

Figure 4-7: The binary tree of the third stage.

Figure 4-8: The binary tree of the fourth stage.

Figure 4-9: The binary tree of the fifth stage.
Figure 4-10: The binary tree of the sixth stage.

Figure 4-11: The binary tree of the seventh stage.

Figure 4-12: The binary tree of the eighth stage.

Figure 4-13: The binary tree of the ninth stage.

Figure 4-14: The binary tree of the tenth stage.

Figure 4-15: The binary tree of the eleventh stage.
4-5 Summary

In this chapter it has been shown how a recursive version of the SIVIA algorithm can be used to generate approximate set inversions represented by binary trees.

Furthermore it has been shown how set operations like unions, intersections, complement, membership tests, and orthogonal projections can be constructed that operate on sets represented by the aforementioned binary trees.

The orthogonal projection algorithm presented in this chapter has, to the author’s best knowledge, not yet been described before in the literature.

Also, the set operations presented in this chapter preserve the UNDETERMINED labels, this in contrast with the set operations described in [16] and [22] where this information is discarded.
Chapter 5

Controller synthesis

This chapter shows how, given a difference equation describing (or approximating) the dynamics of a plant, a cost function, a parametrised controller, and optionally an inequality constraint on a function of the state and the control action, an optimal state-dependent parameter function can be constructed. This state-dependent parameter function consists of a partitioning (a regular subpaving) of the state space, where for each element of the partitioning an optimal controller parameter is specified.

Section 5-1 introduces the controller synthesis problem and reformulates it in such a way that it can be solved using the steps described in Section 5-2.

Section 5-3 shows how the steps described in Section 5-2 can be approximated using modified versions of the algorithms described in Chapters 3 and 4 in order to construct a practical version of the algorithm.

Section 5-4 concludes this chapter with a summary of the presented information.

5-1 The controller synthesis problem

The controller synthesis problem considered in this thesis is formulated as follows: find for each time step $k$ the value of the state-dependent parameter function, $\Phi$, that minimises the sum of the current and future costs, i.e. minimise:

$$V(x(0)) = \min_{\{\phi(x(k))\}_{k=0}^\infty} \sum_{k=0}^\infty \left( J_x(x(k)) + J_u(u(k)) \right)$$  \hspace{1cm} (5-1)

subject to the dynamics of a system:

$$x(k+1) = f(x(k), u(k))$$  \hspace{1cm} (5-2)
using a parametrised controller:

\[ u(k) = g\left(x(k), \Phi(x(k))\right) \quad (5-3) \]

and a inequality constraint on the state and control action:

\[ 0 \geq h(x(k), u(k)) \quad (5-4) \]

In order for the presented synthesis method to work, the functions \(f, h, g, J_x, \) and \(J_u,\) should be represented as \textit{real-valued closed-form expressions}, since this is a sufficient condition to guarantee that their interval extensions can be constructed, as shown in Section 2-2. The functions \(J_x\) and \(J_u\) are assumed to be non-negative.

Figure 5-1 shows the functional block diagram of a regulator-plant interconnect and a breakdown of its sub-blocks with the bottom block containing the pre-specified parametrised controller \(g(x, \phi)\) and the to be generated state-dependent controller parameters \(\Phi(x)\). It is assumed that the state \(x\) is observable.

In [2] the following definition of the \textit{principle of optimality} is given:

\textbf{Theorem 1. Principle of Optimality.} An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision.

Due to the \textit{principle of optimality} (Theorem 1) we can rewrite (5-1) as:

\[
V(x(0)) = \min_{\Phi(x(0))} \left\{ J_x(x(0)) + J_u(u(0)) + \min_{\Phi(x(k))} \sum_{k=1}^{\infty} \left( J_x(x(k)) + J_u(u(k)) \right) \right\} \quad (5-5)
\]

By substituting the minimization of the sum in (5-5) with (5-1) (with \(x(1)\) instead of \(x(0)\)) and moving \(J_x(x(0))\) outside the minimization section, which is allowed since the location of
the minimum of $V(x(0))$ is independent of $J_x(x(0))$, we obtain:

$$V(x(0)) = J_x(x(0)) + \min_{\Phi(x(0))} \left\{ J_u(u(0)) + V(x(1)) \right\} \quad (5-6)$$

If we now rewrite (5-6) for the general case, we obtain:

$$V(x(k)) = J_x(x(k)) + \min_{\Phi(x(k))} \left\{ J_u(u(k)) + V(x(k+1)) \right\} \quad (5-7)$$

Expressions (5-5), (5-6), and (5-7) are subject to (5-2), (5-3), and (5-4).

Expression (5-7) is the Bellman equation with a discount factor of 1, with the part of the cost function associated with the current state moved outside the minimisation section.

## 5-2 Idealised solution

In this section it shown how an idealised, and simplified, version of the controller synthesis algorithm can be constructed that solves (5-7). The implementation shown here is idealised since it uses a number of operations that, for the general case, can only be approximated, namely: solving backwards reachability, and solving constrained nonlinear optimisation problems. In Section 5-3 it is shown how this idealised version of the synthesis algorithm can be approximated using interval algorithms.

In order to use (5-7) as the basis for our controller synthesis algorithm we regard its states and control actions as ranges (see Definition 1), or sets, rather than reals, i.e.:

$$V_k(X_k) = J_x(X_k) + \min_{\Phi_k(X_k)} \left\{ J_u(u(k)) + V_{k+1}(X_{k+1}) \right\} \quad (5-8)$$

with $X_k \subset \mathbb{R}^m$ and where $V_k(X_k)$ is the range of the value function evaluation of the set of states $X_k$, i.e., $V_k(X_k) = \{V_k(x) \mid x \in X_k\}$.

The subscript $k$ for $V$, $X$ and $\Phi$ is used to distinguish the costs, states, and parameters obtained at iteration $N - k$ of the synthesis algorithm, where $N$ is the time step at which the target state(s) are reached.

First we merge $f$, $h$ and $J_u$ with $g$ in order to obtain expressions in terms of the state and controller parameters:

$$f_g(x, \phi) \overset{\text{def}}{=} f(x, g(x, \phi)) \quad (5-9)$$

$$h_g(x, \phi) \overset{\text{def}}{=} h(x, g(x, \phi)) \quad (5-10)$$

$$J_{ug}(x, \phi) \overset{\text{def}}{=} J_u(g(x, \phi)) \quad (5-11)$$

and define a target set $X_{\text{target}}$ representing the desired state, or set of states, of the system. The value of $V$ is by definition zero if the state is a member of this target set, i.e., $V_N(X_{\text{target}}) \overset{\text{def}}{=} 0$, where, again, $N$ is the time step at which the target set, $X_{\text{target}}$, is reached. After having defined the target set we can obtain the set of states, $X_{N-1}$, that given the dynamics (5-2)
and constraints (5-4) can reach \( X_{\text{target}} \) by solving the \textit{backwards reachability} problem by first solving the \textit{set inversion problem}:

\[
(X_{\text{uc}}, \Phi_{\text{uc}})_{N-1} = f^{-1}_g(X_{\text{target}}) \tag{5-12}
\]

obtaining the joint range of the states and controller parameters, \((X_{\text{uc}}, \Phi_{\text{uc}})_{N-1}\), that can reach the target set, \(X_{\text{target}}\), in one time step.

Next we compute the joint range of the states and controller parameters that satisfy (5-4):

\[
(X_{\text{cs}}, \Phi_{\text{cs}}) = h^{-1}((-\infty, 0]) \tag{5-13}
\]

and taking the intersection, of the \textit{joint ranges} resulting from (5-12) and (5-13):

\[
(X, \Phi)_{N-1} = (X_{\text{uc}}, \Phi_{\text{uc}})_{N-1} \cap (X_{\text{cs}}, \Phi_{\text{cs}}) \tag{5-14}
\]

resulting in the joint range of the states and control actions, \((X, \Phi)_{N-1}\), that can both reach \(X_{\text{target}}\) in one time step, i.e. at time step \(N\), and satisfy (5-4).

In addition to calculating \((X_{\text{cs}}, \Phi_{\text{cs}})\) to satisfy (5-4) an additional constraint can\(^1\) be added so that the control actions will be limited to those that will not will steer the state outside the range \(X_{\text{range}}\) for which the controller is constructed:

\[
(X_{\text{cs}}, \Phi_{\text{cs}}) = h^{-1}((-\infty, 0]) \cap f^{-1}_g(X_{\text{range}}) \tag{5-15}
\]

We can now obtain the set of all states, \(X_{N-1}\), that can reach \(X_{\text{target}}\) at time step \(N\), from \((X, \Phi)_{N-1}\) by projecting \((X, \Phi)_{N-1}\) on the state space using the projection operator, \(\pi_x\):

\[
X_{N-1} = \pi_x((X, \Phi)_{N-1}) \tag{5-16}
\]

Figure 5-2 shows an example of \((X_{\text{uc}}, \Phi_{\text{uc}})_{N-1}\), \((X_{\text{cs}}, \Phi_{\text{cs}})\), \((X, \Phi)_{N-1}\), and \(X_{N-1}\), and how they relate to each other.

Having obtained \(X_{N-1}\) we can calculate the optimal controller parameters for time step \(N - 1\), \(\Phi_{N-1}(X_{N-1})\) (Figure 5-3a) and the associated value function \(V_{N-1}(X_{N-1})\) (Figure 5-3b) for \(X_N\) and the optimal controller parameters \(\Phi_{N-1}(X_{N-1})\) since \(V_N(X_{\text{target}})\) is zero and thus can be eliminated from (5-8) to obtain:

\[
V_{N-1}(X_{N-1}) = J_{x}(X_{N-1}) + \min_{\Phi_{N-1}(X_{N-1})} \left\{ J_{\text{ug}}(X_{N-1}, \Phi_{N-1}(X_{N-1})) \right\} \tag{5-17}
\]

We assume that the associations between \(X\), \(\Phi\), and \(V\), are stored during the various operations mentioned above; in Section 5-3 it is shown how this is achieved.

\(^1\)Note that this constraint is also implicitly satisfied during the calculation of \(f^{-1}_g(X_k)\), but is likely to be beneficial when added explicitly when a version of SIVIA is used that supports pre-computed constraints on its solution set.
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We now solve the backwards reachability problem again, to find the set of states, $X_{N-2}$, that can reach $X_{N-1}$ in one time step:

\[
(X_{uc}, \Phi_{uc})_{N-2} = f_g^{-1}(X_{N-1}) \\
(X, \Phi)_{N-2} = (X_{uc}, \Phi_{uc})_{N-2} \cap (X_{cs}, \Phi_{cs}) \\
X_{N-2} = \pi_x((X, \Phi)_{N-2})
\]

Figure 5-4 shows an example of $(X_{uc}, \Phi_{uc})_{N-2}$, $(X_{cs}, \Phi_{cs})$, $(X, \Phi)_{N-2}$, and $X_{N-2}$, and how they relate to each other.
Figure 5-4: Example of the various sets present in the second iteration.

Knowing the set of states, $X_{N-2}$, that can reach the set of states $X_{N-1}$ and the value function for $X_{N-1}$, $V_{N-1}(X_{N-1})$ we have all the required information needed to calculate the value function $V$ for $X_{N-2}$:

$$V_{N-2}(X_{N-2}) = J_x(X_{N-2}) + \min_{\Phi_{N-2}(X_{N-2})} \left\{ J_{ug}(X_{N-2}, \Phi_{N-2}(X_{N-2})) \right\}$$

$$\text{subject to } \forall x \in X_{N-2} : (x, \Phi_{N-2}(x)) \subseteq (X, \Phi)_{N-2}$$ \hspace{1cm} (5-21)

thus obtaining the optimal controller parameters, $\Phi_{N-2}(X_{N-2})$ (top curve in Figure 5-5b), associated with $X_{N-2}$ and their accompanying value function $V_{N-2}(X_{N-2})$ (top curve in Figure 5-5a).

The next step is to merge the current and previous set of states, value functions and controller parameters, creating the set of states $X_{N-2}$, value function $V_{N-2}(X_{N-2})$ and controller parameters $\Phi_{N-2}(X_{N-2})$ for two time steps.

We use the minima of $V_{N-2}(X_{N-2})$ and $V_{N-1}(X_{N-1})$, and their associated controller parameters, for the states that $X_{N-2}$ and $X_{N-1}$ have in common, i.e., for states that can reach $X_{target}$ ($X_N$) in either one, or two time steps, we use the control action that result in the lowest $V$ for these states.

This is illustrated in Figure 5-5; the bottom curve in Figure 5-5b represents the prior controller parameters $\Phi_{N-1}(X_{N-1})$ and the top curve represents $\Phi_{N-2}(X_{N-2})$ versus $X_{N-1}$ and $X_{N-2}$. The controller parameters in the dashed section of the curve are not used in the merged controller since their accompanying value function (the dashed curve in Figure 5-5a) does not improve upon the existing value function for these states. The (discontinuous) solid lines represent the merged value function and controller parameters.

By repeating the previous steps we obtain a new set of backwards reachable states, $X_{N-3}$, controller parameters, $\Phi_{N-3}(X_{N-3})$ and value function $V_{N-3}(X_{N-3})$, which are merged with
the previous results to obtain $X_{N-3}^*$, $\Phi_{N-3}^*(X_{N-3}^*)$, and $V_{N-3}^*(X_{N-3}^*)$:

$$X_{N-3}^* = X_{N-3} \cup X_{N-2}^*$$  \hspace{1cm} (5-22)
$$V_{N-3}^*(X_{N-3}^*) = \text{merge}_V \left(V_{N-3}(X_{N-3}), V_{N-2}^*(X_{N-2}^*)\right)$$  \hspace{1cm} (5-23)
$$\Phi_{N-3}^*(X_{N-3}^*) = \text{merge}_\Phi \left(\Phi_{N-3}(X_{N-3}), \Phi_{N-2}^*(X_{N-2}^*)\right)$$  \hspace{1cm} (5-24)

Note that in the implementation of the synthesis algorithm the $\text{merge}_V$ and $\text{merge}_\Phi$ functions are part of the function that calculates the union (see Section 5-3-8) and are not separate functions.

This process continues until the sets of controller parameters $\Phi^*$ represent the solution of (5-1), s.t. (5-2) and (5-4).

For completeness we now give the previous steps for the general case:

First we determine the joint range of the states and controller parameters that can reach the set of states of the previous time step given the dynamics of the system (5-2), while satisfying the imposed constraints (5-4):

$$(X, \Phi)_k = f^{-1}_g((X_{k+1}) \cap (X_{cs}, \Phi_{cs}))$$  \hspace{1cm} (5-25)

with $(X_{cs}, \Phi_{cs})$ determined by (5-13) or (5-15).

Knowing the joint range of the states and controller parameters we obtain the range of the states by projecting the joint range onto the state space:

$$X_k = \pi_x((X, \Phi)_k)$$  \hspace{1cm} (5-26)
For the obtained states we find the optimal value function and associated controller parameters (for the current time step):

\[ V_k(X_k) = J_k(X_k) + \min_{\Phi_k(X_k)} \left\{ J_{ug}(X_k, \Phi_k(X_k)) + V_{k+1}^*(X_{k+1}) \mid \forall x \in X_k : (x, \Phi_k(x)) \subseteq (X, \Phi) \right\} \]  

(5-27)

where (5-12), (5-13), and (5-14) are merged into (5-25).

The coverage of the state space by the controller at time step \( k \), \( X_k^* \), is determined by the union of the sequence of sets of backwards reachable states up to \( X_N^* \):

\[ X_k^* = X_k \cup X_{k+1}^* \]  

(5-28)

with \( X_N^* = X_{\text{target}} \).

The value function, \( V_k^*(X_k^*) \), associated with \( X_k^* \) is determined by merging the value function at time step \( k \) with the value functions associated with the coverage of the state space of the subsequent time steps:

\[ V_k^*(X_k^*) = \text{merge}_V \left( V_k(X_k), V_{k+1}^*(X_{k+1}^*) \right) \]  

(5-29)

with \( V_N^*(X_N^*) = \emptyset \).

The controller parameters, \( \Phi_k^*(X_k^*) \), associated with \( X_k^* \) are determined by merging the set of controller parameters at time step \( k \) with the sets of controller parameters associated with the coverage of the state space of the subsequent time steps:

\[ \Phi_k^*(X_k^*) = \text{merge}_\Phi \left( \Phi_k(X_k), \Phi_{k+1}^*(X_{k+1}^*) \right) \]  

(5-30)

Approaches for finding solutions of the *Bellman equation* like the one described above, where we start at the goal state(s), \( X_{\text{target}} \), and gradually work our way back to cover all states, are known as *backward induction* which [3] defines as:

> The process of solving multi-stage decision problems by finding the optimal choice in the final stage conditional on earlier choices, and then working back to the beginning taking one stage at a time.

### 5-3 Approximate solution using interval methods

In this section we describe how a practical, but approximate, implementation of the algorithm presented in Section 5-2 can be obtained using interval methods.

The process starts by specifying a target set. The aim of controller is to steer the state of the controlled process to this set of states. An inner approximation of the target set is represented using a regular subpaving, which in turn is represented by a binary tree.

The controller synthesis algorithm shown in Algorithm 14 has four main functions:
5-3 Approximate solution using interval methods

- setInvertCost function, located at the line marked (1a), approximates (5-25).
- projectPavingCost function, located at the line marked (2a), implements (5-26).
- optimizeLists function, located at the line marked (3a), approximates (5-27).
- setUnionCost function, located at the line marked (5a), implements (5-28), (5-29), and (5-30).

The remaining functions used in the synthesis algorithm are support functions for the aforementioned main functions.

5-3-1 Data structure

The binary tree described in Section 4-1 forms the basis of the data structure used in this section, but with a number elements added to its (leaf) nodes:

- box ∈ \( \mathbb{IR}^{m+n} \) (or \( \mathbb{IR}^{m} \), depending on the context\(^2\)), the interval vector associated with the current node.
- value ∈ \{INSIDE, OUTSIDE, UNDETERMINED, UNDETERMINED_OUTSIDE, UNDETERMINED_INSIDE, UNDETERMINED_INSIDE_OUTSIDE\}; the first three membership values are identical to those used in Section 4-1, the latter tree, together with INSIDE, are used to label intermediate nodes, depending on the value of their child nodes.
- cost ∈ \( \mathbb{IR} \), if determined, the current value\(^3\) of \([V]\) for the states associated with the node (if value = INSIDE).
- listCost ∈ \( \mathbb{IR} \), the smallest interval that encloses the cost elements of all the tuples in caList.
- caList\(^4\), a set (implemented as a list) of tuples, \((\phi, \text{cost})\), where \(\phi \in \mathbb{IR}^{n}\) is an interval vector containing controller parameters, such that \((x, \phi) \subseteq (X, \Phi)_{k}\), and \text{cost} ∈ \( \mathbb{IR} \), is an interval containing the result of the evaluation of \( [Ju]_{k}(x, \phi) + [V^*_{k+1}](\lfloor f_{g} \rfloor)(x, \phi) \) where the interval vector \(x \in \mathbb{IR}^{m}\) is the set of states associated with the current node.
- left, the left child node, containing the lower half of the bisected parent box.
- right, the right child node, containing the upper half of the bisected parent box.

An example of a binary tree consisting of a root node with two child nodes, using the elements mentioned above, is given in Figure 5-6.

\(^2\)\(\mathbb{IR}^{m+n}\) if the box represents \((X, \Phi)\), and \(\mathbb{IR}^{m}\) if the box represents only \(X\)

\(^3\)Note that \text{cost} also used to (temporarily) store intermediate cost information by the setInvertCost function.

\(^4\)The name caList was initially an abbreviation of control action list since originally the list stored control actions and their associated costs, but later on it was changed to contain controller parameters and their associated costs.
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5-3-2 Initialisation

This section describes the initialisation of the practical implementation of the controller synthesis algorithm described in the previous paragraphs.

First we specify an interval vector, $\text{box}$, that encloses the ranges of the controller parameters and states for which the controller has to be constructed. States or controller parameters outside of this interval vector are not considered during the controller synthesis.

Also an Regular Sub-Paving (RSP) of $\pi_x(\text{box})$, $\text{targetpaving}$, that approximates the target states, $X_{\text{target}}$, is constructed. This can for example be implemented by specifying an inequality function $h_{\text{target}}$ such that:

$$\forall x \in X_{\text{target}} : h_{\text{target}}(x) \leq 0$$

which can be rewritten as a set-inversion problem (in a similar way as (5-13)):

$$X_{\text{target}} = h_{\text{target}}^{-1}((-\infty, 0])$$

which can be approximated by an RSP generated using the SIVIA algorithm specified in Section 4-1.

At this point the RSP representing the target set is identical to the RSPs used in Chapter 4, i.e., a binary tree with leaf nodes labelled INSIDE, OUTSIDE, or, UNDETERMINED. In order to use the RSP in the controller synthesis algorithm we add a number of entries and labels to the nodes of the binary tree representing the RSP. The first of these new entries is the cost entry $\text{cost}$.

However it is possible to ‘virtually’ extend the range of the states for which the controller is constructed for some systems as will be shown in Sub-section 6-1.
In the RSPs representing the various sets of states, \( X_{\text{target}}, X_0, \ldots, X_k, X_0^*, \ldots, X_k^* \), the cost entry is used to store the value to \([V]\) associated with the states that correspond to the node if the node is labelled INSIDE, or NaN otherwise, where NaN is used to indicate that (currently) no value of \([V]\) exists or that value is not available for the states associated with the node.

In addition to specifying \( X_{\text{target}} \) interval extensions of \( f_g, J_k, J_{ug} \), and optionally \( h_g \) are constructed by, for example, using one of the approaches described in Section 2-2.

The RSP representing the target set is used as an input argument the controller synthesis algorithm described in Section 5-3-3.

### 5-3-3 Controller synthesis algorithm

This subsection gives an overview of the functions used in the controller synthesis algorithm shown in Algorithm 14 for each function a short overview of its purpose is given and a reference to the algorithm that implements the function.

At the beginning of the overview of each function the relevant location of the function is specified, e.g., when describing Algorithm 14 (0a) refers to the line marked (0a) in Algorithm 14.

(0a): The controller synthesis algorithm starts by setting the cost entries of the nodes labelled INSIDE of the target set \( X_{\text{target}} \) to zero, the \texttt{addZeroCost} function implements this.

(0b): In the next step of the synthesis algorithm the labels of the leaf nodes of the binary tree representing the RSP containing the target set are propagated back to the root node of the tree using the \texttt{backPropLabels} function described in Algorithm 15 for later use with the \texttt{projectPavingCost} function.

(0c),(0d): Both the set of backwards reachable states, \( X_N \), and the coverage of the controller and associated controller parameters, \( X_N^* \) and \( \Phi_N^* \) respectively, are initialised with the value of the target paving before entering the main loop of the synthesis algorithm.

(0e): For initialisation purposes the \texttt{initialize} flag is set to \texttt{TRUE} before entering the main loop; the \texttt{initialize} flag is used to distinguish the first iteration of the loop from following iterations.

(0f): At the start of the main loop of the synthesis algorithm we call the \texttt{parameterScheduler} function; this function returns, for each value \( i \) of the loop counter the \texttt{maxDepth} and \texttt{maxRefineDepth} parameters that are used in the \texttt{setInvertCost} and \texttt{optimizeLists} functions to respectively specify the recursion depth of the set inversion and the maximum number of bisections of the parameter interval vector.

(1a): Next we call the \texttt{setInvertCost} function described in Algorithm 18. This function implements an approximation of (5-25). At this point we restrict ourselves to the case when \( h_g^{-1} \in \mathbb{R}^{n+m} \), i.e., when the joint range of the states and controller parameters (see (5-13)), \((X_{cs}, \Phi_{cs})\), is an interval vector. This restriction allows us to avoid having to explicitly evaluate (5-14) by using \((X_{cs}, \Phi_{cs})\) as the root box of the RSP that holds the approximation of \((X, \Phi)_k\) in the set inversion algorithm, i.e., the set inversion algorithm does not consider values outside \((X_{cs}, \Phi_{cs})\).

Note that besides determining the approximation of \((X, \Phi)_k\) the \texttt{setInvertCost} function also uses the \texttt{cost} entry of the nodes labelled INSIDE to temporarily store the value of
$J_{ugk}(x, \phi) + [V^*_k + 1](f^k(x, \phi))$, where $x = \pi_x(\text{node.box})$ and $\phi = \pi_\phi(\text{node.box})$ and node.box is the joint range of the state and parameter vectors associated with the current node. The rationale for doing this is that evaluation of $[V^*_k + 1](f^k(x, \phi))$ is done implicitly during the membership test of $f^k(x, \phi)$ in the set inversion algorithm. Since its value is also used later on, duplicate evaluations of $J_{ugk}(x, \phi) + [V^*_k + 1](f^k(x, \phi))$ can thus be prevented by storing its value in node.cost.

The 0 in the argument of setInvertCost is used to initialize the recursion depth counter.

(1b): The addBoxValues function shown in Algorithm 22 sets the (correct) values of the box entries for the nodes in the binary tree that represents the RSP containing the approximation of $X_k$.

The 0 in the argument of addBoxValues is used to initialize the recursion depth counter.

(1c): The addListValues function shown in Algorithm 23 initialises the caList entry of the nodes labelled INSIDE with the appropriate value of the control action and its associated cost, $(\pi_\phi(\text{node.box}), \text{node.cost})$.

The 2 in the argument of addListValues is used to specify the index of node.box values associated with the controller parameter.

(1d): In preparation to the evaluation of the set projection function, projectPavingCost, the labels of the leaf nodes are propagated back to the root node using the backPropLabels function described in Algorithm 15.

(2a): By projecting the approximation of $(X, \Phi)_k$ on the state space using the projectPavingCost function defined in Algorithm 24 we obtain approximations of $X_k$ and $\Phi_k(X_k)$. The projectPavingCost function also merges the parameter lists of the leaf nodes labelled INSIDE containing all the entries associated with the states associated with the respective leaf node.

The 2 in the argument of projectPavingCost is used to specify along which axis the projection has to take place; in this case along the axis associated with the controller parameter.

(2b): After the projection we again propagate the labels of the leaf nodes of the binary tree representing the RSP representing $X_k$ back to the root node of the binary tree for later use.

(2c): Before executing the main optimisation function, optimizeLists, using the cleanupLists function described in Algorithm 17, we remove all caList entries of which the cost is strictly suboptimal, i.e., if $\text{cost}^*$ is defined as the lowest value of the upper bounds of the cost entries of the elements in caList, all entries for which the lower bound of the cost element exceeds $\text{cost}^*$ are removed from caList.

(3a): The optimizeLists function described in Algorithm 26 further bisects the states (it creates child nodes in the binary tree) and evaluates, updates, and optionally removes caList entries from the nodes associated with the bisected states using the optimizeList function described in Algorithm 28.

(3b): The decimateLists function described in Algorithm 29 removes all entries from each of the caList entries in the binary tree representing the RSP that contains the approximation

---

$^*$ is the projection operator, with the subscript specifying the subspace onto which has to be projected. Since in this case node.box is an interval vector this is equivalent to selecting the appropriate index of the node.box interval vector.
of $X_k$ except for the entry with the lowest upper bound. Note that this function can be omitted if the `decimateList` function is used in Algorithm 26, and if Algorithm 26 is used, i.e., `decimateLists` only has to be used when no explicit optimisation is used.

(3c): The `calculateCosts` function described in Algorithm 30 calculates $[V_k](X_k)$ by evaluating $[J_x](\text{node.box}) + \text{node.listCost}$ and storing the result in `node.cost` for each node of the binary tree representing the RSP that contains the approximation of $X_k$ labelled INSIDE.

(3d): The `backPropCost` function described in Algorithm 31 propagates, to the extent possible, the `node.cost` values of the nodes labelled INSIDE back the the root node for later use.

Depending on the value of the `initialize` flag we distinguish between two cases:

- If the flag is set to TRUE: (4a),(4b): the binary tree representing the RSP that contains the approximation of $X^*_k$, $[V^*_k](X^*_k)$, and $\Phi^*_k(X^*_k)$ is initialised with a copy of the binary tree representing the RSP that contains the approximation of $X_k$, $[V_k](X_k)$, and $\Phi_k(X_k)$; next the `initialize` flag is set to FALSE.

- Otherwise, if the `initialize` flag is set to FALSE: (5a),(5b),(5c),(5d),(5e): the binary tree representing the RSP that contains the approximation of $X^*_k$, $[V^*_k](X^*_k)$, and $\Phi^*_k(X^*_k)$ is initialized by merging $X^*_k+1$, $[V^*_k+1](X^*_k+1)$, and $\Phi^*_k+1(X^*_k+1)$ with the binary tree representing the RSP that contains the approximation of $X_k$, $[V_k](X_k)$, and $\Phi_k(X_k)$; moreover, the `decimateLists`, `calculateCosts`, `backPropCost`, and `backPropLabels` functions are evaluated for the resulting binary tree.

(6a),(6b): At the end the iteration the results of the current iteration are re-assigned to be the input of the next iteration.

(7): When the maximum number of iterations has been reached, the binary tree representing the controller paving is returned.

Algorithm 15 propagates the labels of the leaf nodes of the binary tree given as an argument back to the root node of the tree using the rules given in Table 5-1 by assigning to each intermediate node a value that depends on the value of its child nodes, with lValue and rValue being respectively the value of the left and right child nodes. In Table 5-1 O, U, I, UO, UI and UIO are used as shorthand for respectively the node values OUTSIDE, UNDETERMINED, INSIDE, UNDETERMINED_OUTSIDE, UNDETERMINED_INSIDE and UNDETERMINED_INSIDE_OUTSIDE. The two X’s in Table 5-1 are used to indicate a forbidden combination of values for lValue and rValue. Since the boxes associated with lValue and rValue share an edge, one of their values cannot be OUTSIDE while the other is INSIDE (and vice versa) since this would imply that their shared edge simultaneously can have the value OUTSIDE and INSIDE. An example of an RSP and its representation by a binary tree where the leaf labels are backpropagated is given in Figures 5-7 and 5-8.

The values of the intermediate nodes are used in the `setUnionCost` function (shown in Algorithm 32) to determine whether a sub-tree has to be traversed or not (see the description of Algorithm 32 for more details).

Algorithm 16 is used to create a copy of the tree specified in its argument.

Algorithm 17 describes the `cleanupLists` function. The `cleanupList` function removes all entries, from the argument list, for which the lower bound of the cost is larger than the lowest
Algorithm 14: controllerSynth(targetPaving, box, \([f_g], [J_x], [J_{ug}], \text{iterations}, \text{parameterScheduler}\))

\textbf{input}: An RSP of \(X_{\text{target}}\), targetPaving, an interval vector specifying the ranges of \(\Phi\) and \(X\), box, an interval extension of \(f_g\), \([f_g]\), an interval extension of \(J_x\), \([J_x]\), an interval extension of \(J_{ug}\), \([J_{ug}]\), the maximum number of iterations, \text{iterations}, and parameter scheduling function, \text{parameterScheduler}.

\textbf{output}: A regular subpaving of box representing \(X_0^*\) containing \(V_0^*(X_0^*)\) and \(\Phi_0^*(X_0^*)\).

\begin{algorithmic}
\State \text{addZeroCost}(\text{targetPaving})
\State \text{backPropLabels}(\text{targetPaving})
\State \text{setProjection} \leftarrow \text{copyTreeCost}(\text{targetPaving})
\State \text{controller} \leftarrow \text{copyTreeCost}(\text{targetPaving})
\State \text{initialize} \leftarrow \text{TRUE}
\For{i = 1 \text{ to } \text{iterations}}
\State \text{(maxDepth, maxRefineDepth)} \leftarrow \text{parameterScheduler}(i)
\State \text{tempSet} \leftarrow \text{setInvertCost}(\text{box}, [f_g], [J_{ug}], 0, \text{maxDepth, setProjection})
\State \text{addBoxValues}(\text{tempSet, box, 0})
\State \text{addListValues}(\text{tempSet, 2})
\State \text{backPropLabels}(\text{tempSet})
\State \text{nextSetProjection} \leftarrow \text{projectPavingCost}(\text{tempSet, 2})
\State \text{backPropLabels}(\text{nextSetProjection})
\State \text{cleanupLists}(\text{nextSetProjection})
\State \text{optimizeLists}(\text{nextSetProjection, [J_{ug}], [f_g], controller, controller, maxRefineDepth})
\State \text{decimateLists}(\text{nextSetProjection})
\State \text{calculateCosts}(\text{nextSetProjection, controller, [J_x]})
\State \text{backPropCost}(\text{nextSetProjection})
\If{initialize = TRUE}
\State \text{nextController} \leftarrow \text{copyTreeCost}(\text{nextSetProjection})
\State \text{initialize} \leftarrow \text{FALSE}
\Else
\State \text{nextController} \leftarrow \text{setUnionCost}(\text{controller, nextSetProjection})
\State \text{decimateLists}(\text{nextController})
\State \text{calculateCosts}(\text{nextSetProjection, controller, [J_x]})
\State \text{backPropCost}(\text{nextController})
\State \text{backPropLabels}(\text{nextController})
\EndIf
\State \text{setProjection} \leftarrow \text{nextSetProjection}
\State \text{controller} \leftarrow \text{nextController}
\EndFor
\State \text{return controller}
\end{algorithmic}
Table 5-1: Backpropagation rules for node labels.

<table>
<thead>
<tr>
<th>lValue</th>
<th>O</th>
<th>U</th>
<th>I</th>
<th>UO</th>
<th>UI</th>
<th>UIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>O</td>
<td>UO</td>
<td>X</td>
<td>UO</td>
<td>UO</td>
<td>UIO</td>
</tr>
<tr>
<td>U</td>
<td>UO</td>
<td>U</td>
<td>UI</td>
<td>UO</td>
<td>UI</td>
<td>UIO</td>
</tr>
<tr>
<td>I</td>
<td>X</td>
<td>UI</td>
<td>I</td>
<td>UI</td>
<td>UI</td>
<td>UIO</td>
</tr>
<tr>
<td>UO</td>
<td>UO</td>
<td>UO</td>
<td>UIO</td>
<td>UO</td>
<td>UO</td>
<td>UIO</td>
</tr>
<tr>
<td>UI</td>
<td>UIO</td>
<td>UIO</td>
<td>UI</td>
<td>UIO</td>
<td>UI</td>
<td>UIO</td>
</tr>
<tr>
<td>UIO</td>
<td>UIO</td>
<td>UIO</td>
<td>UIO</td>
<td>UIO</td>
<td>UIO</td>
<td>UIO</td>
</tr>
</tbody>
</table>

Algorithm 15: The backPropLabels(node) algorithm.

**input**: The root node, node, of a binary tree representing a regular subpaving.

**output**: The binary tree with the value elements of each node set to the appropriate values.

**begin**

if isLeaf(node) = TRUE then
    return node.value

lValue ← backPropLabels(node.left)
rValue ← backPropLabels(node.right)

if lValue = rValue then
    node.value ← lValue
    return node.value

node.value ← UNDETERMINED_INSIDE_OUTSIDE

if lValue = UNDETERMINED_INSIDE_OUTSIDE or
   rValue = UNDETERMINED_INSIDE_OUTSIDE then
    return node.value

if lValue = UNDETERMINED then
    if rValue = INSIDE or rValue = UNDETERMINED_INSIDE then
        node.value ← UNDETERMINED_INSIDE
    else if rValue = OUTSIDE or rValue = UNDETERMINED_OUTSIDE then
        node.value ← UNDETERMINED_OUTSIDE

else if rValue = UNDETERMINED then
    if lValue = INSIDE or lValue = UNDETERMINED_INSIDE then
        node.value ← UNDETERMINED_INSIDE
    else if lValue = OUTSIDE or lValue = UNDETERMINED_OUTSIDE then
        node.value ← UNDETERMINED_OUTSIDE

else if (lValue = OUTSIDE and rValue = OUTSIDE_UNDETERMINED) or
   (lValue = OUTSIDE_UNDETERMINED and rValue = OUTSIDE) then
    node.value ← UNDETERMINED_OUTSIDE
else if (lValue = INSIDE and rValue = INSIDE_UNDETERMINED) or
   (lValue = INSIDE_UNDETERMINED and rValue = INSIDE) then
    node.value ← UNDETERMINED_OUTSIDE

return node.value
Algorithm 16: The `copyTreeCost(nodeIn)` algorithm.

**input**: The root node, `nodeIn`, of a regular subpaving.

**output**: The root node of a copy of the argument tree.

**begin**

```plaintext
nodeOut ← copyNodeData(nodeIn)

if `isLeaf(node) = FALSE` then
    nodeOut.left ← copyTreeCost(nodeIn.left)
    nodeOut.right ← copyTreeCost(nodeIn.right)

return nodeOut
```

upper bound of any of the entries in the list. The `getListCostBounds` function returns an interval consisting of the lowest lower bound and the highest upper bound of all the cost elements of the entries in the list given as argument of the function. The `listSize` function returns the number of entries in the list given as an argument.
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Algorithm 17: The cleanupLists(node) algorithm.

**input**: The root node, node, of a binary tree representing a regular subpaving.

**output**: The binary tree where the suboptimal entries of the calist elements have been removed.

**begin**
   if isLeaf(node) = TRUE then
      if node.value = INSIDE then
         if listSize(node.caList) > 0 then
            cleanupList(node.caList)
            node.listCost ← getListCostBounds(node.caList)
         else
            cleanupLists(node.left)
            cleanupLists(node.right)
   else
      cleanupLists(node.left)
      cleanupLists(node.right)

5-3-4 Set inversion

The set inversion algorithm described in Algorithm 18 is an extended version of Algorithm 6. The main difference is that during the membership test by pavingMembershipAndCost not only the membership of \(X_{\text{next}}\) with respect to \(\Phi\) is returned but also the the value of \([V_{k+1}](X_{\text{next}})\). At this point the value of \([V_{k+1}](X_{\text{next}})\) is not used, but it can be used during the minimization step. The value of \([V_{k+1}](X_{\text{next}})\) is stored\(^7\) in the cost element of the current node for later use.

In Algorithm 19 the pseudo-code of a set inversion algorithm that directly calculates the result of (5-25) is given. It is largely similar to (18) but also takes as an argument a paving of\(^8\) (as determined by (5-13)). The advantage of using this approach is that only boxes inside \((X_{cs}, \Phi_{cs})\) are evaluated during the set inversion, eliminating the evaluation of boxes that are discarded anyway.

5-3-5 Membership test and value function

Algorithm 20 implements both the value function \([V]: (x, \Psi) \rightarrow [V](x, \Psi)\) with \(x \in \mathbb{IR}^n\), \(X \in \mathbb{IR}^n\), \(x \subseteq X\), and \(\Psi \in \mathbb{RSP}(X)\), and a membership test of \(x\) on the set represented by \(\Psi\). Algorithm 20 returns the membership of \(x\) with respect to the set represented by \(\Psi\) and an interval that contains the highest upper bound and lowest lower bound of the cost of all boxes in \(\Psi\) labelled INSIDE that intersect with \(X\), when the membership value equals INSIDE, i.e., all intersecting boxes are labelled INSIDE. The value NaN is used as a dummy value in case the result is UNDETERMINED or OUTSIDE.

Algorithm 20 shows a possible implementation of \([V]\); It is implemented by extending Algorithm 9 with code that keeps track of the upper and lower bonds of the intersecting boxes.

\(^7\)The cost element of the node is used as temporary storage for this purpose; later on it is used to store the value of \([V]\) associated with the given node.

\(^8\)For brevity the pseudo-code uses \(\Xi\) to denote \((X_{cs}, \Phi_{cs})\).
Algorithm 18: The setInvertCost(box, \([f_g], [J_{ug}], \Psi, \text{currDepth}, \text{maxDepth})\) function.

**input**: An interval vector, box containing the joint range of the state and controller parameters to be investigated, an interval extension of the dynamics, \([f_g]\), an interval extension of the control action cost function, \([J_{ug}]\), the maximum recursion depth, \(\text{maxDepth}\), the current recursion depth, \(\text{currDepth}\), and a paving of the target set, \(\Psi\).

**output**: A regular paving containing the approximation of \(f^{-1}_g(\Psi)\).

```
begin
    node ←− newNode()
    X ←− \(\pi_x(\text{box})\)
    \(\Phi ←− \pi_\Phi(\text{box})\)
    \(X_{next} ←\ [f_g](X, \Phi)\)
    (node.value, node.cost) ←− pavingMembershipAndCost(\(\Psi, X_{next}, 0\))
    if node.value = INSIDE then
        node.cost ←− node.cost + \([J_{ug}](X, \Phi)\)
    return node
    else if node.value = OUTSIDE then
        return node
    else
        if currDepth = maxDepth then
            node.value ←− UNDETERMINED
            return node
        else
            index ←− (currDepth mod \((m + n)\)) + 1
            (box_L, box_R) ←− bisect(box, index)
            node.left ←− setInvertCost(box_L, \([f_g], [J_{ug}], \Psi, \text{currDepth} + 1, \text{maxDepth}\))
            node.right ←− setInvertCost(box_R, \([f_g], [J_{ug}], \Psi, \text{currDepth} + 1, \text{maxDepth}\))
            return reunite2(node)
```

Where \(\sqcup\) is the *interval hull* operator (as defined in (2-34)). The reunite2 algorithm shown in Algorithm 21 is based on Algorithm 5, but differs in that it does not merge nodes labelled INSIDE since doing so would lead to a loss of information\(^9\).

5-3-6 Set projection

The set projection algorithm described in this section consists of two parts, the first part, shown in Algorithm 24 is a wrapper function for the second part, shown in Algorithm 25, which is the recursive section of the algorithm.

The wrapper function calls the recursive section and adjusts the values of the box entries, using the `addBoxValues` function, to reflect that the binary tree now represents a projection of the original tree. The `removeAxis` function is used to create the new value of the root box.

\(^9\)Since the remaining node data of the sibling nodes are likely to have different values.
Algorithm 19: The setInvertCostConstraint(box, $[f_g]$, $[J_{ug}]$, $\Psi$, $\Xi$, $\text{currDepth}$, $\text{maxDepth}$) function.

**input**: An interval vector, box containing the joint range of the state and controller parameters to be investigated, an interval extension of the dynamics, $[f_g]$, an interval extension of the control action cost function, $[J_{ug}]$, the maximum recursion depth, $\text{maxDepth}$, the current recursion depth, $\text{currDepth}$, a paving of the target set, $\Psi$ and a paving of the constraint set $\Xi$.

**output**: A regular paving containing the approximation of $f_g^{-1}(\Psi) \cap \Xi$.

begin
  node ← newnode()
  if $\Xi$.value = UNDETERMINED_OUTSIDE then
    newNode.value ← UNDETERMINED
    newNode.cost ← NaN
    return newNode
  if $\Xi$.value = UNDETERMINED then
    newNode.value ← UNDETERMINED
    newNode.cost ← NaN
    return newNode
  if $\Xi$.value = OUTSIDE then
    newNode.value ← OUTSIDE
    newNode.cost ← NaN
    return newNode
  $X$ ← $\pi_X$(box)
  $\Phi$ ← $\pi_\Phi$(box)
  $X_{next}$ ← $[f_g](X, \Phi)$
  (node.value, node.cost) ← pavingMembershipAndCost($\Psi$, $X_{next}$, 0)
  if node.value = INSIDE then
    node.cost ← node.cost + $[J_{ug}](X, \Phi)$
    return node
  else if node.value = OUTSIDE then
    return node
  else
    if currDepth = maxDepth then
      node.value ← UNDETERMINED
      return node
    else
      index ← (currDepth mod (m + n)) + 1
      (box_L, box_R) ← bisect(box, index)
      ($\Xi_L$, $\Xi_R$) ← returnChildNodes($\Xi$)
      node.left ← setInvertCostConstraint(box_L, $[f_g]$, $[J_{ug}]$, $\Psi$, $\Xi_L$, currDepth + 1, maxDepth)
      node.right ← setInvertCostConstraint(box_R, $[f_g]$, $[J_{ug}]$, $\Psi$, $\Xi_R$, currDepth + 1, maxDepth)
      return reunite2(node)
Algorithm 20: The pavingMembershipAndCost(node, X, depth) function.

**input** : The root node of a regular subpaving, node, a box, $X \in \mathbb{R}^n$, and the current recursion depth, depth.

**output** : The membership of $X$ with respect to the set approximated by the paving with root node node, and the lowest lower bound and the highest upper bound, of all nodes labelled INSIDE intersecting with $X$.

**begin**

if isLeaf(node) = TRUE then
  if node.value = INSIDE then
    return (INSIDE, node.cost)
  else
    return (node.value, NaN)

index ← $(\text{depth mod } n) + 1$

midpoint ← node.left.box.index

if $X_{\text{index}} \leq$ midpoint then
  return pavingMembershipAndCost(node.left, X, depth + 1)

if $X_{\text{index}} \geq$ midpoint then
  return pavingMembershipAndCost(node.right, X, depth + 1)

(leftValue, lCost) ← pavingMembershipAndCost(node.left, X, depth + 1)

if leftValue = UNDETERMINED then
  return (UNDETERMINED, NaN)

(rightValue, rCost) ← pavingMembershipAndCost(node.right, X, depth + 1)

if rightValue = UNDETERMINED then
  return (UNDETERMINED, NaN)

if leftValue = INSIDE and rightValue = INSIDE then
  return (INSIDE, lCost \uplus rCost)

if leftValue = OUTSIDE and rightValue = OUTSIDE then
  return (OUTSIDE, NaN)

**end**

of the output paving by removing the axis specified by axis from the root box of the input paving.

The recursive section of the projection algorithm is basically Algorithm 13 with a few additions for handling the additional node entries.

5-3-7 Optimisation

The practical implementation of the minimization step of the controller synthesis algorithm (5-27), is located on the lines marked (3a) to (3d) of Algorithm 14. The minimization step consists of two main parts: the optimizeLists and the optimizeList, with the latter function being called by the prior.
Approximate solution using interval methods

**Algorithm 21**: The `reunite2(node)` function.

**input**: A binary tree node, `node`, representing a regular subpaving.

**output**: A binary tree node, representing a *semi-minimal* regular subpaving.

**begin**

```plaintext
if isLeaf(node) == FALSE then
    if isLeaf(node.left) and isLeaf(node.right) and
        node.left.value == node.right.value then
        if node.left.value != INSIDE then
            node.value ← node.left.value
            freenode(node.left)
            node.left ← ∅
            freenode(node.right)
            node.right ← ∅
    return node
```

**Algorithm 22**: The `addBoxValues(node, box, depth)` algorithm.

**input**: A node, `node`, of a binary tree that represents a regular subpaving, the value of the box associated with the root node of the tree, `box ∈ IR^n`, and the current recursion depth, `depth`.

**output**: The tree with `box` elements of the nodes set to the appropriate values.

**begin**

```plaintext
node.box ← box
if isLeaf(node) = FALSE then
    index ← (depth mod n) + 1
    (lBox, rBox) ← bisect(box, index)
    addBoxValues(node.left, lBox, depth + 1)
    addBoxValues(node.right, rBox, depth + 1)
```

**Algorithm 23**: The `addListValues(node, index)` algorithm.

**input**: A node, `node`, of a binary tree that represents a regular subpaving, the index, `index`, of the (root) box associated with the controller parameter(s).

**output**: The binary tree with the `caList` and `listCost` values of its nodes set to their appropriate values.

**begin**

```plaintext
if isLeaf(node) = TRUE then
    if node.value = INSIDE then
        node.caList ← \{ (π_x(node.box), node.cost) \}
        node.listCost ← node.cost
    else
        addListValues(node.left, index)
        addListValues(node.right, index)
```
Algorithm 24: The $\text{projectPavingCost}(\Psi, \text{axis})$ algorithm.

**input**: A regular subpaving, $\Psi \in \mathcal{RSP}(X)$, with $X \in \mathbb{R}^n$, and the axis, $\text{axis} \in \{1 \cdots n\}$, along which the projection has to take place.

**output**: Same as Algorithm 25, but with the box values of each node set to the appropriate value.

begin
   pavingOut ← $\text{projectPavingCostRec}(\Psi, \text{axis}, n)$
   boxOut ← $\text{removeAxis}(\Psi.\text{box}, \text{axis})$
   $\text{addBoxValues}(\text{pavingOut}, \text{boxOut})$
   return pavingOut

Algorithm 25: Recursive part of the $\text{projectPavingCost}$ algorithm; $\text{projectPavingCostRec}(\Psi, \text{axis}, \text{boxDim})$.

**input**: The root node of a binary tree representing a regular subpaving, $\Psi \in \mathcal{RSP}(X)$, with $X \in \mathbb{R}^n$, the axis, $\text{axis} \in \{1 \cdots n\}$, along which the projection has to take place, and the dimension of $X$, $\text{boxDim}$.

**output**: The root node of a binary tree representing a regular subpaving, $\Psi' \in \mathcal{RSP}(X')$, with $X' \in \mathbb{R}^{n-1}$ representing the projection of the regular subpaving $\Psi$ along the specified axis, with the $\text{caList}$ elements containing the merged entries.

begin
   if $\text{isLeaf}(\text{nodeIn}) = \text{TRUE}$ then
      node ← newNode()
      node.value ← nodeIn.value
      node.cost ← nodeIn.cost
      if nodeIn.value = INSIDE then
         node.caList ← copyCaList(nodeIn.caList)
      return node
   index ← (currDepth mod boxDim) + 1
   if $\text{axis} = \text{index}$ then
      node ← $\text{setUnionCost}(\text{nodeIn}.\text{left}, \text{nodeIn}.\text{right})$
      return $\text{projectPavingRec}(\text{node}, \text{axis}, \text{currDepth} + 1, \text{boxDim})$
   else
      node ← newNode()
      node.left ← $\text{projectPavingRec}(\text{nodeIn}.\text{left}, \text{axis}, \text{currDepth} + 1, \text{boxDim})$
      node.right ← $\text{projectPavingRec}(\text{nodeIn}.\text{right}, \text{axis}, \text{currDepth} + 1, \text{boxDim})$
      return $\text{reunite2}(\text{node})$

The $\text{optimizeLists}$ function described in Algorithm 26 traverses the binary tree representing the RSP that approximates the current set of backwards reachable states. For leaf nodes labelled INSIDE $\text{optimizeLists}$ evaluates the $\text{optimizeList}$ and $\text{cleanupList}$ functions\(^{10}\) for the $\text{caList}$ element of each leaf node. If the maximum recursion depth, $\text{maxDepth}$, has

\(^{10}\)The $\text{cleanupList}$ function is also used in Algorithm 17.
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not been reached, the state associated with the current node, box, is bisected to obtain lBox and rBox. Next two child nodes are created for the current node with the values of their box elements set to lBox and rBox. The caList element of the left child node is initialised with a copy of the caList of its parent node, the caList element of the right child node is initialized by reassigning the caList of its parent node to it\textsuperscript{11}. After bisection the node is again evaluated by the optimizeLists function. When the maximum recursion depth is reached the decimateList function is called, this removes all entries from the list of control actions, except the one with the lowest upper bound of its cost entry.

Algorithm 26: The optimizeLists(node, $[J_{ug}], [f_g]$, targetPaving, controllerNode, maxDepth, depth) algorithm.

**input**: The root node, node, of the RSP representing the current backwards reachable set of states, an interval extension of $J_{ug}$, $[J_{ug}]$, an interval extension of $f_g$, $[f_g]$, the RSP containing $X_{k+1}$, targetPaving, the node of the binary representing the RSP of $X_{k+1}$ that corresponds to the current node, controllerNode, the maximum recursion depth, maxDepth, and the current recursion depth, depth.

**output**: The argument RSP containing the (potentially) optimal values of $\Phi_k(X_k)$ and their associated costs.

```
begin
    if isLeaf(node) = TRUE then
        if listSize(node.caList) > 0 then
            optimizeLists(node.caList, node.box, $[J_{ug}], [f_g]$, targetPaving, controllerNode)
            cleanupList(node.caList)
        if depth < maxDepth then
            node.left ← newnode()
            node.right ← newnode()
            index ← (depth mod m) + 1
            (lBox, rBox) ← bisect(node.box)
            node.left.box ← lBox
            node.right.box ← rBox
            node.left.caList ← copyCaList(node.caList)
            node.right.caList ← node.caList
            node.caList ← ∅
            optimizeLists(node, $[J_{ug}], [f_g]$, targetPaving, cPavingRight, maxDepth, depth)
        else
            decimateList(node.caList)
    else
        (controllerNodeLeft, controllerNodeRight) ← returnChildNodes(controllerNode)
        optimizeLists(node.left, $[J_{ug}], [f_g]$, targetPaving, controllerNodeLeft, maxDepth, depth + 1)
        optimizeLists(node.right, $[J_{ug}], [f_g]$, targetPaving, controllerNodeRight, maxDepth, depth + 1)
end
```

\textsuperscript{11} In the ‘real’ implementation caList is a pointer to a double linked list. The initialization simply consists of setting the pointer caList pointer of the right child node to the value of the caList pointer of its parent node and setting the parent node pointer to NULL.
Algorithm 27 is used to ‘virtually’ extend the recursion depth of binary trees representing regular subpavings. This approach is possible due to the fact that the properties of a box in a paving extend to its sub boxes, so for example the cost (interval) associated with a box is also valid for each of its sub boxes.

**Algorithm 27**: The returnChildNodes(node) algorithm.

*input*: A node, node, of a binary tree.

*output*: The left and right child nodes of node or node itself if is a leaf node.

begin
  if isLeaf(node) = FALSE then
    return (node.left, node.right)
  else
    return (node, node)
The `optimizeList` function described in Algorithm 28 is called by the `optimizeLists` function. It is functionally equivalent to a single iteration of the Moore-Skelboe algorithm described in Section 3-1.

**Algorithm 28:** The `optimizeList(list, box, [J], [fg], targetPaving, controllerNode)` algorithm.

**input:** A list of (controller parameter, cost) tuples `list`, the current state interval vector `box`, an interval extension of `J`, `J`, an interval extension of `fg`, `fg`. The RSP containing `X_{k+1}^∗`, `targetPaving`, the node of the binary tree representing the RSP of `X_{k+1}^∗` that corresponds to the current node, `controllerNode`.

**output:** The list, `list`, with its original parameters bisected and re-evaluated with sub-optimal parameters that are encountered removed.

```plaintext
begin
originalElementsInList ← listSize(list)
if originalElementsInList = 0 then
    return
if controllerNode = ∅ then
    listCostStar ← +∞
else if controllerNode.value ≠ INSIDE then
    listCostStar ← +∞
else if isLeaf(controllerNode) = TRUE then
    if listSize(controllerNode.caList) > 0 then
        listCostStar ← controllerNode.caList.first.data.cost
    else
        listCostStar ← +∞
else
    listCostStar ← controllerNode.cost
while originalElementsInList > 0 do
    (φ, caCost) ← takeTop(list)
    originalElementsInList ← originalElementsInList − 1
    if caCost > listCostStar then
        continue
    (φ_L, φ_R) ← bisect(φ,)
    controlActionCost ← [J][box, φ_L]
    if controlActionCost < listCostStar then
        nextState ← [fg](box, φ_L)
        (membershipValue, VNextState) ← pavingMembershipAndCost(targetPaving, nextState)
        listCost ← controlActionCost + VNextState
        if listCost < listCostStar then
            listCostStar ← listCost
        if listCost ≤ listCostStar then
            addBottom((φ_L, listCost), list)
    controlActionCost ← [J][box, φ_R]
    if controlActionCost < listCostStar then
        nextState ← [fg](box, φ_R)
        (membershipValue, VNextState) ← pavingMembershipAndCost(targetPaving, nextState)
        listCost ← controlActionCost + VNextState
        if listCost < listCostStar then
            listCostStar ← listCost
        if listCost ≤ listCostStar then
            addBottom((φ_R, listCost), list)
end
```

---
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The `decimateLists` algorithm shown in Algorithm 29 removes all $(\phi, \text{cost})$ entries from the `caList` entries of the leaf nodes labelled `INSIDE` except, the entry with the lowest value of `cost`. The `decimateList` function also returns the value of the `cost` of the remaining entry. The `listCost` entry of the aforementioned leaf node is also set to `cost`.

**Algorithm 29:** The `decimateLists(node)` algorithm.

**input:** The root node, `node`, of a binary tree representing a regular subpaving.

**output:** The argument tree with the `caList` elements of each leaf node labelled `INSIDE` reduced to a single entry for each node and the `listCost` elements of the nodes set to the upper bound of the `cost` element of the said entry.

begin

if `isLeaf(node) = TRUE` then

if `node.value = INSIDE` then

if `listSize(node.caList) > 1` then

node.listCost ← `decimateList(node.caList)`

else

decimateLists(node.left)

decimateLists(node.right)

else

end

end

The `calculateCosts` function shown in Algorithm 30 initializes the `cost` elements of the leaf nodes using the value of its `listCost` and by evaluating $[J_x]$ for the state, `box`, associated with the current node.

**Algorithm 30:** The `calculateCosts(node, costPaving, [J_x])` algorithm.

**input:** The root node, `node`, of a binary tree that represents a regular subpaving, the root node of the existing controller paving, `costPaving`, and the interval extension of the state cost function, $[J_x]$.

**output:** The argument tree with the `cost` elements of each leaf node labelled `INSIDE` set to its appropriate value.

begin

if `isLeaf(node) = TRUE` then

if `node.listCost = NaN` then

node.listCost ← `costPaving.listCost`

if `node.value = INSIDE` then

node.cost ← node.listCost + $[J_x]$(node.box)

else

node.cost ← `NaN`

else

($costPavingLeft\cdot costPavingRight) ← `returnChildNodes(costPaving)`

`calculateCosts(node.left, costPavingLeft, [J_x])`

`calculateCosts(node.right, costPavingRight, [J_x])`

end
The backPropCost function shown in Algorithm 31 propagates the cost of the leaf nodes labelled INSIDE back to the root node. It does this by setting the cost of the intermediate nodes to the interval hull of the costs of its child nodes using the the interval hull operator, ⊔, (see (2-34)) if both child nodes are labelled INSIDE and to NaN if this is not the case. The back-propagated values are used by Algorithm 32 to determine whether it is possible to discard one of the sub-trees based on the value of the cost cost entry of its root node.

An example of a binary tree with the value of the cost element\(^\text{12}\) of each node displayed, is shown in Figure 5-9.

**Algorithm 31:** The backPropCost(node) algorithm.

input: The root node, node, of a regular subpaving.

output: The binary tree with the cost values of its leaf nodes back-propagated to its root node.

begin
   if isLeaf(node) = TRUE then
      if node.value = INSIDE then
         return node.cost
      else
         return NaN
   lCost ← backPropCost(node.left)
   rCost ← backPropCost(node.reft)
   if node.left.value = INSIDE and node.right.value = INSIDE then
      node.value ← INSIDE
      node.cost ← lCost ⊔ rCost
   else
      node.cost ← NaN
   return node.cost

12Note that these are the node.cost elements, not the cost elements of the caList entries!
5-3-8 Set union

The setUnionCost algorithm shown in Algorithm 32 simultaneously implements the union operator, $\cup$, of (5-28), and the merge function of (5-29) and (5-30). Algorithm 32 is based on Algorithm 11 with additions for handling the additional information present in the nodes of the tree representing the regular subpaving.

Algorithm 32 consists of four parts:

- In the first part (the conditions on the lines marked (1a) to (3b) and their associated responses) it is checked whether it is possible to reject a (sub)tree based on the values of the value and cost entries of their root nodes. If the root node of one tree is labelled INSIDE and the root node of the other tree is labelled either OUTSIDE or UNDETERMINED_OUTSIDE, we can return a copy of the tree with the root node labelled INSIDE regardless of the contents of the other tree. Also if the value of the cost entry of the root node of one of the sub-trees has an upper bound that is strictly smaller than the lower bound of the other sub-tree, a copy of the tree can be returned. This is checked by the conditions on the lines marked (3a) and (3b).

- The second part (the conditions on the line marked (4) and its associated response) traverses the left and right sub-trees of both trees.

- The third part (the conditions on the lines marked (5) to (9) and their associated responses) handle the case when both nodes are leaf nodes. This part is a worked out version of the $\cup$ operator from Algorithm 11 with additional functionality for handling the additional node data. The most noticeable additions are the mergeCaLists and cleanupList functions that are used in the part that handles the case (on the line marked (6)) when both value entries are set to INSIDE. The mergeCaLists function creates a list containing copies of the entries of both its argument lists. For more information with regards to the cleanupList function the reader is referred to the discussion of Algorithm 17.

- The fourth part (the conditions on the lines marked (10) to (15) and their associated responses) handles the remaining cases (one of the nodes is a leaf node and one is an intermediate node). If the leaf node is labelled OUTSIDE, a copy of non-leaf node (and associated sub-tree) is returned; otherwise the same procedure is called for as when both nodes are intermediate nodes except that the new one of the nodes is ‘virtually’ traversed (as done in Algorithm 26 using Algorithm 27).

When the result has not yet been returned, then, on the line marked (16), the (potentially merged) result is returned.

P. Kootstra Master of Science Thesis
Algorithm 32: The setUnionCost(PavingIn1, PavingIn2) function.

**input** : Two pavings PavingIn1 and PavingIn2 for which the union has to be determined.

**output** : A regular subpaving containing the union of PavingIn1 and PavingIn2.

begin

(1a) if PavingIn1.value = INSIDE and (PavingIn2.value = OUTSIDE or PavingIn2.value = UNDETERMINED_OUTSIDE) then
    return copyTreeCost(PavingIn1)

(1b) if PavingIn2.value = INSIDE and (PavingIn1.value = OUTSIDE or PavingIn1.value = UNDETERMINED_OUTSIDE) then
    return copyTreeCost(PavingIn2)

(2) if PavingIn1.value = INSIDE and PavingIn2.value = INSIDE and PavingIn1.cost ≠ NaN and PavingIn2.cost ≠ NaN then

(3a) if PavingIn1.cost < PavingIn2.cost then
    return copyTreeCost(PavingIn1)

(3b) else if PavingIn1.cost > PavingIn2.cost then
    return copyTreeCost(PavingIn2)

(4) if isLeaf(PavingIn1) = FALSE and isLeaf(PavingIn2) = FALSE then
    PavingOut ← newNode()
    PavingOut.left ← setUnionCost(PavingIn1.left, PavingIn2.left)
    PavingOut.right ← setUnionCost(PavingIn1.right, PavingIn2.right)

(5) else if isLeaf(PavingIn1) = TRUE and isLeaf(PavingIn2) = TRUE then

(6) if PavingIn1.value = INSIDE and PavingIn2.value = INSIDE then
    PavingOut ← newNode()
    PavingOut.value ← INSIDE
    PavingOut.caList ← mergeCaLists(PavingIn1.caList, PavingIn2.caList)
    cleanupList(PavingOut.caList)
    return PavingOut

(7a) else if PavingIn1.value = INSIDE then
    return copyNodeData(PavingIn1)

(7b) else if PavingIn2.value = INSIDE then
    return copyNodeData(PavingIn2)

(8) else if PavingIn1.value = OUTSIDE and PavingIn2.value = OUTSIDE then
    PavingOut ← newNode()
    PavingOut.value ← OUTSIDE
    return PavingOut

(9) else
    PavingOut ← newNode()
    PavingOut.value ← UNDETERMINED
    return PavingOut

(10) else if isLeaf(PavingIn1) = TRUE then

(11) if PavingIn1.value = OUTSIDE then
    return copyTreeCost(PavingIn2)

(12) else
    PavingOut ← newNode()
    PavingOut.left ← setUnionCost(PavingIn1.PavingIn2.left)
    PavingOut.right ← setUnionCost(PavingIn1.PavingIn2.right)

(13) else

(14) if PavingIn2.value = OUTSIDE then
    return copyTreeCost(PavingIn1)

(15) else
    PavingOut ← newNode()
    PavingOut.left ← setUnionCost(PavingIn1.left, PavingIn2)
    PavingOut.right ← setUnionCost(PavingIn1.right, PavingIn2)

(16) return reunite2(PavingOut)

An illustration of the use of the cost entries is given in Figures 5-10 and 5-11. Figure 5-10a
shows a representation of the values of the cost entries of the nodes of binary trees representing two regular subpavings, with paving $A$ marked red and paving $B$ marked grey. Figure 5-10b shows the result of the merger of $A$ and $B$.

The sections of the pavings marked with red dotted lines in Figures 5-10 and 5-11 correspond with the sub-pavings that can be rejected based on the value of the cost entry of their root nodes. The sections marked with green dotted lines correspond with the sub-pavings that can be accepted based on the value of the cost entry of their root nodes. These cases correspond with the lines marked (3a) and (3b) in Algorithm 32. The sections marked with blue dotted lines correspond to leaf nodes for which the values of the cost entries are ambiguous, i.e., neither value is strictly smaller or larger than the other.

The ambiguity can, for example, be resolved by only retaining the control action associated with the cost entry with the lowest upper bound, by applying\(^\text{13}\) the decimateLists function (Algorithm 29) to the paving resulting from the merger of $A$ and $B$.

Figure 5-11 shows the binary trees representing the regular subpavings of $A$, $B$, and $A \cup B$, and the values of the cost nodes. The sub-trees in Figure 5-11 marked red could, based on the value of the cost element of their root node be rejected since the corresponding root node of the other tree had a cost element that had a strictly lower value.

\(^{13}\)It is assumed that the width of the value of the cost entries is sufficiently small to ensure that no controller parameters are discarded that, potentially, are significantly better than the one that will remain.
Figure 5-11: The binary trees representing the pavings shown in Figure 5-10.
5-4 Summary

In this chapter it has been shown how an algorithm can be constructed that, given a difference equation, a parametrised controller, an inequality constraint on the states and controller parameters, and a cost function, generates a partitioning of the state space, with for each section of the partitioning, a controller parameter such that a specified cost function is minimised.

First an idealised version of the algorithm is presented, using a number of idealised operations (like inversions, unions, intersections, and orthogonal projections of sets), and the minimisation of objective functions for sets of states. These operations are combined to create an algorithm that, for each state, can determine the controller parameters that minimises the specified cost function. The algorithm accomplishes this by solving the Bellman equation using backward induction.

Next a practical implementation of the idealised algorithm is presented. The practical implementation uses the algorithms and data structures introduced in Chapters 3 and 4 as the basis of practical implementations of the idealised operations presented in the previous section. Since these practical implementations are all based on interval methods, it is necessary that interval extensions (see Section 2-2) of the difference equation, cost function, parametrised controller and inequality can be constructed. As shown in Chapter 2 a sufficient condition for being able to construct an interval extension of a function is that the function can be evaluated using a finite number of evaluations of elementary real-valued operations (see Section 2-1), i.e., is a closed-form expression [5].

The implication of this requirement is that the presented controller synthesis method can be applied for problems for which the difference equation, cost function, parametrised controller and inequality can be evaluated using a closed-form expression.

14This holds at least in theory. However, in Chapter 6 it will be shown that there are also a number of practical limitations that limit the use of the presented controller synthesis method.
In this chapter the synthesis method described in Chapter 5 will be used to create controllers for two benchmark problems.

The aims of this chapter are to show that the synthesis method presented in this thesis can generate viable controllers for non-trivial control problems and how the implementation of the synthesis algorithm presented in Section 5-3 can be extended in order to handle a wider range of control problems than for which it was originally constructed.

Both benchmark problems are considered non-trivial in the sense that conventional approaches, such as creating linear regulators for the linearised plants, cannot be used.

Also an example is given of how a custom interval extension can be constructed that outperforms (less function evaluations and tighter solution bounds) the natural interval extensions (see Section 2-2-1) of the same function.

The first problem we consider is the generation of a controller for the pendulum swing-up and stabilisation benchmark problem, where the aim of the controller is to steer the angle of a pendulum to an upwards position and to keep it there, while the force of the motor that drives the pendulum is not sufficient to steer the pendulum directly to the desired position, thus requiring that the pendulum is swung back and forth until the momentum required to reach the desired position is obtained.

The second problem considered is the car on a hill benchmark problem, where a (frictionless) car has to be steered as fast as possible to a predefined target position and velocity by applying a horizontal force (that has an insufficient magnitude to steer the car directly to the desired position and velocity) while the car is positioned on a hill with a specified height profile.
The first benchmark problem for which a controller is generated is the pendulum swing-up and stabilisation problem. The control goal for this problem is to steer a rotational pendulum from any given angle $\theta$ and for rotational velocities $\dot{\theta}$ within a certain range, to a standstill in an upright position and to remain around this position by applying a torque to the rotational axis of the pendulum while satisfying constraints on the magnitude of the control action and rotational velocities while minimizing specified cost functions.

### 6-1 Pendulum swing-up and stabilisation benchmark problem

The first benchmark problem for which a controller is generated is the pendulum swing-up and stabilisation problem. The control goal for this problem is to steer a rotational pendulum from any given angle $\theta$ and for rotational velocities $\dot{\theta}$ within a certain range, to a standstill in an upright position and to remain around this position by applying a torque to the rotational axis of the pendulum while satisfying constraints on the magnitude of the control action and rotational velocities while minimizing specified cost functions.

#### 6-1-1 Modelling

The continuous-time (lumped) pendulum model and the values of its parameters are taken from [50]:

$$\ddot{\theta}(t) = \frac{1}{J} \left\{ K_m u(t) - mgL \sin(\theta(t)) - D\dot{\theta}(t) \right\}$$  \hspace{1cm} (6-1)

with pendulum inertia $J = 0.005 \text{ kg} \cdot \text{m}^2$, motor gain $K_m = 0.1$, mass $m = 0.1 \text{ kg}$, $g = 9.81 \text{ m} \cdot \text{s}^{-2}$, pendulum length $L = 0.1 \text{ m}$, and damping $D = 0.01 \text{ kg} \cdot \text{s}^{-1}$.

Figure 6-1 shows the phase plane of the uncontrolled ($u = 0$) pendulum with a number example trajectories (the initial states are marked using small circles).

As can be seen in Figure 6-1 all trajectories will converge to angles that are multiples of $2\pi$ and to angular velocities of zero\(^1\).

The first step in the generation of the controller is to generate a discrete-time approximation of the continuous-time dynamics of the pendulum. The most straight forward approach for

---

\(^1\)For the example trajectories the angles converge to zero; other trajectories converge to other multiples of $2\pi$ but may fall outside the range of the plot.
doing this is the *Forward Euler* method (see [6], Section 2.3), which results in the following expression of the discrete-time dynamics:

\[
\theta(k+1) = \theta(k) + t_s \theta(k) \quad (6-2)
\]

\[
\dot{\theta}(k+1) = \dot{\theta}(k) + t_s \left\{ \frac{1}{J} \left[ K_m u - mgL \sin(\theta(k)) - D \dot{\theta}(k) \right] \right\} \quad (6-3)
\]

The advantage of the Forward Euler method is its simplicity, but it has as an disadvantage that the (global) approximation error is roughly proportional to the step size for small step sizes.

Another approach that can be used to generate a discrete-time model is *Heun’s method* (see [6], Section 3.1), which results in the following expression of the discrete-time dynamics:

\[
\tilde{\theta}(k+1) = \theta(k) + t_s \tilde{\theta}(k) \quad (6-4)
\]

\[
\ddot{\theta}(k+1) = \dot{\theta}(k) + t_s \ddot{\theta}(k) \quad (6-5)
\]

with \( \tilde{\theta}(k) \) as specified in (6-3), and

\[
\theta(k+1) = \theta(k) + \frac{t_s}{2} (\dot{\theta}(k) + \tilde{\theta}(k+1)) \quad (6-6)
\]

\[
\dot{\theta}(k+1) = \dot{\theta}(k) + \frac{t_s}{2} (\ddot{\theta}(k) + \ddot{\theta}(k+1)) \quad (6-7)
\]

with \( \ddot{\theta}(k+1) \) defined as:

\[
\ddot{\theta}(k+1) = \frac{1}{J} \left\{ K_m u - mgL \sin(\tilde{\theta}(k+1)) - D \dot{\theta}(k+1) \right\} \quad (6-8)
\]

The advantage of Heun’s method over the Forward Euler method is that its (global) approximation error is roughly proportional to the square of the step size for small time step sizes, but it has as disadvantage that it requires two evaluations of the dynamics per time step. The second consideration in the creation of a discrete-time approximation of a continuous-time process is the choice of the time step. Since the controller is generated for the discrete-time process, the sampling time of the controller is directly related to the step time used by the discrete-time approximation of the continuous-time process. In the current benchmark problem we choose a time step that results in a good approximation of the continuous-time behaviour of the plant model when used with the chosen integration method.

Figure 6-2 shows the simulated angles and angular velocities of the pendulum when using the *Dormand-Prince* method, Heun’s method with a time step of 0.1 seconds, and the Forward Euler method with sampling times of 0.1 and 0.05 seconds.

The results of the Dormand-Prince method are shown as a reference and are considered to be equivalent, for all practical purposes, to the continuous-time responses for this example. It should be obvious that the approximation using the Forward Euler method using a time step of 0.1 seconds is useless, while the approximation using Heun’s method with a time step of 0.1 seconds is nearly indistinguishable from the approximation using the Dormand-Prince method.\(^2\)

\(^2\)The Dormand-Prince method is the default method in Matlab’s ODE solver.

\(^3\)This is still the case when values other than zero are used for the control action \( u \).
Since Heun’s method uses twice the number of evaluations of the dynamics as the Forward Euler method it should be fair to consider what the effect of halving the time step of the Forward Euler method are (so that the number of evaluations of the dynamics becomes equal to that of Heun’s method). While the results of the Forward Euler using a time step of 0.05 seconds are obviously better than when using a time step of 0.1 seconds, they are still noticeably worse than Heun’s method using a time step of 0.1 seconds.

Based on these results we choose to use Heun’s method for the construction of our discrete-time pendulum model. While even more accurate simulation methods exist (see [6]) only Heun’s method is considered as an alternative to the Forward Euler method because at this point it is deemed sufficiently accurate (at a sample time of 0.1 seconds it is almost indistinguishable from Dormand-Prince) and still simple enough (it allows the discrete-time model to be expressed as a closed-form expression and the number of dependencies are kept to a minimum compared with multi-step methods based on the Runge-Kutta method).
Figure 6-2: Behaviour of the uncontrolled pendulum models for $\theta_0 = \pi - 0.01$, $\dot{\theta}_0 = 0$, $u = 0$. 
6-1-2 Control goals

As mentioned in the introduction of this section, the goal of the controller is to steer the angle \( \theta \) and angular velocity \( \dot{\theta} \) of the pendulum into a specified range of angles \( \Theta_{\text{target}} \) and angular velocities \( \dot{\Theta}_{\text{target}} \) and to remain there. The target angles and angular velocities, \( \Theta_{\text{target}} \) and \( \dot{\Theta}_{\text{target}} \), are specified as:

\[
\Theta_{\text{target}} = \bigcup_{n \in \mathbb{Z}} [2\pi n + \pi - 0.05, \ 2\pi n + \pi + 0.05] \quad (6-9)
\]
\[
\dot{\Theta}_{\text{target}} = [-0.05, \ 0.05] \quad (6-10)
\]

The aim is to generate a controller that achieves the aforementioned goal for the following ranges of angles and angular velocities:

\[ -\infty \leq \theta \leq +\infty \quad (6-11) \]
\[ -6 \leq \dot{\theta} \leq 6 \quad (6-12) \]

with a control action that is limited to the range:

\[ -0.8 \leq u \leq 0.8 \quad (6-13) \]

and minimizing the cumulative sum of the following cost functions:

\[
J_x(\theta, \dot{\theta}) = (\theta \mod 2\pi - \pi)^2 + 0.1 \dot{\theta}^2 \quad (6-14)
\]
\[
J_u(u) = 0.05 u^2 \quad (6-15)
\]

until the target set is reached.

6-1-3 Controller synthesis

Before we can start defining the arguments of the controller synthesis algorithm we have to handle the infinite number of target angles (6-9), infinite range of \( \theta \) (6-11), and the occurrence of the modulo operation in (6-14). The first two of these issues can be handled by mapping the unconstrained range of \( \theta \) to \([0, 2\pi]\), by using \( \theta \mod 2\pi \) rather than \( \theta \) in our calculations. This is allowed since the only occurrence of \( \theta \) in our dynamics is inside a sine function and \( \sin(\theta) = \sin(\theta \mod 2\pi) \).

Due to the use of the modulo operator we can now suffice by generating the controller for the range:

\[ 0 \leq \theta \leq 2\pi \quad (6-16) \]

The occurrence of the modulo operation in (6-14) can now be disregarded since the range of \( \theta \) is now limited to \([0, 2\pi]\).

The use of the modulo operation requires some attention since it is used with intervals rather than real-valued values.
A generalised version (for wrapping arbitrary ranges) of the modulo operation is implemented by substituting the `pavingMembershipAndCost` functions in Algorithms 19 and 28 by `pavingMembershipAndCostWrap`.

We now show how the wrapper function `pavingMembershipAndCostWrap` for `pavingMembershipAndCost` (Algorithm 20) is used to map the range \((-\infty, +\infty)\) to an interval specified by `wrapRange`.

For a given interval we can encounter the following cases:

- **\(x_1\)**: The interval is located within `wrapRange`, no wrapping is required.
- **\(x_2\)**: The width of the interval exceeds the width of `wrapRange`, the wrapped interval is set to `wrapRange`. Note that \(x_2\) can also be located outside `wrapRange`.
- **\(x_3\)**: The lower bound of the interval is equal to or exceeds the upper bound of `wrapRange`, the width of `wrapRange` is subtracted from the interval. After adjustment of the interval the wrapping function is called again for the new interval, until a case like \(x_1, x_5,\) or \(x_6\) occurs\(^4\).
- **\(x_4\)**: The upper bound of the interval is equal to or lower than the upper bound of `wrapRange`, the width of `wrapRange` is added to the interval. As with \(x_3\) the wrapping function is called again until a case like \(x_1, x_5,\) or \(x_6\) occurs.
- **\(x_5\)**: The interval intersects the lower bound of `wrapRange`, the interval is split in two parts, with the width of `wrapRange` added to the interval outside `wrapRange`.
- **\(x_6\)**: The interval intersects the upper bound of `wrapRange`, the interval is split in two parts, with the width of `wrapRange` subtracted from the interval outside `wrapRange`.

These cases, and their resulting intervals, are illustrated in Figure 6-3.

The pseudo-code for the `pavingMembershipAndCostWrap` function is shown in Algorithm 33 where the lines that check the various cases of \(x_n\) are marked with \((n)\).

\(^4\)This approach is used instead of using the modulo operator \(\%\) because the modulo operator in C(++) does not actually calculate the *modulus* but the *remainder* (see Section A7.6 of [20]). This causes problems when using the operator with negative values.
Algorithm 33: The `pavingMembershipAndCostWrap(node, X, wrapAxis, wrapRange)` function.

**input**: The root node of a regular subpaving, `node`, a box, `X ∈ IR^n`, the current recursion depth, `depth`, the wrapping axis `wrapAxis`, and the wrapping range `wrapRange`.

**output**: The membership of the wrapped box `X` with respect to the set approximated by the paving with root node `node`, and the lowest lower bound and the highest upper bound, of all nodes labelled `INSIDE` intersecting with `X`.

```
begin
    x ← X_wrapAxis

    (1) if \( x \geq \text{wrapRange} \) and \( x \leq \text{wrapRange} \) then
        return pavingMembershipAndCost(node, X, 0)

    (2) if \( w(x) \geq w(\text{wrapRange}) \) then
        wrappedBox ← X
        wrappedBox_wrapAxis ← wrapRange
        return pavingMembershipAndCost(node, wrappedBox, 0)

    (3) if \( x \geq \text{wrapRange} \) then
        wrappedBox ← X
        wrappedBox_wrapAxis ← X_wrapAxis - w(\text{wrapRange})
        return pavingMembershipAndCostWrap(node, wrappedBox, wrapAxis, wrapRange)

    (4) if \( x \leq \text{wrapRange} \) then
        wrappedBox ← X
        wrappedBox_wrapAxis ← X_wrapAxis + w(\text{wrapRange})
        return pavingMembershipAndCostWrap(node, wrappedBox, wrapAxis, wrapRange)

    if \( x < \text{wrapRange} \) or \( x > \text{wrapRange} \) then
        lBox ← X
        rBox ← X

    (5) if \( x < \text{wrapRange} \) then
        lBox_wrapAxis ← [\text{wrapRange}, x]
        rBox_wrapAxis ← [x + w(\text{wrapRange}), \text{wrapRange}]

    else
        lBox_wrapAxis ← [\text{wrapRange}, x - w(\text{wrapRange})]
        rBox_wrapAxis ← [x, \text{wrapRange}]

    (lMembership, lCost) ← pavingMembershipAndCost(node, lBox, 0)
    (rMembership, rCost) ← pavingMembershipAndCost(node, rBox, 0)

    if \( lMembership = \text{INSIDE} \) and \( rMembership = \text{INSIDE} \) then
        return (INSIDE, lCost \cup rCost)

    if \( lMembership = \text{OUTSIDE} \) and \( rMembership = \text{OUTSIDE} \) then
        return (OUTSIDE, NaN)

    return (UNDETERMINED, NaN)
```
For the current benchmark problem **wrapRange** is set to $[0, 2\pi]$.

For the parametrisation of the controller (5-3) we use a straightforward implementation:

$$g(x(k), \Phi(x(k))) = \Phi(x(k))$$  \hspace{1cm} (6-17)

We can now define the arguments of the controller synthesis algorithm (Algorithm 14).

The constraints on the angular velocity and control action can be implemented by setting the box argument of the synthesis algorithm to the allowed ranges:

$$\text{box} \leftarrow \begin{bmatrix} [0, 2\pi] \\ [-6.0, 6.0] \\ [-0.8, 0.8] \end{bmatrix}$$  \hspace{1cm} (6-18)

This is allowed since the constraints are box constraints\(^5\), see the description of line (1a) of the synthesis algorithm, Algorithm 14, in Section 5-3-3. The effect of this approach is that angular velocities and control actions outside box are not considered during controller synthesis\(^6\), thereby implicitly satisfying the constraints. We are allowed to consider only the angles inside the range $[0, 2\pi]$ since all other angles are mapped to this range.

$J_{ug}$ (see (5-11)) is constructed by substitution of (6-17) in (6-15), $f_g$ (see (5-9)) is constructed in the same fashion by substitution of (6-17) in (6-3) and (6-8).

For $f_g$ we use a sampling time of 0.03 seconds. This value was chosen since it results in a good approximation of the ‘real’ system\(^7\) by the discrete-time model\(^8\) while limiting the number of iterations required to generate the controller to a reasonable amount. It must be noted that using a different sampling time, e.g., one of 0.1 seconds will still result in a controller that satisfies all requirements.

We now specify the iterations parameter, which specifies the number of iterations that the synthesis algorithm is run and which should be at least be as large as the maximum number of time steps it takes to reach the target set from any given state in the range of states for which the controller is generated. The problem is that this quantity is hard to determine a priori. One of the ways to circumvent this problem is not to specify the maximum number of iterations at forehand but to use other stopping criteria, for example by monitoring whether the generated controller covers all the states for which the controller is generated or by monitoring the increase of the volume covered by the controller at each iteration.

For the current benchmark problem the synthesis loop is terminated when all states are covered. This is checked by monitoring the back-propagated value of the cost entry of the root node of the binary tree representing the regular sub-paving of the state space. Note that

---

5. I.e. the constraints only consist of lower and upper bounds.

6. This due to the fact that during the determination of the joint range of states and controller parameters that can reach the previous set of backwards reachable states (5-25), all controller parameters that can steer the next state outside region of the state space for which the controller is generated, are rejected. In other words the joint range of the states and control actions is implicitly constrained to $f_g^{-1}(X_{range})$, where $X_{range}$ is the region of the state space for which the controller is generated. This property is also mentioned in the footnote of the text accompanying (5-15).

7. The continuous-time model simulated using the Dormand-Prince method.

8. Using Heun’s method.
this approach cannot be used when the controller cannot cover the entire specified region of the state space, as shall be shown in Section 6-2.

What remains is defining the \texttt{parameterScheduler} function (see the description of line (0f) of the synthesis algorithm). For the current benchmark problem \texttt{parameterScheduler} always returns (30, 10).

We now have all functions and parameters required to synthesize the controller. For the current benchmark problem the synthesis algorithm terminates after 73 iterations\textsuperscript{9}.

Figures 6-4 and 6-5 show heat maps of respectively the control action, $u$, and the value function, $V$, for each state in the range for which the controller is generated. Figure 6-5 also shows the phase plane of the closed-loop system.

### 6-1-4 Closed-loop system

The closed-loop behaviour of the controller plant interconnection is simulated using the Dormand-Prince method. As in Section 6-1-1 the plant model is simulated using Dormand-Prince; this is assumed to be a reasonable approximation of the continuous-time behaviour of the plant.

Figure 6-6 shows a number of trajectories of the closed-loop system for different initial states. The initial states are marked with small circles, the target sets are indicated with the boxes at $(-\pi, 0)$ and $(\pi, 0)$. As a background the heat map of $V$ is used to give an impression of the different regions in the state space.

\textsuperscript{9}These take around 860 minutes of computation time on a Macbook Pro with a 2.9 GHz Intel Core i7 processor.
Figure 6-5: Phase plane of the closed-loop system and heat map of the value function $V$.

Figure 6-6: Example trajectories of the closed-loop system.

Figure 6-7 shows a typical response of the closed-loop system, with the initial angle and angular velocity set to zero. The dashed lines are used to indicate the target sets in the top sub-figure and bounds on the control action in the bottom sub-figure. The oscillatory behaviour after $t = 2.5$ seconds is due to the controller correcting the angular velocity to prevent it from drifting outside the target set. This behaviour can be prevented by handling the control of the pendulum over to, e.g., a linear quadratic regulator when the target set is
Figure 6-7: Closed-loop response and control action of the pendulum benchmark for $\theta_0 = 0$, $\dot{\theta}_0 = 0$. The dashed lines are used to indicate the target sets in the top sub-figure and bounds on the control action in the bottom sub-figure.

reached.
6-2 Car on the hill benchmark problem

The second benchmark problem we consider is the Car on the hill problem as described in Appendix A.2 of [32].

The aim in this benchmark problem is to steer a (frictionless) car as fast as possible from any initial velocity $\dot{x}$ and position $x$ within a certain range, to a predefined target position and velocity range by applying a horizontal force $a$ to the car.

6-2-1 Modelling

As in [32] no units are used with our model. The height of the terrain along which the car moves is defined by $H(x)$:

$$H(x) = \begin{cases} 
  x^2 + x & \text{if } x < 0 \\
  x / \sqrt{1 + 5x^2} & \text{if } x \geq 0 
\end{cases} \quad \text{(6-19)}$$

and its slope $H'(x)$:

$$H'(x) \overset{\text{def}}{=} \frac{d}{dx} H(x) = \begin{cases} 
  2x + 1 & \text{if } x < 0 \\
  1 / \left( (1 + 5x^2)^{2/3} \right) & \text{if } x \geq 0 
\end{cases} \quad \text{(6-20)}$$

Figure 6-8 shows plots of $H$ and $H'$. The car’s dynamics are given as:

$$\ddot{x} = \frac{a}{M \sqrt{1 + (H'(x))^2}} - \frac{gH'(x)}{1 + (H'(x))^2} \quad \text{(6-21)}$$

In that paper it is referred to as The puck on the hill.
In order to use (6-21) with the controller synthesis algorithm we need to create an interval extension of it. The most straightforward way of doing this would be to create the natural interval extension (see Subsection 2-2-1), and while this generates a valid interval extension of (6-21) the quality of the resulting interval extension would be rather bad due to the multiple occurrences of $H'(x)$ in (6-21), which, due to the loss of dependency (see Subsection 2-3-1), causes significant overestimation of the true range of the resulting interval.

Another approach is to generate a custom interval extension of (6-21). In the custom interval extension that is created two properties of interval extensions are used: the first property is that interval extensions of real-valued functions that are either strictly non-increasing or non-decreasing, can be constructed using only endpoint evaluations (see accompanying text of (2-8) and (2-9)); the second property is that we can split an argument interval into multiple smaller intervals, evaluate these intervals using the interval extension, and merge the results using the (interval) union operator (see Section 2-3-3).

If we look at Figure 6-9 we can see that $x_{dd_1}$ can be split-up into three segments that are either strictly non-increasing or strictly non-decreasing, and $x_{dd_2}$ can be split-up into two segments. The pseudo code of the custom interval extension of (6-21) $x_{dd}$ is shown in Algorithm 34. In the first part of the algorithm we (recursively) divide the interval-valued input arguments, $a$ and $x$, into strictly non-decreasing or non-increasing segments and merge the results of their evaluation. In the second part of the algorithm the intervals generated by the first part of the algorithm are evaluated using evaluation of their endpoints. The results generated by the custom interval extension are significantly better, i.e., their bounds are tighter than those generated by evaluation of the same arguments by the natural interval

\footnote{Note that this is not a reliable interval extension, i.e., it does not take the rounding errors of the floating point operations into account, this in contrast to natural interval extensions constructed using one of the interval libraries (like [45] or [24]). This not an issue for this case study since the errors introduced by the modelling and simulation are likely to be multiple orders of magnitude larger than those introduced by the floating point operations.}
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Algorithm 34: Custom interval extension of $\dot{\ddot{x}}$, $[\dot{\ddot{x}}]$.

**input**: Position interval $x \in \mathbb{R}$, control action interval $a \in \mathbb{R}$.

**output**: Acceleration interval $\ddot{x} \in \mathbb{R}$.

begin
\[
\begin{align*}
&\text{if } \alpha < 0 \text{ and } \bar{\alpha} > 0 \text{ then} \\
&\quad \text{return } [\dot{\ddot{x}}](x, [\alpha, 0]) \cup [\dot{\ddot{x}}](x, [0, \bar{\alpha}]) \\
&\text{if } x < -0.5 \text{ and } \bar{x} > -0.5 \text{ then} \\
&\quad \text{return } [\dot{\ddot{x}}]([x, -0.5], a) \cup [\dot{\ddot{x}}]([-0.5, \bar{x}], a) \\
&\text{if } x < 0 \text{ and } \bar{x} > 0 \text{ then} \\
&\quad \text{return } [\dot{\ddot{x}}]([\alpha, 0], a) \cup [\dot{\ddot{x}}]([0, \bar{x}], a) \\
&\text{if } \bar{\alpha} \leq 0 \text{ then} \\
&\quad \text{if } \bar{x} \leq -0.5 \text{ then} \\
&\quad\quad \text{return } [\dot{\ddot{x}}](\bar{x}, a), [\dot{\ddot{x}}](x, \bar{x}) \\
&\quad\quad \text{else if } x \geq -0.5 \text{ and } \bar{x} \leq 0 \text{ then} \\
&\quad\quad\quad \text{return } [\dot{\ddot{x}}](x, a) + [\dot{\ddot{x}}](\bar{x}, \bar{x}), [\dot{\ddot{x}}](x, \bar{x}) + [\dot{\ddot{x}}](\bar{x}, \bar{x}) \\
&\quad\quad \text{else if } x \geq 0 \text{ then} \\
&\quad\quad\quad \text{return } [\dot{\ddot{x}}](x, a) + [\dot{\ddot{x}}](x, \bar{x}) + [\dot{\ddot{x}}](x, \bar{x}) \\
&\quad \text{else if } x \leq -0.5 \text{ then} \\
&\quad\quad \text{return } [\dot{\ddot{x}}](x, a) + [\dot{\ddot{x}}](\bar{x}, \bar{x}), [\dot{\ddot{x}}](x, \bar{x}) + [\dot{\ddot{x}}](\bar{x}, \bar{x}) \\
&\quad\quad \text{else if } x \leq -0.5 \text{ and } \bar{x} \leq 0 \text{ then} \\
&\quad\quad\quad \text{return } [\dot{\ddot{x}}](x, a), [\dot{\ddot{x}}](x, \bar{x}) \\
&\quad\quad \text{else if } x \geq 0 \text{ then} \\
&\quad\quad\quad \text{return } [\dot{\ddot{x}}](x, a), [\dot{\ddot{x}}](x, \bar{x})
\end{align*}
\]

An example of the improvement that is obtained by using the custom interval extension of $\dot{\ddot{x}}$ with its respect to its natural interval extension is shown in Figures 6-10 and 6-11. These respectively show the result of the evaluation of the natural interval extension\(^{12}\) $[\dot{\ddot{x}}]_n$ and the custom interval extension $[\dot{\ddot{x}}]$ for $x = \{-1, -0.6, -0.6, -0.2, -0.2, 0.2, 0.6, 0.6, 10.0\}$ and $a = [-1, 1]$. In both plots the result of the evaluation\(^{13}\) of $\dot{\ddot{x}}(x, a)$ for $x = [-1, 1]$ and $a = [-1, 1]$ are shown in red.

Figure 6-12 shows the phase plane of the uncontrolled system together with a number of example trajectories. The square indicates the range of the states for which the controller is generated. We use the discrete-time approximation of dynamics as described in [32]:

\[
\begin{align*}
x(k+1) &= x(k) + t_s \dot{x}(k) + \frac{1}{2} t_s^2 \ddot{x}(k) \\
\dot{x}(k+1) &= \dot{x}(k) + t_s \ddot{x}(k)
\end{align*}
\]

with $t_s = 0.01s$.

\(^{12}\)We use the subscript $n$ to differentiate the natural extension from the custom extension.

\(^{13}\)This evaluation is approximated by evaluating $\dot{\ddot{x}}$ for a large number of different values of $x$ and $a$ in the ranges $[-1, 1]$ and $[-1, 1]$ respectively and plotting the resulting responses.
Figure 6-10: Examples of the evaluation of the natural interval extension $[xdd]_n$ for $x = \{-1, -0.6, -0.6, -0.2, -0.2, 0.2, 0.2, 0.6, 0.6, 10.0\}$ and $a = [-1, 1]$ and the true range $xDD$. 

Figure 6-11: Examples of the evaluation of the custom interval extension $[xDD]$ for $x = \{-1, -0.6, -0.6, -0.2, -0.2, 0.2, 0.2, 0.6, 0.6, 10.0\}$ and $a = [-1, 1]$ and the true range $xDD$. 
Figure 6-12: Example trajectories unregulated system and range controller.
6-2-2 Control goals

The target states are specified as:

\[ x_{\text{target}} = [0.5, 0.7] \]  \hspace{1cm}  (6-24)
\[ \dot{x}_{\text{target}} = [-0.1, 0.1] \]  \hspace{1cm}  (6-25)

we aim to create a controller for the following range of states:

\[ -1 \leq x \leq 1 \]  \hspace{1cm}  (6-26)
\[ -4 \leq \dot{x} \leq 4 \]  \hspace{1cm}  (6-27)

Where the velocity range of [35] is used\(^{14}\). The range of the control action is specified as:

\[ -4 \leq a \leq 4 \]  \hspace{1cm}  (6-28)

The cost functions \( J_x \) and \( J_u \) are specified as:

\[
J_x(x) = \begin{cases} 
0 & \text{if } x \in X_{\text{target}} \\
1 & \text{otherwise} 
\end{cases} \]  \hspace{1cm}  (6-29)

\[ J_u(u) = 0.1 |u| \]  \hspace{1cm}  (6-30)

The aim of the state cost function \( J_x \) is to generate a controller that steers the state to the target states in the shortest time, while the control action cost function \( J_u \) aims to minimize the absolute value of the control actions.

6-2-3 Controller synthesis

The arguments of the controller synthesis algorithm are constructed in the same way as in Section 6-1-3, employing the same values for \texttt{maxDepth} and \texttt{maxRefineDepth} (i.e., 30 and 10).

The synthesis of the controller for the current benchmark problem terminated after 215 iterations\(^{15}\), at which point the coverage of the controller no longer increases with each iteration\(^{16}\).

Figures 6-13 and 6-14 show heat maps of respectively the control action \( a \) and the value function \( V \) for each state in the range for which the controller is generated. Figure 6-14 also shows the phase plane of the closed-loop system. The blank regions in the plot indicate that no (allowed) control actions exist that can steer the state trajectory away from a constraint violation.

\(^{14}\)This was done for inspection purposes of the generated controller; otherwise, using the range used in [32] would also be acceptable.

\(^{15}\)These took around 664 minutes, using the same computer as was used in Section 6-1-3, i.e., a Macbook Pro with a 2.9 GHz Intel Core i7 processor.

\(^{16}\)The generated controller covers about 64% of the states specified in (6-26) and (6-27).
Figure 6-13: Heat map of the control actions.

Figure 6-14: Phase plane of the closed-loop system and heat map of the value function $V$. 
6-2-4 Closed-loop system

As in [32] the controller consists of two parts: one part that handles the control outside the specified target set, and one part that handles control inside the target set. The controller used outside the target set is generated using the presented controller synthesis algorithm, but unlike the benchmark problem of Section 6-1 the generated controller is not used when the target set is reached.

Inside the target set a bang-bang controller is used, as in [32], to keep the state inside the target set. This bang-bang controller consists of the saturated (between -4 and 4) sum of two large gains, $K_p$ and $K_v$, that are respectively multiplied with the position and velocity errors, $x_m - x$ and $\dot{x}_m - \dot{x}$. The values of $K_p$ and $K_v$ have been determined using trial and error\(^{17}\).

The parametrisation of the controller (5-3) can now be written as:

$$g (\begin{bmatrix} x_m \\ x \end{bmatrix}, \Phi (x)) = \begin{cases} \min \left( 4, \max \left( -4, K_p (x_m - x) + K_v (\dot{x}_m - \dot{x}) \right) \right) & \text{if } x \in X_{\text{target}} \\ \Phi (\begin{bmatrix} x_m \\ x \end{bmatrix}) & \text{otherwise} \end{cases} \quad (6-31)$$

with $X_{\text{target}} = [x_{\text{target}}, \dot{x}_{\text{target}}]$ (as specified in (6-24) and (6-25)), $K_p = 10^6$, $K_v = 10^6$, $x_m = 0.6$, and $\dot{x}_m = 0.0$ ($x_m$ and $\dot{x}_m$ are set to the midpoints of respectively $x_{\text{target}}$ and $\dot{x}_{\text{target}}$).

Figure 6-15 shows a number of trajectories of the closed-loop system for different initial states, with small circles indicating the initial states and the square indicating the target set. Figure 6-16 shows the state and control actions for one of these trajectories.

In Figure 6-16 the difference between the behaviour of the two controllers is clearly visible, with the bang-bang controller taking over at around $t = 2$ seconds when the target set, indicated with the dashed lines, is reached.

The main reason for using a separate controller when the target set is reached is that not all states around the target can reach the target set within a reasonable number of time steps (unlike in Section 6-1 where the generated controller can steer the state back to the target set in one or two time steps). This can be clearly seen around the target set in Figure 6-14 where outside the lower bounds of the target set the values of $V$ are around its maximum, while around the upper bounds of the target set the values of $V$ are around its minimum.

---

\(^{17}\)This approach was used due to the absence of a structured way of obtaining these values and the fact that we are only dealing with two parameters.
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Figure 6-15: Example trajectories of the closed-loop system.

Figure 6-16: Closed-loop response and control action of the car on the hill benchmark for $x_0 = -0.6$ and $\dot{x}_0 = 0.0$. The dashed lines in the top sub-figure are used to indicate the target set.
6-3 Summary

In this chapter it has been shown how the controller synthesis algorithm presented in Chapter 5 can be used to generate controllers for the pendulum swing-up and stabilisation and car on the hill benchmark problems. The viability of the generated controllers have been tested by using them to control continuous-time models\textsuperscript{18} of the plants.

In Section 6-1-3 it has been shown how the synthesis algorithm can be extended to support problems for which it was not originally created, as was demonstrated for the pendulum swing-up and stabilisation where the range of the angles was mapped to the interval $[0, 2\pi]$.

Moreover in Section 6-2-1 it was shown how a custom interval extension of the dynamics could be constructed that is superior to the natural interval extension of the dynamics.

\textsuperscript{18}Approximated using the Dormand-Prince method.
Chapter 7

Conclusions and recommendations

This chapter summarises the main results of this thesis and presents (potential) improvements of the synthesis algorithm and topics for further research.

7-1 Conclusions

The main conclusion of this thesis is that it is possible to describe, implement, and successfully demonstrate a novel synthesis algorithm for the generation of state feedback controllers for constrained non-linear discrete-time systems (or for systems that can be described as such) based on backwards induction using techniques based on interval methods.

The described synthesis algorithm uses interval methods to implement general-purpose representations of closed sets and operations on these sets. By extending the closed-set representations with cost information and controller parameters it was made possible to represent the controller parameters and cost-to-go for entire regions of the state space and update them in an efficient way when new and/or improved values become available during following iterations of the synthesis algorithm.

In each iteration of the synthesis algorithm the set of backward reachable states of the previous set of backwards reachable states is determined together with their optimal controller parameters (for a pre-specified parametrised state-feedback controller) and associated cost-to-go and merged with the previously determined set of controller parameters and cost-to-go values. By repeating these iterations until a stopping condition is satisfied optimal controller parameters for all states within a pre-specified region of the state-space are obtained, thus generating an optimal controller.
The practical implementation of the described algorithm\(^1\), made possible by the use of interval methods\(^2\), allowed us to solve non-linear constrained derivative-free global optimisation problems and to determine backward reachable states while imposing only modest requirements on the models, cost function, and constraints used:

- the dynamics of the process to be controlled can be described by a difference equation or can be approximated by one,
- *interval extensions* of the expressions of the dynamics, cost function, and constraints can be constructed,
- the dimensionality of the state space and controller parametrisation is small enough to keep the computational and spatial complexity of the synthesis algorithm within acceptable bounds.

While these requirements limit the applicability of the presented synthesis algorithm, it was still able to successfully generate viable controllers for non-trivial benchmark problems, namely the *pendulum swing-up and stabilisation* and the *car on the hill* benchmark problems. The viability of the generated controllers was successfully demonstrated by using them to regulate continuous-time models of the benchmark problems.

It must be noted that the benchmark problems used in this thesis have been chosen to illustrate various aspects of the synthesis algorithm and involve only the generation of controllers for relatively simple mechanical systems. The synthesis algorithm can however be applied to a much wider range of problems only restricted by the limitations mentioned above. The requirement that the dynamics for which the controller is generated, is described by a difference equation is not a significant limitation since continuous-time processes can (in general) be approximated by a discrete-time process using a sufficiently small time step and an appropriate numerical integration method. The requirement that interval extensions can be constructed for the real-valued functions that describe the dynamics, cost function, and constraints, also limits the applicability of the synthesis algorithm, but since this requirement tends to be easily satisfied (by requiring that these functions can be expressed as *closed form expressions*\(^3\)) the algorithm can still be used for a large range of controller synthesis problems.

If we take the limitations of the current implementation of the synthesis algorithm into account, and assuming the effects of the curse of dimensionality can be further mitigated (potential approaches for achieving this are presented in Sections 7-2 and 7-3), the synthesis algorithm can be used for generating controllers for problems in a wide range of fields.

---

\(^1\)Using the C programming language [20].

\(^2\)By employing the C-XSC class library [24].

\(^3\)Being a *closed-form expression* is a sufficient condition for being able to construct an *interval extension* of an expression.
The following list gives examples of these fields and references to descriptions of specific control problems:

- Healthcare: management of diabetes [19], cancer treatment [14],
- Process industry: food processing [21], tank level control [29], bioreactor control [40],
- Automotive: throttle control [52], adaptive cruise control [38],
- Power systems: power conversion [28], control of fuel cell systems [42],

where the papers referenced with these items solve their control problems using various techniques, e.g., sliding mode control, neural networks, hybrid methods, or explicit MPC. These papers all have in common that they present control problems that can potentially be solved using the controller synthesis method presented in this thesis; they are relatively low dimensional, i.e., they have a relatively small number of states and inputs, but are (highly) non-linear, i.e., it is not feasible to create suitable controllers by using linearised plant models.

7-2 Recommendations

In the current section we will focus on techniques that potentially can reduce the effects of the curse of dimensionality.

The implementation of the synthesis algorithm given in Section 5-3 should be considered a very basic implementation of the algorithm described in Section 5-2. Although the current implementation is fully functional for real-valued problems and can be extended to mixed integer problems (through appropriate controller parametrisation), the efficiency of the implementation can be improved significantly (at the cost of a higher complexity) by various techniques described in Section 7-2-1.

In Section 7-2-2 it will be shown how specific properties of the dynamics of the system for which the controller is generated can be exploited to reduce the computational complexity of the controller synthesis.

Finally, a short discussion on how the general-purpose operations that are currently used by the synthesis algorithm can be optimised for specific use in the synthesis algorithm is given in Section 7-2-3.

7-2-1 Efficiency

In this section possible improvements to the synthesis algorithm and its implementation will be presented. These improvements do not extend the functionality of the synthesis algorithm but are purely aimed at increasing its efficiency, i.e. lowering its time and/or space complexity. It must be noted that for most of the suggested improvements a trade-off has to be made between time and space complexity, where we want to minimize the time complexity and have a constraint on the space complexity, i.e., make it as fast as possible while using a limited amount of memory.
Create parallel implementations of various algorithms

Since both the SIVIA and the Moore-Skelboe algorithms are almost\(^4\) **embarrassingly parallel**\(^5\) and the controller synthesis algorithm presented in this thesis is a combination and extension of these algorithms, the creation of a parallel version of the synthesis algorithm is something that should be considered.

Eliminate decimation

In the current implementation of the synthesis algorithm decimation (see item (3b) in Section 5-3-3) is used as a crude but effective way of limiting spatial complexity **during synthesis**, but it has as a side effect that potentially optimal (or good enough) controller parameters are discarded.

The generated controllers can be made more compact by not using decimation **during controller synthesis** and use the resulting increase of viable controller parameters for each leaf node of the binary tree representing the Regular Sub-Paving (RSP) of the controller to potentially merge sibling leaf nodes.

This approach is comparable to the **reunite** function described in Algorithm 5, that merges sibling nodes having the same set-theoretic value. The difference between the current approach compared and the **reunite** function is that we now try to merge sets of controller parameters rather than set-theoretic values. We can do this by using the fact that if the sets of controller parameters associated with the sibling nodes have a non-empty intersection the values in this intersection are valid for both sibling nodes, which than can be merged, i.e., the nodes can be removed and their parent node becomes a leaf node with the intersection of the sets of controller parameters of its original child nodes as its controller parameters. As with the **reunite** function this approach can be used recursively until all existing, and newly generated leaf nodes that can be merged, are merged.

Eliminate redundancy

In the current implementation of the synthesis algorithm each node of the binary tree representing an RSP contains an entry for the value of the box associated with the node. The advantage of this is that the value of the box is directly accessible, and calculation of the box values is straightforward (see Algorithm 8). The disadvantages of this approach are that all these boxes are stored, even when they are no longer used, the boxes have to be reconstructed each time an RSP is generated, and that duplicate midpoint calculations occur.

One way of avoiding the duplication of midpoints is to store them in a separate binary tree for each axis that contains all the midpoints required in a worst-case scenario, i.e., when the binary tree representing the RSP obtained during set inversion is a **perfect** binary tree\(^6\). The

---

\(^4\)Their computational graphs are both binary trees. By carrying out a centralised breadth-first traversal (up
to a specified recursion depth) followed by parallel depth-first traversals of the resulting leaf-nodes we can get a
speed up that is almost proportional to the number of tasks that can be run in parallel.

\(^5\)Embarrassingly parallel is a commonly used term, see for example Section 2.4.2 of [41].

\(^6\)A **perfect** binary tree [4] is a binary tree where all leaf nodes have the same depth and each parent node
has exactly two child nodes.
A binary tree containing the midpoints for each axis is in this case also a perfect binary tree. This has as an advantage the binary tree can be represented as an array without any overhead.

**Restriction of optimised states**

Another improvement that should be considered is to limit the set of states for which the optimal controller parameters are to be determined to a limited number of previous frontiers plus the current frontier. One should think of the frontier as the set of states that in the current iteration can reach the set of target states but were not able to do so in the previous iterations. We define the frontier \( X_i \) and the set of states \( X_{f,n,i} \) for which optimal controller parameters are to be determined in iteration \( i \) as:

\[
X_{f,i} = X_i \cap (X^*_i)^c
\]

\[
X_{f,n,i} = \bigcup_{j=i}^{i+n} X_{f,j}
\]

where \( n \) specifies the number of previous frontiers that are used in the current iteration and \((X^*_i)^c\) is the complement of \(X^*_i\).

The rationale behind this approach is the observation that the likelihood that an improved controller parameter for a state (once a state is backwards reachable) can be found, decreases with each iteration of the synthesis algorithm.

The optimal choice of the number of previous frontiers \( n \) (where \( n \geq 0 \)) depends on the system dynamics, cost function used, and imposed constraints but is likely to be relatively low\(^7\). Moreover while the optimal value of \( n \) can be easily observed retrospectively by inspection of the evolution of the controller that is generated, the question of how to obtain an a priori optimal value of \( n \) is a topic that still needs to be studied.

### 7-2-2 Problem specific optimisations

In this section a number of non general-purpose techniques are discussed that can improve the efficiency of the synthesis algorithm. These techniques exploit specific properties that the system, for which the controller is to be generated, might have.

**Exploit symmetry**

When the resulting controller \( g \) and cost-to-go \( V \) exhibit symmetry, the space and time complexity of the controller synthesis can be potentially reduced. For example when \( g(x_a + x) = -g(x_a - x) \) and \( V(x_a + x) = V(x_a - x) \), as in the case of the pendulum benchmark problem (see Section 6-1) (where \( x_a = [\pi/2] \) it is sufficient to calculate only the controller for \( 0 \leq \theta \leq \pi \) and \(-6 \leq \dot{\theta} \leq 6 \) and ‘virtually’ extend these results to cover the range of \( \pi \leq \theta \leq 2\pi \).

\(^7\)Inspection of the evolution of the controller parameters in the pendulum swing-up and stabilisation benchmark problems revealed that, depending on the cost function used, a value of around 5 or even 0 could be used for \( n \) without affecting the optimality of the generated controller.
Reduce duplicate evaluations

The efficiency of the implementation of the synthesis algorithm can be improved if the interval extension of the dynamics of the system, \([f_g]\), can be decomposed as:

\[
[f_g](x, \phi) = [f_{gp}](x) + [f_{gp}](\phi)
\]  

(7-3)

If this decomposition can be made the results of the evaluation of \([f_{gp}](\phi)\) and \([f_{gx}](x)\) can be re-used after bisection of \(x\) and \(\phi\), respectively. While this method is a clear improvement it causes a loss of generality, e.g., it could be used with the pendulum benchmark problem (Section 6-1), but not with the car on the hill benchmark problem (Section 6-2) due to the occurrence of both a state \(x\) and a control action \(a\) in \(\text{xdd}_1\). If the dynamics cannot be decomposed like (7-3) a partial decomposition could also be considered:

\[
[f_g](x, \phi) = [f_{gx}](x) + [f_{gpx}](x, \phi)
\]  

(7-4)

This partitioning can be used with (6-21) where \([f_{gx}]\) and \([f_{gpx}]\) would correspond to \(\text{xdd}_2\) and \(\text{xdd}_1\) respectively.

Explicit support for (mixed-)integer problems

In this paragraph we show how the synthesis algorithm can be extended to support integer and mixed-integer controller parametrisations in an efficient way.

Synthesis of controllers that can be parametrised using a finite set of integers, i.e., \(\Phi = \{1, 2, \ldots, n\}\), can be implemented by determining the backwards reachable set of states independently for each \(i \in \Phi\) and taking the union of the resulting backwards reachable sets:

\[
X_k = \bigcup_{i \in \Phi} \left( f_{g,i}^{-1}(X_{k+1}) \cap X_{cs,i} \right)
\]  

(7-5)

with

\[
f_{g,i}(x) = f_{g}(x, i)
\]  

(7-6)

\[
X_{cs,i} = h_{g,i}^{-1}((\infty, 0])
\]  

(7-7)

\[
h_{g,i}(x) = h_{g}(x, i)
\]  

(7-8)

For integer controller parametrisations the practical implementation of the optimisation step (5-27) becomes simpler since bisection of the controller parameters is no longer required, only bisection of the states is still required, i.e., the bisection step in the \texttt{optimizelists} function shown in Algorithm 28 can be omitted.

---

\footnote{It must be noted that the current implementation can support integer and mixed-integer controller parameters with some small modifications to the bisection operator and stopping criteria (since \(\mathbb{Z} \subset \mathbb{R}\), but doing so would likely be less efficient than the approaches presented in this section.}
To support mixed-mixed integer controller parameters, i.e., $\Phi_R \times \Phi_Z \subset \mathbb{R}^n \times \mathbb{Z}$, we can use an approach similar to that used with the integer controller parametrisation but with a projection step added:

$$X_k = \bigcup_{i \in \Phi_Z} \pi_x \left( f_{g,i}^{-1} (X_{k+1}) \cap (X_{cs,i}, \Phi_{cs,i}) \right)$$  \hspace{1cm} (7-9)

with

$$f_{g,i}(x, \phi_R) = f_g(x, \left[ i \right]_{\phi_R})$$  \hspace{1cm} (7-10)

$$(X_{cs,i}, \Phi_{cs,i}) = h_{g,i}^{-1} \left( (-\infty, 0) \right)$$  \hspace{1cm} (7-11)

$$h_{g,i}(x, \phi_R) = h_g(x, \left[ i \right]_{\phi_R})$$  \hspace{1cm} (7-12)

where $\phi_R$ is the real-valued valued component of the parameter vector $\phi$ and $\Phi_Z$ is the set of all integers used in the parametrisation.

When using mixed-integer controller parameters the optimisation step (5-27) still requires bisection of the controller parameters, although bisection of the integer components can be omitted.

Equation (7-5) or (7-9) would replace (5-25) and (5-26) in the controller synthesis algorithm described in Section 5-2.

### 7-2-3 Application specific operator implementations

The operations used in the current implementation of the controller synthesis algorithm were constructed by extending the implementation of the set computation operations described in Chapter 4. While this is a perfectly valid approach, it certainly leaves room for improvement. This is due to the fact that the set computation operations described in Chapter 4 are implemented as operations without side effects, e.g., when evaluating $C \leftarrow A \cup B$ the binary trees that describe the RSPs representing the sets $A$ and $B$ are unchanged after evaluation of the union. When it is known beforehand that one or more of the argument sets of the union operator are no longer used after the union has been determined, we can obtain a significant reduction in the number of memory operations (allocation, de-allocation, and duplication) by moving the pointers to their root nodes around rather than duplicating sub-trees. This approach will modify the RSPs representing $A$ and/or $B$, which is not an issue if they are no longer used.


### 7-3 Topics for future research

The following paragraphs introduce a number of topics that can potentially improve efficiency or applicability of the synthesis algorithm, but that at this time have not been sufficiently researched.

The interval arithmetic operations and interval extensions used in this thesis do not retain the dependency between the arguments and outputs of a function evaluation (see Section 2-3-1). This together with the wrapping effect (see Section 2-3-2) are the main causes of the overestimation in interval calculations. By using higher-order methods like Affine Arithmetic [7, 49], which aims to retain first-order relations between the input argument(s) and the results of operations we can reduce both the effects of the loss of dependency and the wrapping effect. The wrapping effect is reduced since the joint range of two or more affine forms is a zonotope rather than a box as is the case with two or more intervals. Methods that (aim to) retain even higher-order relations also exist [31] [30], but their implementation and evaluation is significantly more complex than that of affine arithmetic while the expected efficiency gains obtained by their use are unlikely to be as significant as those obtained by using affine arithmetic rather than interval arithmetic.

Obtaining computational and spatial complexity measures that are representative for practical usage scenarios of the synthesis algorithm is a topic that has not been investigated. The computational and spatial complexity of the various algorithms used in the synthesis method is $O(2^n)$. But the complexity that is observed when running the synthesis algorithm for the benchmark problems is noticeably lower. There are a number of methods for obtaining (approximate) complexity characterisations for practical cases like smoothed analysis [48] and it might be worthwhile to apply them to the various algorithms used in the synthesis method.

The use of Bernstein polynomials [26] for creating improved interval extensions is also a topic worth investigating further. A number of different papers have used Bernstein polynomials (some in combination with Taylor polynomials) as an alternative to conventional interval extensions and reported improved performance of the resulting algorithms [10, 13, 37, 1].

Binary trees (representing regular sub-pavings) are the basic data structure used in the synthesis algorithm. These binary trees together with the data stored within their nodes is responsible for the bulk of the memory used by the synthesis algorithm. Currently these binary trees are implemented as nodes with pointers to their child nodes. The advantage of this representation is that it is straightforward to implement and use but it has as disadvantage that its spatial complexity can be prohibitive. The spatial complexity of the binary trees can be reduced by using more succinct representations (see for example [36]) at the cost of an increased complexity of the data structures and computational complexity of their use.

---

9 A zonotope is a centre-symmetric convex polytope, i.e., a convex polytope that is symmetric around some point.
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Glossary

List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>IA</td>
<td>Interval Arithmetic</td>
</tr>
<tr>
<td>RSP</td>
<td>Regular Sub-Paving</td>
</tr>
<tr>
<td>SIVIA</td>
<td>Set Inversion Via Interval Analysis</td>
</tr>
</tbody>
</table>

List of Symbols

\((X, \Phi)_k\) \hspace{1cm} Joint range of the states and controller parameters that can reach the target states in \(N - k\) time steps

\([a, b]\) \hspace{1cm} Closed real-valued interval: \(\{x \in \mathbb{R} \mid a \leq x \leq b\}\)

\([f]\) \hspace{1cm} Interval extension of the real-valued function \(f\)

\([f]^*\) \hspace{1cm} Interval-range of the real-valued function \(f\)

\([V]\) \hspace{1cm} Interval-valued approximation of \(V\)

\(\mathbb{IR}\) \hspace{1cm} Set of real-valued intervals

\(\mathbb{IR}^*\) \hspace{1cm} Set of extended-intervals

\(\mathbb{R}\) \hspace{1cm} Set of reals

\(\mathbb{Z}\) \hspace{1cm} Set of integers

\(\mathcal{RSP}(X)\) \hspace{1cm} Set of all RSPs of box \(X\)

\(\overline{X}\) \hspace{1cm} Upper bound of interval \(X\)

\(\phi\) \hspace{1cm} Parameter vector

\(\Phi(x)\) \hspace{1cm} Parameter function, returns the parameter vector associated with state \(x\)

\(\Phi^*_k\) \hspace{1cm} Controller parameters associated with \(X^*_k\)

\(\pi_x(Z)\) \hspace{1cm} Projection of \(Z\) onto the state-space

\(\pi_\Phi(Z)\) \hspace{1cm} Projection of \(Z\) onto the parameter-space

\(\sqcup\) \hspace{1cm} Interval union operator
\(X\) Lower bound of interval \(X\)
\(A^c\) Complement of set \(A\)
\(f\) A function (typically the system dynamics)
\(f^{(i)}(x)\) The \(i\)th derivative of function \(f\) with respect to \(x\)
\(f_g\) Parametrised system dynamics
\(g\) Parametrised controller
\(h\) Inequality constraints
\(h_g\) Parametrised inequality constraints
\(J\) Cost function
\(J_{ug}\) Parametrised control action dependent part of \(J\)
\(J_u\) Control action dependent part of \(J\)
\(J_x\) State dependent part of \(J\)
\(m(X)\) Midpoint of interval \(X\): \(m(X) = \frac{1}{2}(X + X)\)
\(N\) Time step at which the set of target states is reached
\(V(x)\) Cost-to-go for state \(x\)
\(V^*_k\) Cost-to-go associated with \(X^*_k\)
\(w(X)\) Width of interval \(X\): \(w(X) = X - X\)
\(X^*_k\) Coverage of the state space by the controller at time step \(k\)
\(X^c\) The complement of set \(X\)
\(X_k\) Set of states that can reach the set of target states in \(N - k\) time steps
\(\text{NaN}\) Not a Number