Cooperative biexciton generation and destructive interference in coupled quantum dots using adiabatic rapid passage
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We report numerical simulations of biexciton generation in coupled quantum dots (CQDs) placed in a static electric field and excited by a chirped laser pulse. Our simulations explicitly account for exciton-phonon interactions at finite temperature using a non-Markovian quantum jump approach to solve the excitonic dynamics. In the case of noninteracting quantum dots, the biexciton generation is severely limited by the biexciton binding energy. We demonstrate that the application of an axial electric field along the CQDs can yield a favorable excitonic level alignment that compensates for the biexciton binding energy and yields an optimum biexciton generation. On the contrary, well-defined values of the electric field lead to destructive quantum interference that completely inhibits the biexciton generation. We therefore demonstrate here the potential of chirped pulse excitations of CQDs for high-efficiency biexciton generation but also for the control of unique optoelectronic properties of complex quantum systems.
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I. INTRODUCTION

The robust generation of high-quality biexcitons in semiconductor quantum dots (QDs) is of prime importance for the development of quantum information as their radiative decay can be used as a source of entangled photon pairs [1,2]. An ideal biexciton generation can in principle be achieved using Rabi oscillations [3–5]. However, the final biexciton population obtained via this simple scheme depends strongly on the intensity and duration of the laser pulse and is therefore not robust against experimental parameters. To overcome this difficulty, it has recently been proposed to use adiabatic rapid passage (ARP) techniques [6] to obtain a robust control of the final exciton [7–12] or biexciton [13–16] population of isolated QDs at finite temperature.

These studies have, however, shown that the efficiency of biexciton generation is severely limited by the biexciton binding energy [14,16], noted δ in the following, which can range between a few and a few tens of meV, depending on the nature and size of the QD [17–19]. Due to the binding energy of the biexciton, the central frequency of the laser pulse, usually set at half the biexciton energy, is off-resonant with the transition to the first excited state of the QD. As a consequence of this detuning, intense laser pulses are needed to obtain a significant population of the biexcitonic state even for a biexciton binding energy of only a few meV [14]. Several solutions have been devised to circumvent this issue. It is possible, for example, to benefit from phonon-induced dephasing [16] or to use a two-color ARP scheme [14] to compensate for the effect of δ. However, these elegant solutions come with inherent experimental complications, such as the necessity to use two distinct frequency swept laser pulses [14].

While the chirped pulse excitation of isolated QDs have been intensively studied, little is known about the efficiency of such process for coupled quantum dots (CQDs) [20,21]. The energy levels and mutual electronic and excitonic couplings between the dots can be finely tuned by engineering their structure and by carefully controlling the interdot distance [22–25]. The possibility to apply an electric field along the dimer [26,27] using an external gate voltage adds a supplementary means to control these energy levels [28–31]. Such electronic structure manipulation by an external field has already been employed to generate well-defined entangled states [32,33] or for the realization of conditional logic [34] using CQDs.

In this paper, we study the biexciton generation in CQDs placed in a static electric field and excited by a chirped laser pulse. Different theoretical approaches have been developed to account for exciton-phonon (ex-ph) interactions during the ARP excitation of isolated QDs [35–37]. Most of these approaches are based on the propagation of the density matrix of the system under consideration using the Born-Markov approximation [9] or correlation expansion techniques [14]. The computational cost of these techniques scales quadratically with the system size, which might be prohibitive to study large quantum systems. In the work presented here, the simulation of the excitonic dynamics is performed using the recently developed non-Markovian quantum jump (NMQJ) approach [38] combined with a Chebyshev expansion of the evolution operator [39].

The NMQJ approach is based on a non-Hermitian deterministic propagation of the wave function interrupted by stochastic quantum jumps [40,41]. Consequently the NMQJ does not require the propagation of the density matrix of the system and might therefore be more appropriate than Liouville-space approaches to study the dynamics of large open quantum systems. However, its computational efficiency should be similar to density matrix propagation techniques for small systems due to the extra numerical effort required to perform the quantum jumps. In contrast with many density matrix propagation techniques [9], the NMQJ approach avoids the Markov approximation [41,42]. As a consequence, the time-dependent relaxation rates used in the NMQJ approach depend not only on the instantaneous energies of the system,
but also on their entire evolution from the starting point of the dynamics [42]. The NMQJ is, however, an intrinsically
umerical approach and is therefore unable to provide on
its own analytic solutions such as the ones developed in Ref. [13]. It has, however, been shown that the NMQJ approach
converges to the exact solution of the master equation in
selected cases [41]. Besides, unlike real-time path-integral
approaches [43], the NMQJ cannot account for an arbitrary
multiphonon process as only the second-order exciton-phonon
interaction terms are kept in the master equation. Despite
the significant differences outlined above, these different
techniques should, however, lead to comparable results for
the systems studied in this paper.

In this paper, we first study the case of an isolated QD to
validate our numerical approach. In agreement with previous
studies [14], we observe a significant degradation of the
biexciton generation with the biexciton binding energy. We
therefore neglect any variations of the interdot couplings induced by the phonon modes of the crystal. Under this assumption, the exciton-phonon interaction Hamiltonian reads [42]
\[
\mathcal{H}_{SB} = \sum_{q} \sum_{\alpha} (g_{q} b_{q} + g_{q}^{*} b_{q}^{\dagger}).
\]

In Eq. (6), the operators $S_{n}$ are diagonal matrices defined by [42]
\[
S_{n} = \eta_{n} |n\rangle \langle n|,
\]
where $\eta_{n}$ is equal to the number of excitons in the local state $|n\rangle$ [14]. In Eq. (6), $g_{q}$ is the interaction strength with the $q$th
mode of the bath, and $b_{q}$ ($b_{q}^{\dagger}$) creates (destroys) a phonon
in the $q$th mode. Finally, the phonon Hamiltonian is defined by [44]
\[
\mathcal{H}_{B} = \sum_{q} \hbar \omega_{q} b_{q}^{\dagger} b_{q}.
\]

Using the Hamiltonian described above, one can show that
the second-order time-convolutionless master equation
governing the dynamics can be written as [41,42,44]
\[
\frac{d}{dt} \rho_{S}(t) = -\frac{i}{\hbar} [\mathcal{H}_{S}(t), \rho_{S}(t)]
+ \sum_{\alpha,\beta} \gamma_{\alpha\beta}(t) A_{\alpha\beta}(t) \rho_{S}(t) A_{\alpha\beta}^{\dagger}(t)
- \frac{1}{2} \sum_{\alpha,\beta} \gamma_{\alpha\beta}(t) \{ A_{\alpha\beta}^{\dagger}(t) A_{\alpha\beta}(t), \rho_{S}(t) \},
\]
where $\rho_{S}(t)$ is the reduced density matrix on the excitonic
states, and where the operators
\[
A_{\alpha\beta}(t) = s_{\alpha\beta}(t)|\Psi_{\alpha}(t)\rangle \langle \Psi_{\beta}(t)|
\]

passage is achieved using a linearly chirped Gaussian pulse [6]:
\[
\Omega(t) = \frac{\Theta}{\sqrt{2\pi} \Omega_{1} \tau} \exp\left(-\frac{t^{2}}{\tau^{2}}\right) \exp(-i\omega_{0} t - i\alpha t^{2}),
\]
where $\Theta$ is the pulse area, i.e., the square root of the pulse
intensity, and $\omega_{0}$ is the central frequency of the laser pulse.
Experimentally, such a pulse can be created by passing a
transform-limited pulse through a Gaussian chirp filter that
introduces a quadratic phase $\alpha$. The chirp filter modifies the
pulse length, which becomes $\tau = (\alpha^{2}/\tau_{0}^{2} + \tau_{0}^{2})^{1/2}$ and
introduces a chirp rate $\alpha = \alpha/(\alpha^{2} + \tau_{0}^{2})^{1/2}$ [11]. The Hamiltonian
of the driven system is given by
\[
\mathcal{H}_{S} = \mathcal{H}_{0} + \mathcal{H}_{C}(t).
\]

The eigenstates of $\mathcal{H}_{S}$ are referred to as the dressed states and
can be expressed in the local basis as
\[
|\Psi_{\alpha}(t)\rangle = \sum_{m} c_{m,n}(t)|m\rangle.
\]

As demonstrated in previous publications [8,14], the time
evolution of the dressed states is of key importance for the
comprehension of the dephasing and energy relaxation observed during the ARP excitation of QDs.

In the following, we assume that the exciton-phonon
interactions principally lead to fluctuations in the QD energy
levels [42]. We consequently neglect any variations of the
interdot couplings induced by the phonon modes of the
crystal. Under this assumption, the exciton-phonon interaction
Hamiltonian reads [42]
\[
\mathcal{H}_{SB} = \sum_{n=1}^{N_{S}} S_{n} \otimes \sum_{q} (g_{q} b_{q} + g_{q}^{*} b_{q}^{\dagger}).
\]
describe the exciton-phonon interactions [44]. A detailed derivation of this equation can be found in Ref. [42]. Based on the Born approximation, Eq. (9) is limited to weak system-bath interaction and does not account for multiphonon processes. In Eq. (10), the coefficients \( s_{ab}(t) \) come from the development of the operators \( S_n \), introduced in Eq. (6), on the time-dependent basis formed by the instantaneous dressed states [42]:

\[
 s_{ab}(t) = \sum_{n=1}^{N_{\text{c}}} \eta_n c_{a,n}(t) c_{b,n}^*(t). 
\]  

Contrary to the Markovian limit, the decay rates, \( \gamma_{ab}(t) \), present in Eq. (9) are time-dependent here and can take positive and negative values. The time intervals where a given decay rate takes negative values are characteristic of non-Markovian memory effects [41]. For finite temperature, these decay rates can be expressed as [42]

\[
 \gamma_{ab}(t) = \int_0^t d\tau \int_0^{\infty} dv J(v) n(v) \cos[\omega_{ab}(\tau) + v\tau]
 + J(v)(n(v) + 1) \cos[\omega_{ab}(\tau) - v\tau],
\]

where \( J(v) \) is the spectral density of the bath modes, \( n(v) \) is the bosonic distribution function, and \( \omega_{ab}(\tau) \) is the energy difference between the dressed states \( |\Psi_{a}(t)\rangle \) and \( |\Psi_{b}(t)\rangle \). These energy differences here are explicitly time-dependent due to the interaction between the QDs and the laser field.

Following the NMQJ approach, the master equation (9) is solved following a statistical approach using an ensemble of \( N_{\text{real}} \) realizations of the system state vector. In the following, we use an ensemble size of \( N_{\text{real}} = 10^5 \). At any time of the simulation, the reduced density matrix, \( \rho_S(t) \), can be obtained by averaging over the state vector ensemble [38]:

\[
 \rho_S(t) = \frac{N_0(t)}{N_{\text{real}}} |\Psi_0(t)\rangle \langle \Psi_0(t)| + \sum_{a=1}^{N_{\text{c}}} \frac{N_a(t)}{N_{\text{real}}} |\Psi_a(t)\rangle \langle \Psi_a(t)|.
\]

In this equation, the state \( |\Psi_0(t)\rangle \) is the propagated initial state of the dynamics [41]. Its initial weight in the ensemble is consequently \( N_0(t = 0) = N_{\text{real}} \). The remaining states in the ensemble, i.e., \( |\Psi_a(t)\rangle \) with \( a = 1, N_c \), correspond to the instantaneous dressed states. During each time step, \( \Delta t \), of the dynamics, \( |\Psi_0(t)\rangle \) evolves in a deterministic fashion and the weights \( N_i(t) \) with \( i = 0 \rightarrow N_c \) are modified according to a well-defined conserving stochastic process [38].

The deterministic evolution of \( |\Psi_0(t)\rangle \) is driven by a non-Hermitian Monte Carlo effective Hamiltonian [40]:

\[
 H_{\text{eff}}(t) = H_S(t) - i \frac{\hbar}{2} \sum_{a,\beta} \gamma_{a,\beta}(t) A_{a,\beta}^+(t) A_{a,\beta}(t).
\]

As a consequence of the explicit time dependence in \( H_{\text{eff}}(t) \), the first-order expansion of the evolution operator usually used in the NMQJ implementation [41,42] is not suitable here to propagate the wave function. Instead, the evolution operator is expanded in a Chebyshev series [39]:

\[
 |\Psi_0(t + \Delta t)\rangle = \sum_{i=0}^{N_c} a_i \phi_i(-i\bar{H}_{\text{eff}} \Delta t) |\Psi_0(t)\rangle,
\]

where \( a_i \) are the expansion coefficients and \( \phi_i \) are the complex Chebyshev polynomials defined by their recurrence relation [39]. A total of \( N_c = 50 \) polynomials were used in the expansion, and a time increment of \( \Delta t = 10 \) fs was set to solve the dynamics. The accuracy of the dynamics obtained with Eq. (15) was checked for selected cases using an iterative time-ordering Chebyshev (ITOC) expansion [45,46]. This highly accurate approach adds a supplementary iterative loop to the Chebyshev expansion (15) to account for the time-ordering operator [45]. As a consequence of this additional loop, the error propagated during the dynamics using the ITOC expansion can be brought to machine precision even for intense laser pulses and large time increments. No significant differences were observed between the dynamics obtained via these two numerical approaches. This confirms the adequacy of the Chebyshev expansion given in Eq. (15) to solve the dynamics of the systems studied here. Finally, let us mention that due to the diagonal non-Hermitian part in the Hamiltonian (14), a normalization of \( |\Psi_0(t)\rangle \) is required at the end of each time step [40,41].

The stochastic process governing the evolution of the statistical weights \( N_a(t) \) during each time step depends on the values of the decay rates \( \gamma_{ab}(t) \) [38]. If \( \gamma_{ab}(t) \) is positive, the jump operator \( A_{a,\beta}(t) \) can transfer ensemble members from any propagated state, \( |\Psi_a(t)\rangle \), to the target state of the jump operator: \( |\Psi_b(t)\rangle \). The probability of such a jump, referred to as a Markovian jump, is given by [41]

\[
 P_{k,\alpha\beta}(t) = \gamma_{\alpha\beta}(t) \rho_{k,\alpha\beta}(t) \Delta t
\]

with \( \rho_{k,\alpha\beta}(t) = \langle \Psi_k(t) | A_{\alpha,\beta}^+(t) A_{\alpha,\beta}(t) | \Psi_b(t) \rangle \). Therefore, the jump probability depends on the overlap \( \langle \Psi_k | \Psi_b \rangle \). This overlap is non-null only for \( k = \beta \) or for \( k,\beta = 0 \) as \( |\Psi_0(t)\rangle \) is a superposition of the \( N_S \) dressed states.

If the rate \( \gamma_{ab}(t) \) is negative, a so-called non-Markovian jump occurs and the direction of the jump is reversed [38]. Therefore, ensemble members that had previously been transferred to state \( |\Psi_a(t)\rangle \) by a Markovian jump can be transferred back to \( |\Psi_a(t)\rangle \) during a non-Markovian jump. The probability of such jump is given by [41]

\[
 \overline{P}_{k,\alpha\beta}(t) = \frac{N_a(t)}{N_k(t)} \gamma_{\alpha\beta}(t) \rho_{k,\alpha\beta}(t) \Delta t.
\]

If during the time interval \( \Delta t \), \( z \) ensemble members are transferred from \( |\Psi_a(t)\rangle \) to \( |\Psi_b(t)\rangle \) by a Markovian or non-Markovian jump, the statistical weights are modified according to \( N_a(t + \Delta t) = N_a(t) \pm z \). Following the original MCWF approach, the number of transferred states is determined by a Monte Carlo process using the jump probability (16) or (17) for Markovian and non-Markovian jumps, respectively. As clearly explained in Ref. [41], the master equation (9) does not ensure that the density matrix remains positive during the dynamics. This violation of the density matrix positivity occurs when \( \gamma_{ab}(t) < 0 \) and simultaneously \( N_a(t) = 0 \). The detection of such an event is straightforward, and nonphysical evolution can be easily identified. However, such a violation of the positivity of the density matrix was not observed for the set of parameters used in this paper.
III. BIOEXCITON GENERATION IN ISOLATED QUANTUM DOTS

To validate the theoretical framework described above, we have calculated the biexciton generation obtained via ARP on a single QD. Recent articles have tackled this issue and underlined the impact of the biexciton binding energy on the final biexciton population [13,14]. In the following, we label the local excited states as $|e⟩$, where $e$ and $h$ are the number of excited electrons and holes in the QD, respectively. The isolated QD studied here is consequently modeled by its ground state |0⟩, its singly excited state |1⟩, and its biexcitonic state |2⟩. The energy of the single excitonic state is labeled $E_{1X}$ and the energy of the biexcitonic state is given by

$$E_{1X} = 2E_{1X} - \delta,$$

where $\delta$ is the biexciton binding energy. Experimental results have shown that $\delta$ significantly varies depending on the nature and the size of the QD. The biexciton binding energy can therefore range from about 3 meV for InGaAs/GaAs QDs up to 27 meV for CdS/ZnS QDs [19]. Setting the laser frequency at half the biexciton energy, $2h\omega_0 = E_{1X}$, and using the rotating wave approximation (RWA), the total Hamiltonian of the QD interacting with a linearly polarized laser pulse can be written as [14]

$$H_S = \begin{pmatrix}
\Delta & \Omega/2 & 0 \\
\Omega/2 & \delta/2 & \Omega/2 \\
0 & \Omega/2 & -\Delta
\end{pmatrix},$$

where $\Delta = 2\alpha t$. In this Hamiltonian, the first, second, and third states represent the ground state |0⟩, the singly excited state |1⟩, and the biexcitonic state |2⟩ states, respectively. The dipole moments of the two transitions |0⟩|1⟩ and |1⟩|1⟩ were assumed to be identical. According to Eq. (6), only two relaxation operators model the ex-ph interactions: $S_1 = |1⟩⟨1|X|1⟩$ and $S_2 = 2|2⟩⟨2|X$. As seen in Eq. (12), the exciton-phonon interactions enter the description of the time-dependent dynamics via the spectral density $J(\omega)$. With the small energy differences considered here, the interaction of the exciton with the acoustic phonon is dominant [8]. The phonon spectral density is therefore well approximated by the super-Ohmic distribution [47]:

$$J(\omega) = \Lambda \omega^3 e^{-\omega^2/\omega_c^2},$$

where $\Lambda$ represents the exciton-phonon coupling constant and $\omega_c$ is the high-energy frequency cutoff. Previous estimations of the exciton-phonon interaction strength have shown that $\Lambda = 0.022$ ps$^{-1}$ for GaAs QDs [11]. The frequency cutoff of the bath spectral density depends on the size of the QD. We set here $\omega_c = 0.72$ meV, which corresponds to a QD of 5 nm in diameter [48].

Using these parameters, we have calculated the final biexciton population, denoted $P_2/X$, obtained for different values of the pulse area $\Theta$ and chirp parameter $\alpha$. The results of these calculations are shown in Fig. 1. Different values of the biexciton binding energy were considered. A temperature of $T = 4$ K and an initial pulse duration of $t_0 = 2$ ps were set during the calculations. The results shown in Fig. 1 are almost identical to those reported by Glässl et al. [14], where a real-time path-integral approach was used to solve the excitonic dynamics [43]. However, discrepancies appear between our results and those reported in Ref. [14] for large values of the pulse area ($\Theta > 6\pi$) and small negative values of the chirp parameter $-20 < \alpha < 0$. These differences are due to the different ex-ph coupling strength and frequency cutoff of the phonon modes considered in both cases.

As seen in Fig. 1, the pulse area threshold required to obtain an optimum biexciton generation increases with biexciton binding energy. In the ideal case in which $\delta = 0$, a pulse area of $\Theta_{th} = 2\pi$ is sufficient to obtain a optimum population on $|2⟩$. However, for $\delta = 10$ meV, this threshold increases to $\Theta_{th} = 10\pi$, which corresponds to a pulse 25 times more intense than for $\delta = 0$. Additionally, for $\delta = 10$ meV and $\Theta = 2\pi$, a negligible final biexciton population is obtained. This demonstrates the difficulty in obtaining an efficient biexciton generation using low-intensity pulses for quantum dots presenting a strong biexciton binding energy.

IV. BIOEXCITON GENERATION IN COUPLED QUANTUM DOTS

To improve the biexciton generation for QDs presenting large values of $\delta$, we study in this section the chirped pulse excitation of two neighboring QDs that are coupled with each other [22]. The two QDs are referred in the following as top ($T$) and bottom ($B$), and they are separated by a distance $R$. This distance can be precisely controlled by tuning the growth conditions of the dots [24], which is fixed to $R = 8.4$ nm in the following. Additionally, an external electric field, denoted $F$ in the following, can be applied to the dimer of QDs when the latter is placed in an $n$-i Schottky...
barrier [26,27]. This static external electric field can be used to shift the energy of selected excitonic states of the CQDs, which leads to a rich pattern of level anticrossings in its absorption spectrum [28].

We consider in the following all the 14 excited states of the CQDs up to two excitations. As in the preceding section, these states are labeled \( |\ell_n^{\alpha \beta} X \rangle \), where \( e_T (e_F) \) and \( h_T (h_F) \) are the number of excited electrons and holes in the top (bottom) QD, respectively. Our model consequently encompasses two localized excitons \( |00^{10} X \rangle \) and \( |01^{10} X \rangle \) and two indirect excitons \( |01^{10} X \rangle \) and \( |00^{10} X \rangle \). Similarly, several biexcitonic states are present in the model: two localized biexcitons \( |02^{10} X \rangle \) and \( |02^{10} X \rangle \), one segregated biexciton \( |11^{10} X \rangle \), two indirect biexcitons \( |01^{10} X \rangle \) and \( |10^{10} X \rangle \), and a set of trionic-like states, \( |01^{11} X \rangle , |10^{11} X \rangle , |11^{10} X \rangle \), and \( |11^{11} X \rangle \).

In the following, we aim to optimize the final biexciton population obtained on the top QD, i.e., the population of \( |02^{10} X \rangle \). The choice of the QD is of course arbitrary. We first present the model Hamiltonian describing the excitonic levels of the coupled QDs. We then explore the optical spectrum of the CQDs and study the efficiency of the biexciton generation obtained via ARP excitation.

A. Energy levels and mutual couplings in CQDs

An accurate determination of the exciton and biexciton energies of coupled InGaAs QDs has recently been derived from atomistic empirical pseudopotential calculations [49,50]. A description of these energies using a simple configuration-interaction approach can be found in the Appendix. Following the tight-binding parametrization developed in Ref. [49], we fix the excitation energy of the top QD to \( E_{10X} = 1.587 \) eV. The energy of the bottom QD can be precisely controlled experimentally by tuning its chemical or structural parameter [24,25,49]. As reported in Ref. [24], we consider a detuning of 10 meV between the two QDs and fix \( E_{00X} = 1.597 \) eV.

Due to the intrinsic charge-transfer character of the indirect excitons, the energies of \( |00^{10} X \rangle \) and \( |01^{10} X \rangle \) depend strongly on the value of the static electric field, \( F \) [31]. These energies are given by

\[
E_{00X}(F) = E_{00X}^{0} - eFR,
\]

(21)

\[
E_{01X}(F) = E_{01X}^{0} + eFR.
\]

(22)

Following [49], the zero-field energies of these indirect excitons were set to \( E_{00X}^{0} = E_{01}^{0} = 1.609 \) eV [49]. As mentioned above, our model contains a total of nine excitonic states. The energies of the localized biexcitons, \( |02^{10} X \rangle \) and \( |02^{10} X \rangle \), are affected by the biexciton binding energy \( \delta \):

\[
E_{20X} = 2E_{01X} - \delta,
\]

(23)

\[
E_{02X} = 2E_{01X} - \delta.
\]

(24)

Following [50], the energy of the segregated biexciton, \( |11^{10} X \rangle \), is set to \( E_{11X} = E_{10X}^{0} + E_{01X} + 6 \) meV. Similarly to the indirect single excitons, the trion-like states experience a Stark shift induced by \( F \). Their energies are, therefore, given by

\[
E_{01X}(F) = E_{01X}^{0} - eFR,
\]

(25)

\[
E_{02X}(F) = E_{02X}^{0} + eFR,
\]

(26)

\[
E_{10X}(F) = E_{10X}^{0} + eFR,
\]

(27)

\[
E_{11X}(F) = E_{11X}^{0} - eFR.
\]

(28)

As shown in the Appendix, the zero-field energies of these states are set here to \( E_{11X}^{0} = E_{10X}^{0} = E_{20X} + 33 \) meV and \( E_{02X}(0) = E_{01X}(0) = E_{02X} + 23 \) meV. Finally, the energies of the indirect biexcitonic states are set to \( E_{20X} = E_{02X} = E_{11X} + 74 \) meV.

The excitonic and biexcitonic states described above interact with each other either via the electron or hole tunneling matrix elements, denoted \( t_e \) and \( t_h \), respectively, or via a Förster excitonic coupling, denoted \( V_F \) [31,49]. The values of these different couplings depend strongly on the distance \( R \) between the two dots [49,51]. With a distance of \( R = 8.4 \) nm, the values of these couplings are set to \( t_e = 5.1 \) meV, \( t_h = 0.4 \) meV, and \( V_F = 0.08 \) meV [31,49]. The different couplings between the different excitons and biexcitons are straightforward to determine and are therefore not explicitly described here.

Due to these mutual interactions, the excitons and biexcitons formed delocalized excitonic and biexcitonic states. These noninteracting diagonal states are denoted \( |X_n \rangle \) and \( |B_m \rangle \), respectively, and they can be expressed as

\[
|X_n \rangle = \sum_{ab,cd} \chi_{ab,cd}^{(n)} |ab \rangle |cd \rangle X \rangle,
\]

(29)

\[
|B_m \rangle = \sum_{ab,cd} \beta_{ab,cd}^{(m)} |ab \rangle |cd \rangle X \rangle.
\]

(30)

Four of these states are of particular importance in the following. The states \( |00^{10} X \rangle \) and \( |01^{10} X \rangle \) are coupled by the tunneling matrix element \( t_e \). Due to the strong value of \( t_e \) considered here, these two states can be mixed in two delocalized excitonic states, referred to as \( |X_0 \rangle \) and \( |X_1 \rangle \) in the following, if the energies \( E_{00X} \) and \( E_{01X} \) are brought in near-resonance by the electric field. The states \( |02^{10} X \rangle \) and \( |11^{10} X \rangle \) interact also via \( t_e \). Therefore, an important mixing of these two states in two delocalized biexcitonic states, denoted \( |B_0 \rangle \) and \( |B_1 \rangle \) in the following, can occur if the energies \( E_{20X} \) and \( E_{11X} \) are brought in near resonance by the electric field. As demonstrated in the following, the energetic variations of these four delocalized excitonic states induced by the axial electric field can be used to compensate for the effect of the biexciton binding energy.

B. Optical spectrum of the CQDs

The variation of the CQDs absorption spectrum with \( F \) is shown in Fig. 2. This absorption spectrum was calculated from
the averaged ground-state population of the CQDs [52]:

\[ A = 1 - \int_0^\infty dt |\langle 0 | e^{-i H_S(t)} | 0 \rangle|^2, \]

where \( H_S(t) \) refers to the Hamiltonian of the CQDs in interaction with a broad square laser pulse. The spectrum shown in Fig. 2 was calculated for \( k = 5 \) meV and continuous values of \( F \) ranging between \( \pm 80 \) kV/cm. Each resonance observed in this figure corresponds to the excitation of a particular diagonal excitonic state \(|X_n\rangle\) or biexcitonic state \(|B_n\rangle\). The former case occurs when \( \hbar \omega_l = E_X \). This is the case, for example, for the excitation of \(|X_0\rangle\) and \(|X_1\rangle\), which are marked by black plain and dashed lines, respectively, in Fig. 2. As seen in this figure, a level anticrossing between these two states appears for \( F = 26.19 \) kV/cm. The energies of \(|X_0\rangle\) and \(|X_1\rangle\), denoted \( E_{X_0} \) and \( E_{X_1} \), are consequently shifted up and down when approaching the anticrossing. Due to the large value of \( \tau_e \), \( E_{X_0} \) and \( E_{X_1} \) can be up to 10 meV below and above \( E_{\text{rest}} \), while remaining optically active.

The resonances induced by a two-photon excitation of a particular biexcitonic state, \(|B_n\rangle\), occurs when \( 2\hbar \omega_l = E_{B_n} \). This is the case, for example, for the resonances marked by red plain and dashed lines in Fig. 2. These resonances correspond to the two-photon excitation of \(|B_0\rangle\) and \(|B_1\rangle\), respectively. As seen in Fig. 2, the energy of \(|X_0\rangle\) is exactly half the energy of \(|B_0\rangle\) for \( F = 20.52 \) kV/cm. Therefore, by setting the laser central frequency to \( 2\hbar \omega_l = E_{B_0} \), one obtains

\[ E_{X_0} = E_{B_0} - E_{X_0} = \hbar \omega_l, \]

i.e., the central laser frequency is resonant with the \(|0\rangle \rightarrow |X_0\rangle\) transition and also with the \(|X_0\rangle \rightarrow |B_0\rangle\) transition. Let us stress once again that the diagonal biexciton state, \(|B_0\rangle\), is not fully localized on \(|^{20}_{20}X\rangle\) and is mixed (principally) with \(|^{11}_{10}X\rangle\). However, for the values of \( F \) reported in the following, a negligible mixing between these two states is obtained and \(|B_0\rangle\) is localized at more than 80% on \(|^{20}_{20}X\rangle\), i.e., \(|\beta^{(0)}_{20,20}\rangle > 0.90\) in Eq. (30).

### C. ARP excitation of CQDs

The total Hamiltonian of the CQDs in interaction with the laser pulse can be written as

\[
H_S = \sum_{n=1,4} (\xi_{X_n} - \Delta) |X_n\rangle \langle X_n| + \sum_{m=1,9} (\xi_{B_m} - 2\Delta) |B_m\rangle \langle B_m| + \sum_{n=1,4} (\Omega_{X_n,0} |X_n\rangle \langle 0| + H.c) + \sum_{m=1,9,n=1,4} (\Omega_{B_m,X_n} |B_m\rangle \langle X_n| + H.c) \tag{33}
\]

with \( \Delta = 2\alpha t \) and where \( \Omega_{X,Y} \) is the laser-induced coupling between the states \( X \) and \( Y \) of the CQDs. In Eq. (33), \( \xi_{X_n} = E_{X_n} - \hbar \omega_l \) and \( \xi_{B_m} = E_{B_m} - 2\hbar \omega_l \) are the detuning between the central laser frequency and the diagonal excitonic and biexcitonic energies, respectively.

According to Eq. (6), there are a total of 13 relaxation operators here modeling the ex-ph interactions. These operators are defined in the local basis by

\[
S_{abcd} = \sum_{a,b,c,d} \eta_{a,b,c,d} |ab\rangle \langle cd| \langle X_b | Y_{cd} X_a | X_b \rangle.
\tag{34}
\]

where \( \eta_{a,b,c,d} \) is the number of excitons in the state \(|{^{ab}_{cd}}X\rangle\). We therefore assume that all the excitons (biexcitons) interact with the same strength with the phonon modes regardless of the location of the electron(s) and hole(s) in the CQDs. An evaluation of these different ex-ph couplings could be performed using the deformation and piezoelectric fields of the material considered. These delicate calculations are, however, outside the scope of this paper.

This approximation is motivated here by the difficulty to precisely determine the relative ex-ph coupling strength for all the different states.

The Hamiltonian described above was used to simulate the excitation of CQDs by a chirped laser pulse and extract the final biexciton population on \(|B_0\rangle\). The variations of this final biexciton population, denoted \( P_f(B_0) \), with the pulse area \( \Theta_0 \) and the chirp parameter \( \alpha \) are shown in Fig. 3. Four different cases are presented, each one corresponding to a given combination of values for \( \delta \) and \( F \) that leads to \( 2E_{X_0} = E_{B_0} \). A temperature of \( T = 4 \) K was set during the calculations with a pulse duration of \( \tau_0 = 2 \) ps. We limit the analysis to values of \( \alpha \) ranging between \( \pm 20 \) ps\(^{-2}\). As seen in Fig. 3, the resulting variations of the final biexciton population are very similar to those obtained for an isolated quantum dot with \( \delta = 0 \) [see Fig. 1(a)]. In each case, an optimum population transfer to \(|B_0\rangle\) is obtained for \( \alpha = 20 \) ps\(^{-2}\) with a threshold pulse area of only \( \Theta_{th} \approx 2\pi \).
The results shown in Fig. 3 demonstrate the possibility to optimize the biexciton generation in the top QD by engineering the interactions between the two dots. This cooperative effect between the two QDs leads to a significant improvement of biexciton generation when using a low-intensity laser pulse in materials presenting an important biexciton binding energy. However, the maximum value of \( \delta \) that can be compensated is intrinsically limited by the magnitude of the electronic coupling \( \Gamma \), with \( \delta_{\text{max}} \simeq 2\Gamma \).

The time evolution of the dressed states energies obtained for \( \delta = 5 \) meV, \( \Theta = 2\pi \), and \( \alpha = 20 \) ps\(^{-2} \) are represented for different values of \( F \) in Fig. 4. The right column shows the corresponding variations of the biexciton generation with \( \Theta \) and \( \alpha \). As already explained above, an optimum biexciton generation is obtained for \( \delta = 5 \) meV and \( F = 20.52 \) kV/cm. The corresponding time evolution of the dressed state energies is shown in Fig. 4(c). Long before and after the pulse, it is possible to identify the dressed states with the ground state \( |0\rangle \), the diagonal singly excited state \( |X_0\rangle \), and the final biexcitonic state \( |B_0\rangle \). The other dressed states have energies that are far above those three and have therefore a negligible impact on the dynamics. For \( F = 20.52 \) kV/cm, a single anticrossing between the relevant dressed states is obtained at \( t = 0 \). The splitting of this central anticrossing is large enough, even for \( \Theta = 2\pi \), to ensure the adiabaticity of the dynamics and therefore to enable a robust biexciton generation. The asymmetry observed in Fig. 4(d) between positive and negative values of \( \alpha \) is due to the different dressed states adiabatically followed during the dynamics [14]. For \( \alpha > 0 \), the dynamics follows the lowest dressed state and is therefore not strongly perturbed by the ex-ph interactions. On the contrary, for \( \alpha < 0 \) the dynamics follows the highest dressed state and is therefore more sensitive to phonon-induced dephasing [14].

As seen in Figs. 4(a) and 4(e), modifying the value of \( F \) principally shifts the energy of \( |X_0\rangle \) and results in the creation of multiple anticrossings between the different dressed states. These anticrossings are too narrow for the adiabaticity condition to be respected, which lessens the quality of the biexciton generation. As a consequence, the pulse area threshold required to obtain an optimum biexciton generation increases.

To evaluate the stability of the effect described above, we have calculated the variations of \( \mathcal{P}_f(B_0) \) for values of \( F \) ranging between 0 and 40 kV/cm. The results of these calculations are shown in Fig. 5. All the calculations were performed with \( \delta = 5 \) meV, \( T = 4 \) K, and for different values of \( \Theta \). In each case, a value of \( F = 20.52 \) kV/cm significantly improves the biexciton generation. This improvement of the biexciton generation is stable toward small fluctuations of the external electric field as a final biexciton population superior to 0.8 is obtained for values of \( F \) ranging between 20 and 22 kV/cm.

As seen in Fig. 5, a value of the electric field of \( F = 31 \) kV/cm completely inhibits the biexciton generation even for large values of \( \Theta \). This total cancellation of the biexciton generation is due to destructive quantum interference between the different optical pathways available between the ground state and final biexciton state. The signature of such interference has been observed in a broad range of situations, such as the electronic transmission of molecular junctions [53,54].
and quantum dots [55], the fission of singlet excited states in molecular crystals [56], or the charge propagation through organic molecules [57,58]. In the CQDs studied here, the four diagonal excitonic states, |Xn⟩, act as intermediate states during the excitation of the CQD from its ground state to the biexcitonic state |Bθ⟩. In the limit where all the excitonic states are off-resonant with the central laser frequency, destructive interference between the different pathways is obtained when [53,54] \( \sum_{n=1}^{4} \frac{1}{\pi} \langle X_n | \mu \rangle \langle X_n | \mu | B_\theta \rangle = 0 \). As can be seen in Fig. 5, the biexciton generation can be switched ON or OFF, with a large ON/OFF ratio, by simply tuning the value of the electric field.

Finally, Fig. 6 shows the effect of the temperature on the biexciton generation for the CQDs and the isolated QD. In both cases, a biexciton binding energy of \( \delta = 5 \) meV was considered. The value of the electric field along the CQDs was tuned to \( F = 20.52 \) kV/cm to obtain an optimum biexciton generation. As seen in Fig. 6, the efficiency of the biexciton generation decreases with the temperature. Hence, if \( \Theta = 2\pi \) for \( T = 4 \) K, at \( T = 20 \) K the final biexciton population reaches only 0.6 and drops to 0.4 at \( T = 80 \) K. Figure 6 also reveals that the biexciton population behaves nonmonotonically with the pulse area. For values of \( \Theta > 2\pi \), the biexciton population initially decreases, only to increase again after \( \Theta = 4\pi \). Similar variations of the final biexciton population have been reported for isolated QDs [14], and they are due to the resonance character of the ex-ph coupling [59]. Consequently, the increase and decrease of the final biexciton population depend strongly on the interplay between the phonon spectral density and the envelope of the laser pulse.

Figure 6 also shows the impact of temperature on the biexciton generation in a single quantum dot with \( \delta = 5 \) meV. As mentioned above, the threshold pulse area needed to obtain a maximum biexciton population is much larger here than for the CQDs. Hence a pulse area of \( \Theta = 8\pi \) is required to obtain a maximum biexciton generation. Note, however, that for \( T = 80 \) K, the final biexciton population saturates at 0.5. Consequently, at high temperature and large pulse area, the biexciton generation is more efficient in an isolated QD than in CQDs, as only one single excited states is then involved in the excitonic dynamics.

V. CONCLUSION

In this paper, we presented numerical results of the chirped pulse excitation of an isolated quantum dot and a quantum dot dimer. These simulations were based on a non-Markovian quantum jump approach to account for the charge-phonon interactions combined with a Chebyshev expansion of the evolution operator. The results obtained with this numerical approach on isolated quantum dots are in good agreement with previously reported results. As already reported in the literature, the efficiency of the biexciton generation decreases significantly with the biexciton binding energy. Consequently, intense laser pulses are required to obtain an efficient biexciton generation in isolated quantum dots presenting a biexciton binding energy of a few meV.

We have then studied the excitation of two coupled QDs placed in an external static electric field and excited by a chirped laser pulse. The absorption spectrum of this system reveals the presence of different level anticrossings resulting from the mixing of its excitonic and biexcitonic states. We have demonstrated here that the value of the electric field can be tuned to compensate for the effect of the biexciton binding energy during the ARP excitation of the CQDs. Consequently, for well-defined values of the electric field, a resonant two-photon absorption to a diagonal biexcitonic state can be obtained. Our results show that the excitation obtained in this situation is similar to the one obtained for an isolated QD with a null biexciton binding energy. Hence a very efficient biexciton generation can be obtained using low-intensity pulses even for biexciton binding energies of a few tens of meV.

Our calculations have also demonstrated the possibility to tune the electric field in order to obtain destructive quantum interference during the chirped pulse excitation of the CQDs. When such interference occurs, the biexciton generation is totally inhibited and the final biexciton generation drops to zero even for large values of the pulse area. As a consequence, the biexciton generation can be easily turned ON or OFF by precisely tuning the value of the electric field along the CQDs. The large ON/OFF ratio obtained with this approach might be important for a future experimental verification of the results presented here. While it represents a significant
experimental challenge, the utilization of chirped laser pulses on CQDs provides a unique solution to probe and control the optoelectronic properties of complex multilevel quantum systems.

APPENDIX: CONFIGURATION INTERACTION ENERGIES OF THE EXCITON AND BIEXCITON STATES

Following Refs. [49,50], we express the energy of the different biexciton states as a configuration expansion including the single-particle energies of electrons, $\epsilon_e^T/B$, and holes, $\epsilon_h^T/B$, on the top (T) and bottom (B) quantum dot, and the different Coulomb integrals. The energy of the localized excitons reads

$$E_{10}^{10} = \epsilon_e^T - \epsilon_h^T - J_{eh},$$

$$E_{01}^{10} = \epsilon_e^B - \epsilon_h^B - J_{eh},$$

where $J_{eh}$ is the Coulomb integral between an electron and a hole localized on the same QD. We assign here a positive value to all the Coulomb integrals and adjust their respective signs in the CI expansion. We also assume that all the Coulomb integrals in the top and bottom QD are identical. The zero-field energy of the indirect excitons reads

$$E_{01}^{01} = \epsilon_e^B - \epsilon_h^B - J_{eh}^x,$$

$$E_{11}^{01} = \epsilon_e^T - \epsilon_h^T - J_{eh}^x,$$

where $J_{eh}^x$ is the Coulomb integral between an electron and a hole localized on two different QDs. The energy of the segregated biexciton state is given by

$$E_{11}^{11} = E_{01}^{10} + E_{01}^{10} + J_{ee}^x + J_{hh}^x - 2J_{eh}^x,$$

where $J_{ee}^x$ is the Coulomb integral between two electrons (holes) localized on the same QDs. Similarly, $J_{hh}^x$ is the electron-hole Coulomb integral between an electron and a hole localized on two different QDs. The zero-field energies of the trion-like states are given by

$$E_{01}^{02} = E_{01}^{10} + E_{01}^{10} - J_{eh} - J_{eh}^x + J_{ee} + J_{hh},$$

$$E_{10}^{01} = E_{01}^{02} + E_{01}^{02} - J_{eh} - J_{eh}^x + J_{ee} + J_{hh},$$

$$E_{11}^{01} = E_{01}^{02} + E_{01}^{02} - J_{eh} - J_{eh}^x + J_{ee} + J_{hh},$$

following Refs. [49,50] and assuming a static detuning of 10 meV between the exciton energies of the two QDs. This detuning that originates here is a 5 meV shift of the single-particle electron and hole energy between the top and bottom QD. All the parameters used to evaluate the excitonic and biexciton energies are given in Table I.

<table>
<thead>
<tr>
<th>$\epsilon_e^T$</th>
<th>$\epsilon_e^B$</th>
<th>$\epsilon_h^T$</th>
<th>$\epsilon_h^B$</th>
<th>$J_{eh}$</th>
<th>$J_{eh}^x$</th>
<th>$J_{ee}^x$</th>
<th>$J_{hh}^x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.458 eV</td>
<td>1.463 eV</td>
<td>-0.156 eV</td>
<td>-0.161 eV</td>
<td>27 meV</td>
<td>10 meV</td>
<td>14 meV</td>
<td>12 meV</td>
</tr>
</tbody>
</table>

### Table I. Single-particle electron and hole energies and Coulomb integrals used to evaluate the exciton and biexciton energies of the CQDs.


[52] Following [31], the absorption spectrum is calculated via the average ground-state population: \( A = \frac{1}{t_{\infty}} \int_0^{t_{\infty}} dt' |\langle 0 | e^{-i \omega t'} | 0 \rangle|^2 \), where \( t_{\infty} \) is set to be long enough to capture several amplitude oscillations of the time-dependent dynamics. To simulate the continuous excitation of the system by a broad square laser pulse, \( \Omega(t) \) is set to \( \Omega(t) = \Omega_0 e^{-i \omega t} \) with the pulse amplitude set to \( \Omega_0 = 10 \mu eV \) in our calculations.