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Unstructured Orthogonal Meshes for Modeling Coastal
and Ocean Flows

Olga Sergeevna Kleptsova

Abstract

I n this thesis a z−layer unstructured C-grid finite volume hydrostatic
model is presented. An efficient and highly scalable implicit technique
for the solution of the free surface equation is combined with an Eulerian

approach for the advection of momentum. A consistent velocity reconstruc-
tion procedure which not only satisfies the continuity law but also guarantees
the discrete kinetic energy conservation is presented. It is shown that an ac-
curate velocity reconstruction procedure is of crucial importance not only for
discretization of the Coriolis term, but also for the correct advection of mo-
mentum, especially in the multilayer case. Unlike other z−layer models the
method presented here ensures that the staircase representation of bathymetry
and free surface has no influence on the vertical structure of the flow. The
method is therefore guaranteed to be strictly momentum conservative, also in
the layers containing the free surface and bed.

A number of test cases are presented to show that the model is able to accu-
rately simulate Coriolis dominated flows and flooding and drying processes
both in the depth-averaged case and in the presence of multiple z−layers. A
simulation of the 2004 Indian Ocean tsunami is used to evaluate the ability of
the method to simulate fast propagating tsunami waves and detailed inundation
processes. Results obtained using two different rupture models are compared
to the tide gauge arrival times, satellite altimetry data and the inundation ob-
servations in the Banda Aceh area. The comparison is used not only to assess
the quality of the underlying rupture models but also to determine the value of
the available data sources for such an assessment.

Preliminary results of the unstructured grid fine resolution tidal model the
southern North Sea including the Rhine-Scheldt Delta region are presented.
The model is able to correctly reproduce the essential characteristics of the
M2 tide, as well as of the most important nonlinear shallow water overtides
M4 or M6. The simulated velocity field was used to evaluate the Simpson-
Hunter stratification parameter, the variability of frontal positions due to tidal
advection and spring-neap adjustment.
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Olga Sergeevna Kleptsova
Samenvatting

I n dit proefschrift wordt een ongestructureerd C-type grid, eindige-
volume, hydrostatisch model met z-lagen gepresenteerd. Een efficinte
en zeer schaalbare, impliciete techniek voor het oplossen van de vrije

wateroppervlak vergelijking wordt gecombineerd met een Euleriaanse aan-
pak voor het transport van impuls. Een consistente snelheidsreconstructie
procedure wordt gepresenteerd die niet alleen aan de continuteitsvergelijking
voldoet, maar ook aan discreet energiebehoud. Aangetoond wordt dat een
nauwkeurige snelheidsreconstructie cruciaal is voor zowel de Coriolis term
als het juiste transport van impuls, vooral in het geval van meerdere lagen.
De methode in dit proefschrift verzekert, in tegenstelling tot andere z-lagen
modellen, dat een trapsgewijze representatie van de bathymetrie en het vrije
wateroppervlak geen invloed heeft op de verticale structuur van de stroming.
De methode gegarandeerd daarom strikt impuls behoud, ook in de lagen die
het vrij wateroppervlak en de bodem bevatten.

Een aantal testgevallen toont aan dat het model in staat is om nauwkeurig
Coriolis gedomineerde stromingen en overstromingen en droogvallen te mod-
elleren, zowel in het diepte-gemiddelde geval, als in de aanwezigheid van
meerdere z-lagen. Een simulatie van de tsunami in de Indische Oceaan van
2004 is gebruikt om te evalueren of de methode in staat is om snel voort-
plantende golven en gedetailleerde inundatie te simuleren. Resultaten met
twee verschillende breukmodellen worden vergeleken met gemeten peilschaal
aankomsttijden, satelliet hoogtedata en inundatie observaties in het Banda
Aceh gebied. Deze vergelijking wordt niet alleen gebruikt om de kwaliteit
van de onderliggende breukmodellen te beoordelen, maar ook om de waarde
van dergelijke beschikbare bronnen in te schatten.

Voorlopige resultaten van het ongestructureerde fijn-grid getij model van de
zuidelijke Noordzee, inclusief de Rijn-Schelde Delta gebied, worden gepre-
senteerd. Het model is in staat om de essentile eigenschappen van het M2 getij
correct te reproduceren, alsmede de meest belangrijke niet-lineaire ondiepwa-
ter hoger harmonischen M4 en M6. Het gesimuleerde snelheidsveld is gebruikt
om de Simpson-Hunter stratificatie parameter, de variabiliteit van de frontale
posities ten gevolge van getij-transport en spring-doodtij variaties te bepalen.
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1
Introduction

T o accurately model processes in the coastal ocean, and in particular
to simulate flows in the shallow near shore region, including flooding
and drying problems, it is important to employ a high resolution grid.

By using unstructured grids it is possible to achieve highly variable resolution
in complex geometries and thus to resolve accurately particular regions of in-
terest, while modeling other regions at an acceptable cost. Staggered mesh
methods are attractive in incompressible fluid dynamics since they do not dis-
play spurious pressure modes, allow the exact satisfaction of the continuity
equation and are shown to have a number of local conservation properties.
While many staggering schemes are possible, the so called C-grid staggering
is of particular interest.

In a staggered C-grid the velocity points are placed at the mid-points of the
cell edges and the pressure or elevation points are located at the cell centers.
It is worth noting that the cell centers do not necessarily coincide with the
polygon geometric centers. A number of oceanographic models using the C-
grid staggering have been recently developed. These models all discretize the
continuity equation in a finite-volume manner, but differ in the way velocity
is calculated. Models by Walters and Casulli (2001); Miglio et al. (1999);
Hanert et al. (2009) use a finite-element approach, whereas Casulli and Wal-
ters (2000); Casulli and Zanolli (2002) discretize the momentum equation in
a finite-difference manner. Each of the methods has it own advantages and
disadvantages. The finite-difference schemes are in general more efficient, but
they require a careful treatment of the Coriolis term. Depending on the place-
ment of the pressure variables finite-difference models may also have signif-
icant restrictions on the grid. A detailed comparison of the finite-difference
and finite-elements methods can be found in Walters et al. (2009); Hanert et al.
(2003).

1



2 CHAPTER 1. INTRODUCTION

Both the structured and unstructured finite-difference C-grid based models
solve for the cell normal velocities. The full velocity vector which is required
in the calculation of the momentum advection and Coriolis terms needs to be
interpolated from the surrounding cell normal values. The tangential velocity
reconstruction is not an obvious task for either structured or unstructured grids.
Espelid et al. (2000) showed for structured grids that an improper discretiza-
tion of the Coriolis term can become an infinite source of energy, especially
in the case of variable bottom topography. For unstructured grids the problem
was explored by for example, Perot (2000); Ham et al. (2007); Kleptsova et al.
(2009). It was shown that the interpolation should be consistent and ensure
no energy production due to the Coriolis term. The latter requirement is ful-
filled if the velocity reconstruction is such that the matrix of the semi-discrete
system of equations is skew-symmetric. This is a necessary, but not sufficient
condition for model stability.

A mesh obtained by the standard Delaunay procedure for which all circumcen-
ters are within the triangles is called orthogonal. Although generation of the
unstructured orthogonal meshes requires much more effort than the generation
of other meshes, they have some attractive properties. Since the interval join-
ing two adjacent column centers is parallel to the normal of the face between
those water columns, the pressure gradient on such a grid can be discretized
in a straightforward manner with a central difference scheme as it is done in
Casulli and Walters (2000).

In the non-orthogonal case, a larger stencil is required to calculate the projec-
tion of the discretized pressure gradient onto the column side normal, see for
example Wenneker et al. (2002); Ham et al. (2005). However, as shown in
Ham et al. (2007), a scheme in which the pressure gradient stencil is expanded
to cover more surface elevation points, is neither conservative nor uniformly
dissipative in any L2 norm. It is therefore possible the scheme will exhibit
growing modes given suitable initial conditions and sufficiently long time in-
tegration. Besides that it is not possible to create a Coriolis discretization with
the proper skew symmetric properties for a centroid based scheme except on
a regular grid where the centroid and circumcenter are at the same location,
Ham et al. (2007).

In finite-elements models such as those by Walters and Casulli (2001); Miglio
et al. (1999) treatment of the Coriolis term falls out naturally using a standard
finite element approximation. Here to compute the Coriolis term the set of
basis functions is modified rather than the nodal values. Note also that the
reconstruction by Perot (2000) used in a number of finite-difference models



3

is, in fact, identical to the approximation by a polynomial from the lowest or-
der Raviart-Thomas space. The RT0 scheme by Miglio et al. (1999) uses a
circumcentre based approach and results in a scheme similar to Delfin, Ham
et al. (2005). The approach requires an orthogonal grid and therefore is sub-
ject to the same grid restriction as the finite-difference models. The scheme
by Walters and Casulli (2001) has no grid restrictions, but it is slightly less
accurate. The finite-element approach of Hanert et al. (2009) also has a simple
solution for the Coriolis term, but it results in a full velocity matrix which can
be computationally expensive.

Here a new version of the unstructured staggered C-grid model, Delfin, is pre-
sented. It was originally developed by Ham et al. (2005) and adopts the mixed
finite difference, finite volume, orthogonal C-grid approach by Casulli and
Walters (2000). The model is able to accurately simulate Coriolis dominated
flows, as well as flooding and drying processes. A proper velocity reconstruc-
tion procedure is central to both of these problems. Reconstruction of velocity
is also of crucial importance for development of 3D models.

The unstructured finite volume scheme of Casulli and Walters (2000) uses a
semi-Lagrangian approach for discretization of the advection term. Originally
this approach was also adopted in Delfin, Ham et al. (2005). The main advan-
tage of such a scheme is its stability at any flow Courant number (Cr = u∆t

∆x ).
However, a Courant number large enough to benefit from the semi-Lagrangian
approach may not be attainable since most real life applications have low Cr
in the majority of the domain and the CFL constraints (CFL =

√
gh∆t

∆x )
of the discrete continuity equation. Besides that, most implementations of the
semi-Lagrangian advection scheme do not provide conservation of momentum
which is required for accurate simulation of flooding and drying phenomena.
Due to a particular interest in accurately simulating flows in the shallow near
shore region, including flooding and drying problems, an Eulerian advection
scheme which is guaranteed to be momentum conservative has been chosen.
The method developed in Kleptsova et al. (2010) is used, which is a generaliza-
tion of the advection scheme by Kramer and Stelling (2008) for the multilayer
case.

While in the two-dimensional case conservation of momentum is achieved au-
tomatically for the Eulerian advection scheme, special attention is required
to the discretization of the momentum equation in the presence of multiple
z−layers. It is common practice to vary only the thickness of the top and bot-
tom layers to represent the free surface and bathymetry variation. The thick-
ness of the internal layers which do not contain the free surface and bed are
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kept constant. The heights of the faces for these layers are usually defined
to be equal to the heights of the layers, thus replicating the flat bed case. In
Kleptsova et al. (2010) it is shown that this can generate a staircase problem
which leads to inaccurate solutions and may erroneously introduce vertical
structure in the flow, yield stability and conservation problems. To solve this
problem a local layer remapping procedure is proposed. The remapping pro-
cedure also deals with the case of an uneven number of layers adjacent to a
column side, thus allowing one to simulate flooding and drying phenomena in
a z−layer three-dimensional model. This is particularly useful for simulation
of vertical mixing, thermal and density stratification associated with the tidal
motion and exchange between inland freshwater systems and coastal seas, as
well as studies of sedimentation processes associated with tsunami inundation.

1.1 Structure of the thesis

Chapter 2 introduces the shallow water equations and the core structures of
the discretization including the mesh structure and variable placement. Next a
general description of the model is given.

In Chapter 3 a spatial discretization of the Coriolis term is considered. A tan-
gential velocity reconstruction procedure for the depth-averaged shallow water
equations by Ham et al. (2007) is compared with an unstructured grid variant
of the reconstruction by Espelid et al. (2000). Both the schemes are shown
to distort the Coriolis term in the case of variable bottom topography, while
being theoretically energy conserving. Next a reconstruction which correctly
accounts for bathymetry variations is proposed. The velocity reconstruction
procedure is further generalized for the multiple layer case.

In Chapter 4 the discretization of the advection term is addressed. The Eulerian
advection scheme proposed by Perot (2000) is compared with the scheme by
Kramer and Stelling (2008). The latter scheme was shown to give better results
for dam break type problems. The scheme by Kramer and Stelling (2008) is
generalized for the multilayer case.

Chapter 5 is concerned with the discretization of the momentum equation in
the presence of multiple z−layers. A layer remapping procedure is proposed
to ensure that the staircase representation of bathymetry and free surface has
no influence on the vertical structure of the flow.

In Chapter 6 and Chapter 7 Delfin is applied to two real life problems. Chap-
ter 6 presents preliminary results of the unstructured grid fine resolution tidal
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model of the southern North Sea, including the Rhine-Scheldt Delta region.
It is shown that the model is able to correctly reproduce the essential charac-
teristics of the M2 tide. The simulated velocity field is used to evaluate the
Simpson-Hunter stratification criterion.

In Chapter 7 a simulation of 2004 Indian Ocean tsunami is used to evaluate the
ability of the method to simulate fast propagating tsunami waves and detailed
inundation processes. Results obtained using two different rupture models are
compared to the tide gauge arrival times, satellite altimetry data and the inun-
dation observations in the Banda Aceh area. The comparison is used not only
to assess the quality of the underlying rupture models, but also to determine
the value of the available data sources for such an assessment.





2
General model description

Note. The content of this chapter is based on the the following paper:
Kleptsova et al. (2012), On a momentum conservative z-layer unstructured

C-grid ocean model with flooding

2.1 Equations of motion

Large scale coastal flows may be modeled using the shallow water equations,
a well known simplification of the Navier-Stokes equations. To derive the
shallow water equation it is assumed that

• Vertical accelerations are small compared with gravity, that is the pres-
sure is considered to be hydrostatic (∂p∂z = −ρg).

• Density differences are considered to be small compared to the reference
density ρ0 and, hence, the density may be assumed to be constant except
in the pressure gradient term.

Let d be any unit vector in the horizontal plane and let ud = u · d. Then the
shallow water equations may be written as follows:

∇ · u = 0 (2.1)

Dud
Dt

=

 1

ρ0
∇xy

η∫
z

ρgdz

 · d
+∇xy · νh∇xyud +

∂

∂z
νv
∂ud
∂z

+ (2Ω× u) · d

(2.2)

7
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where Ω = [0, 0, 0.5f ] is the Earth’s rotation vector, νh and νv are the hori-
zontal and vertical turbulence viscosities. Here

D

Dt
=

∂

∂t
+ u · ∇ (2.3)

is the Lagrangian or material derivative with∇ being the gradient operator. In
the case when a two dimensional field is encountered, a subscript xy is used to
indicate the two dimensional gradient operator∇xy.
The equations (2.1)-(2.2) are to be solved for the velocity u and the free surface
elevation η. The density field is determined by an equation of state ρ = ρ(S, T )
in terms of the salinity S and temperature T. The transport equations for tem-
perature and salinity are given by

∂S

∂t
+∇ · (uS) = ∇xy(γh∇xyS) +

∂

∂z
(γv

∂S

∂z
) (2.4)

∂T

∂t
+∇ · (uT ) = ∇xy(κh∇xyS) +

∂

∂z
(κv

∂T

∂z
), (2.5)

where the horizontal and vertical turbulent mass and thermal diffusivities are
denoted as γh, γv, κh and κv respectively.

Currently the effects of density differences are not considered, so the density
cancels out of the pressure gradient term. In common with similar models
(Casulli and Walters (2000); Baptista et al. (2005)) the horizontal mixing is
disregarded. Therefore, the equations actually solved by Delfin are:

∇ · u = 0 (2.6)

∂ud
∂t

+ u · ∇ud + g∇xyη · d +
∂

∂z
νv
∂ud
∂z
− f(u · d⊥) = 0 (2.7)

where d⊥ is the vector orthogonal to d.

The Equation (2.7) shows that the momentum equation is rotationally invariant
and it is possible to solve for horizontal momentum components in any basis
vectors directions rather then x and y. The vertical velocity can be obtained
from the continuity equation, Equation (2.6).

2.1.1 Kinematic boundary conditions at the free surface and bed

Assuming bottom impermeability, the normal component of the velocity at the
sea bed must vanish. Given that the surface elevation η and the bottom height
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b are suitably smooth functions of position in the horizontal plane, this can
expressed by the following kinematic conditions:

Dη

Dt
=
∂η

∂t
+ uxy · ∇xyη = w at z = η (2.8)

Db

Dt
= uxy · ∇xyb = w at z = b (2.9)

Additionally the bed is assumed to be stationary in time.

2.1.2 Bottom stress

The friction with bed is represented with a quadratic dependence on velocity:

νv
∂ub
∂t

= Cd||ub||ub (2.10)

where ub is the horizontal fluid velocity at the cell nearest to bed. The dimen-
sionless bottom drag coefficient either specified as a constant or calculated
from a given bottom roughness length z0 as

Cd =

 κ

ln

(
zb + z0

z0

)


2

(2.11)

where zb is the distance from the bed to the point at which ub is computed;
κ = 0.4 is the von Karman constant.

2.1.3 The depth integrated continuity equation

The kinematic boundary conditions (2.9)-(2.8) may be used in combination
with the continuity equation integrated over the water column to produce the
following expression for the free surface:

∂η

∂t
+

∂

∂x
[

η∫
b

udz] +
∂

∂y
[

η∫
b

vdz] = 0 (2.12)

To do this the divergence of the velocity is integrated over z using the Leibniz
integral rule in its divergence operator form.



10 CHAPTER 2. GENERAL MODEL DESCRIPTION

2.2 The unstructured grid

In order to achieve accurate results in the coastal region it is important to em-
ploy a high resolution grid. Using a grid with a small grid size for a large
domain is, however, computationally inefficient. Therefore it is necessary to
vary the grid resolution in space to be able to resolve accurately a particular
regions of interest while modeling other regions at acceptable cost. Some grid
variation is possible using curvilinear structured grids. However by using un-
structured grids it is possible to achieve highly variable resolution in complex
geometries.

(a) (b)

Figure 2.1: Structured (a) and orthogonal unstructured (b) C-grids. The normal fluxes
(squares) are calculated at the mid-points of the cell edges and the pressure or elevation
points are located at the cell centers (circles).

Here orthogonal unstructured C-grids, as introduced in the paper by Casulli
and Walters (2000) are considered. Figure 2.1 shows both a structured C-grid
and an orthogonal unstructured C-grid. The similarity between both grids is
apparent: within each polygon a point (cell center) is identified in such a way
that the segment joining the centers of two adjacent polygons (thin blue lines
in Figure 2.1) and the side shared by the two polygons, have a non-empty in-
tersection and are orthogonal to each other. The normal fluxes are calculated
at the mid-points of the cell edges and the pressure or elevation points are
located at the cell centers. It is worth noting that the cell centers do not nec-
essarily coincide with the polygon geometric centers. For the grids shown in
Figure 2.1 the cell centers are equivalent to the centers of the circumscribed
circle (circumcenters) which are known to be the point of intersection of the
perpendicular bisectors of the sides. However, unless all of the angles in a tri-
angle are acute, its circumcenter will lie outside outside the triangle. Besides
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that, a small distance between the circumcenters of the neighboring cells, as in
case of the two nearly right angled triangles sharing hypotenuse, can result in
an almost infinitely large Courant number.

Figure 2.2: Slice through a domain showing the regular grid structure in the vertical
and the partial cells at the bed and free surface.

In order to obtain accurate horizontal velocity resolution prismatic elements
are used. First a two-dimensional grid is generated for the domain. This grid
defines a set of water columns stretching from the free surface down to the bed.
Each water column is then divided into a series of cells. This is implemented
as a z−level scheme, although other vertical discretisations are in principle
possible Pietrzak et al. (2002). Figure 2.2 shows a slice through part of a mesh
demonstrating the vertical structure.

Figure 2.2 also shows the representation of the bed and free surface. Move-
ment of the free surface may cause the number of z−layers in a water column
to change resulting in the addition or subtraction of cells at the free surface.
At the bed, the exact bathymetry at the water column center is used to spec-
ify the bed elevation for the column, which almost always results in a partial
cell at the bottom of the water column. This partial cell representation reduces
the extent to which a variable bathymetry is represented as a staircase. In this
grid structure the scalar and momentum elevation points are aligned vertically.
This allows for the efficient evaluation of the pressure gradient term and en-
ables a partial decoupling of the momentum and continuity equations which
has advantageous scaling properties.

Notations used to refer to the data associated with water columns and column
sides, are summarized in Table 2.1. Definitions of faces require a little ex-
planation. The column side f shown in Figure 2.3 has two adjacent columns
cL and cR with water depths hL and hR and respectively. Bottom height of
the column side is defined as maximum (shallowest) of the adjacent columns
bottom heights, that is bf = bR in our case. Surface elevation on the column
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Table 2.1: Notation for data associated with water columns and column sides.

k Vertical level. The layer of a horizontal face above above level k is k+ 1
2

and the layer below is k − 1
2

zk Height (altitude) of the vertical level k
Ac Cell or water column cross section area
Af Column side area
Af,k Cell face area
lf Length of the edge
nf Cell face or column side normal vector
Nf,c Normal vector at side f which points outward relative to the adjacent

column c
df Orthogonal distance between cirumcenters of the columns sharing the

side f
df,c Orthogonal distance between the side f and the column c circumcenters
δf,c Function defined for each side f and column c such that

δf,c =

{
1 if column c contains side f
0 otherwise

sf,c Function defined for each side f and column c such that

sf,c = δf,c(nf ·Nf,c) =


1 if f ∈ c and nf points outward
−1 if f ∈ c and nf points inward

0 if cell c does not contain face f

b∗ Bed height.
The bed height bf at the face f is defined as the shallowest of the adja-
cent columns bed heights. That is

bf = max(bc1 , bc2)

η∗ Free surface height.
The free surface height ηf at the side f is defined as the upwind water
level.

h∗ Water depth. h∗ = η∗ − b∗
uc,k Velocity vector at the circumcenter of the cell c
uf,k Velocity vector at the center of the face f
uf,k Component of the uf,k vector in the normal direction nf
uc,k± 1

2
Velocity vector at the center of the top (+) and bottom (−) face centers
of the cell ck

uc,k± 1
2

Component of the uc,k± 1
2

vector in the direction normal to the top (+)

and bottom (−) faces of the cell ck. The normal is assumed to point in
the positive z direction.

An asterisk is a wildcard for a member of {f,c}. For temporally variable data,
time step will be indicated with a superscript.
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Figure 2.3: Face height definitions.

side is taken to be the value in the upwind column, that is ηf = ηL in the case
shown in 2.3

As can be seen from Figure 2.3 the column side has adjacent cells located at
five vertical levels, therefore five faces at the column side are defined. Heights
of the faces need to be defined in such a way that their sum is equal to the
height of the column side, that is∑

k

hf,k = hf (2.13)

Heights of the cells adjacent to the column side satisfy the following equality∑
k

max(hL,k, hR,k) = max(ηL, ηR)−min(bL, bR), (2.14)

where heights of the undefined cells in the right column are set to zero. There-
fore, height of the face f on vertical level k can be defined as

hf,k =
hf ∗max(hL,k, hR,k)

max(ηL, ηR)−min(bL, bR)
(2.15)

2.3 Discretisation of the equations

The continuity equation is discretized using a finite volume scheme with a
single triangle as the control volume, while the pressure gradient term is dis-
cretized using a form of finite difference scheme.
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A semi-implicit θ−scheme as the temporal discretisation of the free surface
equation is chosen. The momentum equation is solved for the velocity com-
ponent normal to each cell face. The advection and Coriolis operators are
dealt with explicitly relative to the pressure term. For the time evolution of the
pressure gradient, the same θ−method chosen for the free surface equation is
adopted. The vertical viscosity term is discretized in space in a straightforward
central differencing manner and in time using a fully implicit backward Euler
scheme. A detailed description of the model can be found in Ham et al. (2005).

Thus the following set of discrete equations is obtained:

Acη
n+1
c = Acη

n
c − θ∆t

∑
f

(
sf,clf

∑
k

hnf,ku
n+1
f,k

)
−

(1− θ)∆t
∑
f

(
sf,clf

∑
k

hnf,ku
n
f,k

)
un+1
f,k = unf,k + ∆tanf,k + F (u)nf,k − g∆t(θGn+1

f + (1− θ)Gnf )+

∆t

∆znf,k

νv
f,k+ 1

2

un+1
f,k+1 − u

n+1
f,k

∆zn
f,k+ 1

2

− νv
f,k− 1

2

un+1
f,k − u

n+1
f,k−1

∆zn
f,k− 1

2


(2.16)

The equations for the top and bottom layers may have additional terms inserted
to account for wind stress and bottom friction. The operators a and F are
explicit operators which account for the contribution from the discretisation of
advection and the Coriolis terms respectively, discussed in Chapter 3 and 4.

2.3.1 Pressure gradient term

On an orthogonal grid the interval joining two adjacent column centers is par-
allel to the normal of the face between those water columns. Therefore the
pressure gradient term can be discretized in with a central difference scheme.
The linear operator G for pressure gradient term is defined as:

Gf = sf,c1
ηc1 − ηc2

df
, (2.17)

with c1 and c2 being the two cells sharing the face f.
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2.3.2 Flooding and drying

To implement flooding and drying it is a common practice to mask a column
c as dry if its water depth hc becomes less than a threshold value. Following
Stelling and Duinmeijer (2003) water surface elevation ηf at a column side f
is defined using the first-order upwinding as following

ηf =


ηc1 if sf,c1uf > 0
ηc2 if sf,c2uf < 0
max(ηc1 , ηc2) if uf = 0

(2.18)

The column side f is then masked as dry and the velocity uf at the column side
is set to zero ones the water depth hf = ηf−bf becomes less than a prescribed
threshold value hmin. Thus the water depth used to calculate outgoing fluxes
of a column c is that of the column itself. Therefore, there will nether be a flux
out of a dry column. Stelling and Duinmeijer (2003) show that non-negative
water depth is ensured if:

∆tunf
∆x

≤ 1 (2.19)

This condition is the same as the CFL condition, and, thus, poses no additional
restriction on the time step.

2.3.3 Solution algorithm and matrix structure

u

η

Figure 2.4: The matrix structure of the discrete system. The form of the velocity
submatrix (upper left submatrix) allows the velocity variables to be eliminated from
the free surface equation.
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The choice of explicit and implicit terms ( Casulli and Walters (2000)) results
in the advantageous matrix structure. If a numbering m of the velocity un-
knowns is chosen so that m(f, k + 1) = m(f, k) + 1 then the matrix has the
form shown in Figure 2.4 The upper left quarter of the matrix is block diagonal
and is made up purely of the tridiagonal mass matrices. These matrices can be
inverted using fast direct methods.

The block diagonal structure of the velocity submatrix results directly from the
explicit treatment of the advection and Coriolis terms.



3
Treatment of the Coriolis term on a

C-grid discretisation

Note. The content of this chapter is based on the the following papers:
Kleptsova et al. (2009), On the accurate and stable reconstruction of tangen-
tial velocities in C-grid ocean models.

T he accurate propagation of inertia-gravity waves is an important issue
in any numerical model of large scale geostrophic flows. However, in
developing discretisations suitable for modeling such flows, the pos-

sibility of generating spurious pressure or velocity modes is always an impor-
tant consideration. Arakawa and Lamb (1977) analyzed the representation of
inertia–gravity waves on different grids and showed that C-grid models yield
the most accurate numerical solutions if the Rossby radius is well resolved.
If, however, the radius of deformation is coarsely resolved the C-grid models
demonstrate intolerable level of gridscale noise, existence of which is caused
by the discretization of the Coriolis force.

Both the structured and unstructured C-grid based models solve for the cell
normal velocities, whereas the tangential velocity required in the calculation
of the Coriolis term F (u) is interpolated from the surrounding cell normal
values. In the case of a structured C-grid shown in Figure 3.1 four neighboring
values are typically employed in the averaging procedure

F (u)i,j− 1
2

= fvi,j− 1
2
, F (u)i+ 1

2
,j = −fui+ 1

2
,j

vi,j− 1
2

=
1

4
(vi− 1

2
,j + vi+ 1

2
,j + vi− 1

2
,j−1 + vi+ 1

2
,j−1)

ui+ 1
2
,j =

1

4
(ui,j− 1

2
+ ui,j+ 1

2
+ ui+1,j+ 1

2
+ ui+1,j− 1

2
)

(3.1)

17



18
CHAPTER 3. TREATMENT OF THE CORIOLIS TERM ON A C-GRID

DISCRETISATION

ui,j-1/2

ui,j-3/2

ui,j+1/2

ui-1,j-3/2

ui-1,j-1/2

ui-1,j+1/2 ui+1,j+1/2

ui+1,j-1/2

ui+1,j-3/2

vi+1/2,j-1vi-1/2,j-1vi-3/2,j-1

vi-3/2,j vi-1/2,j vi+1/2,j vi+3/2,j

vi+3/2,j-1

x {

Figure 3.1: Structured grid velocity variable placement.

As shown by Espelid et al. (2000) this simple averaging procedure can lead to
instability in the case of variable bathymetry.

Espelid et al. (2000) studied the linear inertia-gravity wave equations and con-
sidered the eigenvalues of the propagation matrices of the semi-discrete (in
space) partial differential equations:

d

dt

[
u
η

]
= A

[
u
η

]
=

[
F P
C 0

] [
u
η

]
(3.2)

In the case of hyperbolic problems one should only have imaginary eigen-
values, Strang (1988). This property is shared by skew-symmetric matrices
(AT = −A) or matrices similar to skew-symmetric, that is matrices such that
D−1AD is skew-symmetric for some diagonal matrix D. For a structured grid
the system matrix (3.2) is similar to skew-symmetric in the absence of Coriolis
or bathymetry variations.

Consequently Espelid et al. (2000) demonstrated that it is possible to derive
a proper weighting of the Coriolis term which ensures skew-symmetry of the
tangential velocity interpolation matrix as well as the system matrix. This
allows us to derive a stable method which conserves energy both locally and
globally.
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However, in the case of orthogonal unstructured C-grids, Figure 3.2, the tan-
gent velocity interpolation is not an obvious task. A number of reconstruc-
tions of a vector from its components are found in literature, see Bonaventura
and Ringler (2005); Shashkov et al. (1998); Perot (2000). These procedures
assume a piecewise linear velocity field and, thus, are all equivalent to the ap-
proximation by a polynomial from the zero order Raviart-Thomas space, see
Perot et al. (2006). The distinctive feature of the Perot (2000) approach is that
it does not require any a priory knowledge of the polygon type used in the grid.
It allows for mixed grids consisting of any cyclic polygons as used in Casulli
and Walters (2000) type models and, thus, appear somewhat more general in
this respect. The reconstruction procedure can be written in a very compact
form which allows for a much simpler analysis.

3.1 Tangential velocity interpolation in 2D case

As a starting point adopt a velocity reconstruction presented by Perot (2000),
who considered energy conservative discretisations of the 2D Navier-Stokes
equations, in the case of non-rotating flows, with constant depth. The interpo-
lation can be considered as a two stage process: first the full velocity vector
uc in the cell interior is reconstructed out of the normal velocity components
uf of the cell faces. The velocity vector uf at the face center is approximated
as a linear combination of the two neighboring cell velocity vectors uc, see
Figure 3.2. Then this reconstructed full velocity vector is projected back to the
cell faces tangent direction.

For the 2D case the reconstruction by Perot (2000) can be expressed using the
position of the circumcenter as follows:

uc =
∑
f

δf,cdf,c
lf
Ac
ufnf (3.3)

uf =
∑
c

δf,c
df,c
df

uc (3.4)

In order to obtain an energy balance, one multiplies the velocity equation with
lfdfufhf and sums over the edges. Here hf is the water depth at the face f (it
should be consistent with the way in which the continuity equation is solved).
This implies that ∑

f

lfdfhfuf (uf · tf ) (3.5)
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l f2

u f1

u f2

u f3

u f4

df

d f,c1

d f,c2

c2

c1

u f

Figure 3.2: Unstructured grid velocity variable placement and grid notations.

should be zero. The unit face tangent vector tf is defined in such a way that
nf × tf = 1.

However, in the case of variable bottom topography the original 2D Perot re-
construction (3.3)-(3.4) fails to ensure no energy production due to the Coriolis
term. There are two easy ways to modify the 2D Perot reconstruction.

The first way is straightforward and is proposed by Ham et al. (2007). Leave
Equation (3.3) as it is, but modify Equation (3.4) as follows

uc =
∑
f

δf,cdf,c
lf
Ac
ufnf (3.6)

uf =
∑
c

δf,c
df,c
df

hc
hf

uc (3.7)

Here the velocities are additionally weighted with depth, with hc being the
depth at the cell circumcenter. This is referred to as Method 1 hereafter.

The second method that presented here is, in fact, a generalization of the
method proposed by Espelid et al. (2000) for structured C-grids. This is re-
ferred to as Method 2. The essence is to modify both steps of the Perot recon-
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struction in a symmetric way:

uc =
∑
f

δf,cdf,c
lf
√
hf

Ac
√
hc
ufnf (3.8)

uf =
∑
c

δf,c
df,c
df

√
hc√
hf

uc (3.9)

It is worth noting that the new method proposed here, Method 2, is not the
same as the tangential velocity interpolation for unstructured C-grids presented
in Espelid and Berntsen (2007). In Kleptsova et al. (2009) it is shown that their
velocity interpolation does not fulfill a very basic consistency requirement.

If one revisits, the original Perot reconstruction (3.3) is derived for the Navier-
Stokes equations and is essentially based on the following variant of Gauss’
Divergence Theorem (see Perot (2000), Section 5.4 for details):∫

Ω

ωdV +

∫
Ω

r(∇ · ω)dV =

∫
∂Ω

(ω ·N)rdA (3.10)

The equation (3.10) is exact for any volume Ω with piecewise smooth boundary
∂Ω, any continuously differentiable vector field ω and a position vector r =
x−x0 with an arbitrary origin x0. Here N is the outward pointing unit normal
field of the boundary ∂Ω.

To derive the cell velocity interpolation Equation (3.3) the identity (3.10) is
used under the assumption that ∇ · ω = 0 which is nothing else than the
continuity equation for the full velocity vector. However, it is neither valid
for the depth averaged velocity ū nor for

√
hū field. For that reason, both the

reconstructions (3.6)-(3.7) and (3.8)-(3.9) will distort the Coriolis term even
though they preserve skew-symmetry.

In the following section a method which improves the accuracy of the tangen-
tial velocity interpolation is presented. The method is generally applicable for
grids consisting of cyclic polygons.

3.1.1 Depth integrated method

Our aim is to improve the accuracy of the tangential velocity interpolation
to minimize the distortion of the Coriolis term. In order to do this the identity
(3.10) needs to be rewritten in a way that takes into account the depth integrated
continuity equation (2.12).
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The cell is assumed to be a prism with a polygon base Ω2. Integrating the
identity (3.10) over the vertical and using the kinematic boundary conditions
one obtains: ∫

Ω2

(hū) dA =

∫
∂Ω2

r(hū · n)dl +
∂

∂t

∫
Ω2

rη dA (3.11)

Further, local coordinates with the origin in the cell circumcenter are chosen.

hcucAc =
∑
f

(hfuf ·Nf,c)lfrf +
∂ηc
∂t

Acrc (3.12)

where rf and rc are the vectors pointing to the face and cell centers respec-
tively.

Since
rf = xf − xc = sf,cdf,cnf (3.13)

and
uf ·Nf,c = sf,cuf (3.14)

one arrives at the following velocity reconstruction procedure, referred to as
Method 3 hereafter:

uc =
∑
f

δf,cdf,c
lf
Ac

hf
hc
ufnf (3.15)

uf =
∑
c

δf,c
df,c
df

uc (3.16)

Taking the Coriolis energy production sum one can write∑
f

lfdfhfufvf =
∑
c

1

Achc

∑
f

∑
f ′

δf,clfufhf · δf ′,clf ′uf ′hf ′(nf ′ · tf ) =

=
∑
c

1

Achc

∑
f

∑
f ′<f

δf,clfufhf · δf ′,clf ′uf ′hf ′(nf ′ · tf + nf · tf ′) = 0.

The result is zero for the same reason as for the original Perot reconstruction:
if f = f ′, the vectors n and t are orthogonal; in other cases the result is
anti-symmetric since (nf ′ · tf ) = −(nf · tf ′)
It is important to note that the identity (3.10) is valid for any cyclic polygon,
thus the tangential velocity interpolation procedure (3.15)-(3.16) may also be
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used for Cartesian grids. Indeed, for the rectangular grid shown in Figure 3.1
the reconstruction procedure (3.15)-(3.16) reduces to

vi,j− 1
2

=
1

4

[
hi− 1

2
,j

hi,j
vi− 1

2
,j +

hi+ 1
2
,j

hi,j
vi+ 1

2
,j+

hi− 1
2
,j−1

hi,j−1
vi− 1

2
,j−1 +

hi+ 1
2
,j−1

hi,j−1
vi+ 1

2
,j−1

] (3.17)

Note that in equation (3.17) u denotes the velocity component in x direction,
not the velocity component normal to a face.

3.2 Test cases

A number of test cases have been included to highlight the differences arising
from the choice of spatial interpolation.

3.2.1 Kelvin wave test case

The first test case is the flat bed test case described in Ham et al. (2005) and
used to compare the skew symmetric interpolation with one violating this con-
dition. Here it is used to compare the velocity interpolation procedures (3.6)-
(3.16) in the flat bottom case. The initial state chosen was (see Figure 3.3):

η(r, θ) = 0.05e(r−r0)/LD cos θ

uθ(r, θ) = 0.05
√
g/he(r−r0)/LD cos θ

ur(r, θ) = 0

(3.18)

where LD is the Rossby radius, in this case approximately 68km, and r0 =
250km is the basin radius. The basin was given a uniform depth of 5m. Fig-
ure 3.4 shows the grid used.

The shallow water equations with friction and advection terms disregarded
(2.16) were solved using all of the velocity interpolation procedures (3.6)-
(3.16) described above.

The simulations were conducted at a specified latitude of 45◦ North with θ in
(2.16) set to 0.5. Time step of 20 minutes was chosen. All of the simulations
were found to be stable and energy conserving for more than 10 years. The
time evolution of the total system energy is shown in Figure 3.5
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Figure 3.3: The initial surface elevation for the Kelvin wave test case.

Figure 3.4: The mesh used for the Kelvin wave test case. The basin radius is 250km
and the nominal triangle edge length is 14km.
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Figure 3.5: Time evolution (days) of total system energy for Kelvin wave in a circular
basin with uniform depth of 5m. Water depth in continuity equation is constant in
time.
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Figure 3.6: The surface elevation time series for Kelvin wave in a circular basin with
uniform depth of 5m.
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Figure 3.7: Sea surface elevation after 600 (left) and after 1666,6 (right) hours.

As expected all the described tangential velocity reconstruction methods give
identical results in the flat bottom case. The surface elevation time series of
the first few rotations for the extreme East, West, North and South points of
the domain are shown in Figure 3.6. Snapshots of the sea level are shown in
Figure 3.7.

3.2.2 Coriolis tilt test case

Consider a simple test case referred to as the Tilting experiment, for which an
exact geostrophic balance between the Coriolis force and the pressure gradient
should be maintained. It has a simple analytic solution. Figure 3.8 shows the
spatial domain and grid used. The bottom profile is constant in the x direc-
tion and has a cosinusoidal bottom profile in the y direction, see Figure 3.9.
The length of the domain in the x-direction is 500km and the width in the
y-direction is 300km. The grid used has a total of 2970 triangles. At inflow
a constant velocity of u = 0.1 m/s is given. This gives a Rossby number of
0.002. At outflow a linearized Riemann invariant is given by:

u−
√
g

h
η = 0.1 +

√
g

h

fy

g
0.1 (ms−1)

Therefore the steady state solution is given by

u(x, y) = 0.1 (ms−1), v(x, y) = 0 (ms−1), η(x, y) = −fy
g
u (m) (3.19)
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Figure 3.8: The mesh used for the Coriolis tilting test case.
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Figure 3.9: The bathymetry profile used for the Coriolis tilting test case.
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The initial state chosen was η = 0 and u = 0 everywhere except boundaries.
These initial conditions allow us to assess the ability of the model to reproduce
the geostrophic adjustment process.

The simulations were performed at a specified latitude 45◦ North. Here θ =
0.5 and a time step of 30 seconds was chosen. After all the methods have
reached the steady state as a result of the transient wave propapation out of
open boundaries, the surface elevation and velocities computed using different
velocity reconstruction procedures were compared to the analytical solution
(3.19). As before the methods given by (3.6) - (3.16) are referred as Method 1,
Method 2 and Method 3. The surface elevation computed using the Method 3,
as the tangential velocity reconstruction procedure, is shown in Figure 3.10.

Figure 3.10: The numerical solution for the water levels obtained using the tangential
velocity interpolation method (3.15)-(3.16).

As can be seen from Figure 3.11 Method 3 has the best agreement with the
analytical solution in the shallowest part of the domain, whereas in the deep
part of the channel all of the methods are in the good agreement. However, the
difference between the methods becomes apparent if one compares the velocity
norm averaged across the domain shown in Figure 3.12. The velocity norm of
the Method 3 remained constant up to visible precision for the entire duration
of the simulation, about 1500 days. Whereas the Methods 1 and 2 demonstrate
a considerable increase in the velocity norm. Similar behaviour of the system
kinetic energy is observed.

The tilting test case shows us that while a number of choices for the weighting
in the case of variable bathymetry can be made, the optimal one appears to be
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Figure 3.11: Part of computed surface elevation in the cross channel direction com-
pared to the analytical solution.
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Figure 3.12: The time evolution of average velocity norm.
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the Method 3, (Equation (3.15)-(3.16)).

3.3 Tangential velocity interpolation in 3D case

In the previous sections the velocity reconstruction for the depth integrated
continuity equation is considered. Here the velocity reconstruction in the mul-
tiple layer case is considered.

Once again start with the following variant of Gauss’ Divergence Theorem (see
Perot (2000), Section 5.4 for details):∫

Ω

ωdV +

∫
Ω

r(∇ · ω)dV =

∫
∂Ωf

(ω ·N)rdA (3.20)

The equation (3.20) is exact for any volume Ω with piecewise smooth boundary
∂Ω, any continuously differentiable vector field ω and a position vector r =
x−x0 with an arbitrary origin x0. Here N is the outward pointing unit normal
field of the boundary ∂Ω.

Thus using the mean value theorem and noting that

(uf,k ·Nf,c) = sf,cuf,k and (uc,k± 1
2
·Nc,k± 1

2
) = ±uc,k± 1

2
(3.21)

the velocity vector in the interior of a prismatic cell can be interpolated as

Vc,kuc,k =
∑
fk

sf,cAf,kuf,krf,k+

+Ac

(
uc,k+ 1

2
rc,k+ 1

2
− uc,k− 1

2
rc,k− 1

2

) (3.22)

Here the first summation in the right hand side goes over the vertical faces
of the cell, the second summation refers to the contribution from the top and
bottom faces of the cell. The vectors rf,k and rc,i with i = {k ± 1

2} are the
vectors pointing to the respective face centers. The origin of the position vector
is allowed to be the cell center.

As before the velocity vector at the face is approximated as the following linear
combination of the two neighboring cell velocity vectors.

uf,k =
∑
c

δf,c
df,c
df

uc,k (3.23)



3.3. TANGENTIAL VELOCITY INTERPOLATION IN 3D CASE 31

Tangent velocity component is then obtained by projecting the velocity vector
uf,k in the direction tf . That is

(uf,k · tf ) =
∑
ck

δf,c
df,c
df

[∑
f ′k

sf ′,c
Af ′,k
Vc,k

uf ′,k(rf ′,k · tf )+

+
Ac
Vc,k

(
uc,k+ 1

2
(rc,k+ 1

2
· tf )− uc,k− 1

2
(rc,k− 1

2
· tf )

)] (3.24)

Note, that vectors tf tangential to the vertical face of the grid are assumed to
lie in the horizontal plane.

The centers of the vertical rectangular faces are located at the intersection of
diagonals. This point is both the geometric center (centroid) of the rectangle
and the center of the circumscribed circle (circumcenter). There are however
several possibilities for placement of the ”horizontal” faces and cell centers:

• Face centers are located in the respective centroids, cell center is located
half way between the centroids of the top and bottom faces, Figure 3.13.

uf,k N f
.

rf,k

uc,k+1/2 Nc,k+1/2.

rc,k+1/2

uf,k  N    f . 

Figure 3.13: Cell and face centers placement: Face center is located in the respective
centroid (left), cell center is located half way between the centers of the top and bottom
faces (right).

In this case the dot product (rf,k · tf ) is not equal to zero, that is the ve-
locity component normal to a face contributes to the tangential velocity
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component of that face. Thus the skew-symmetry of the system matrix
is not preserved and the numerical scheme will become unstable due to
the Coriolis term.

• Face centers are located in the face circumcenters, cell center is located
half way between the circumcenters of the top and bottom faces. Cir-
cumcenters are assumed to lie inside of the face.

uf,k N f.

rf,k

uc,k+1/2 Nc,k+1/2.

rc,k+1/2

uf,k  N    f . 

Figure 3.14: Cell and face centers placement: Face center is located in the respective
circumcenter (left), cell center is located half way between the circumcenters of the
top and bottom faces (right).

In this case the vectors rf,k and rc,k±1/2 pointing from the cell center to
the centers of the cell faces can be written as

rf,k = sf,cdf,cnf +
hf,k − hc,k

2
z

rc,k± 1
2

= ±
hc,k
2

z

(3.25)

where z = [0, 0, 1] is a unit vector pointing in the positive z−axis direc-
tion.

Since the vectors rc,k±1/2 are strictly vertical, velocity normal to the top
and bottom faces of a cell (whose horizontal components are generally
not zero) does not contribute to the horizontal components uxyc,k of the
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cell velocity vector uc,k. That is with the above definitions uxyc,k can be
written as

uxyc,k =
∑
fk

δf,cdf,c
hf,klf
hc,kAc

uf,knf (3.26)

Observe that in the case of one layer (k = 1) the Equation (3.26) re-
duces to the reconstruction of the depth integrated velocity (3.15)-(3.16)
derived in Kleptsova et al. (2009).

However since the vector rf,k joining the face fk and cell ck centers is
in general not horizontal the velocity component normal to the vertical
faces of a cell contribute to both horizontal and vertical components of
the cell velocity vector uc,k. Therefore, vertical component wc,k of the
cell velocity vector can be written as

wc,k =
1

2
(uc,k+ 1

2
+ uc,k− 1

2
)+

+
∑
fk

sf,cdf,c
hf,k(hf,k − hc,k)lf

2hc,kAc
uf,k

(3.27)

This is the ideal case which guarantees the skew-symmetry of the semi-
discrete system matrix and thus prevents growth of energy due to the
Coriolis term, given a stable time integration scheme.

The requirement that the circumcenters must lie inside of the cells can be
quite restrictive with respect to the class of polygons allowed in the grid
and make the grid generation more complex. Next examine a possibility
to violate the orthogonality conditions, as is done in for example Fringer
et al. (2006). Placement of a face center outside of the face seems quite
irrational, therefore, consider the following possibility

• Face centers are located in the respective centroids, cell center is located
half way between the circumcenters of the top and bottom faces, possi-
bly outside the cell.

In this case the vectors rf,k remain the same as in the previous case (see
Equation (3.25)). The vectors rc,k±1/2 pointing from the cell center to
the centers of the top and bottom faces of the cell can now be expressed
as

rc,k± 1
2

= rcc ±
hc,k
2

z (3.28)
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u f,k N f
.

rf,k uf,k N f.

uc,k+1/2 Nc,k+1/2.

rc,k+1/2

Figure 3.15: Cell and face centers placement: Face center is located in the respective
centroid (left), cell center is located half way between the circumcenters of the top and
bottom faces (right), possibly outside the cell.

where rcc is the horizontal vector pointing from the circumcenter of the
(triangular) base of the cell to its centroid. As can be easily seen in this
case the vectors rc,k±1/2 are not in general vertical. Therefore, unlike the
previous cases, the velocity components normal to the top and bottom
faces of a cell contribute to the velocity components tangential to the
vertical faces. The horizontal components of the cell velocity vectors
can now be expressed as

uxyc,k =
∑
fk

δf,cdf,c
hf,klf
hc,kAc

uf,knf +
1

hc,k
(uc,k+ 1

2
− uc,k− 1

2
)rcc (3.29)

The difference between the velocity components normal to the top and
bottom faces of the cell can be approximated from the continuity equa-
tion ∇ · u = 0 using the Gauss’s divergence theorem as follows

uc,k+1/2 − uc,k−1/2 = − 1

Ac

∑
fk

sf,cAf,kuf,k (3.30)

Therefore

uxyc,k =
∑
fk

sf,c
hf,klf
hc,kAc

uf,k(sf,cdf,cnf − rcc) (3.31)
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Thus this configuration makes the system matrix not skew-symmetric, at
least if velocities normal the top and bottom faces are interpolated using
(3.30) and not solved for.

3.4 Discussion

C-grid based flow models use velocity components normal to the cell faces as
their primary unknowns. In order to evaluate the Coriolis term it is necessary
to interpolate the velocity components tangent to the cell faces. Frequently the
full velocity vectors are reconstructed first from the staggered in space normal
components and then projected in the respective tangent directions. For that
purpose a linear reconstruction procedure is typically employed.

A linear reconstruction of the full velocity vector out of normal velocity com-
ponents must fulfill a very basic consistency requirement. Suppose the face
normal components around a cell ui are derived from the projection of a con-
stant vector u in each respective normal direction. Consequently for all the
face normal components ui = u · ni, where ni is the normal vector at face
i. Then the consistency condition requires that the vector reconstructed out
of these components must be equal to the original vector u. This condition
ensures that the reconstructed velocity vectors give a consistent lowest order
approximation of the velocity field in each cell. It can be shown that there
exists a unique consistent reconstruction of the full velocity vector for each
cell e. This reconstruction is given by the polynomial approximation from the
lowest order Raviart-Thomas space evaluated in a point of the triangle. Ex-
amples of such reconstructions are given in Bonaventura and Ringler (2005);
Perot (2000). It is shown in Perot et al. (2006) that the method of Shashkov
et al. (1998) is also fully identical to the lowest order FE approach. However,
it returns the vector quantity at the corners of the elements, reconstructed using
the immediately neighboring face unknowns. To obtain the vector value at the
cell center a simple average of the node velocities is suggested.

Projecting the reconstructed velocity in a face tangent direction we typically
obtain two values for the tangent velocity component. The final interpolated
velocity component is a weighted average of these two values. Although the
reconstructions of Bonaventura and Ringler (2005) and Perot (2000) for the
cell value are identical, the weights used to average the tangential velocity
components obtained from the two adjacent cells differ, they are 1

2 and df,c
df

respectively.
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Orthogonal meshes allow us to develop discretisation operators that closely
mimic the behavior of invariant differential operators such as divergence, gra-
dient, and curl, see for example Hyman and Shashkov (1999) and Perot (2000).
The discrete operators are required to satisfy discrete analogs of the funda-
mental theorems of vector calculus that hold for their continuous counterparts.
This approach permits us to create numerical schemes that preserve solution
symmetries and conservation laws, with conservation of kinetic energy being
perhaps the most important. It is well known that for purely hyperbolic prob-
lems, such as the shallow water equations, the propagation matrices of the
semi-discretized partial differential equations should have only purely imagi-
nary eigenvalues, that is they must be similar to skew-symmetric. Espelid et al.
(2000) showed that growing and damping computational modes arise if the ve-
locity reconstruction procedure used to calculate the Coriolis term is such that
the propagation matrices also acquire a symmetric part. Therefore, the velocity
reconstruction procedure must also be mimetic. For the hyperbolic problems
this means that the normal velocity of a face should not contribute to its own
tangential velocity.

For the flat bottom case it is easy to see that the reconstruction by Perot (2000)
(Equation (3.3)-(3.4) ) is mimetic, whereas the reconstruction by Bonaventura
and Ringler (2005) preserves skew-symmetry of the propagation matrix only
for uniform meshes.

In Section 3.1 it is shown that the weights for a linear velocity reconstruc-
tion procedure should not be chosen arbitrary from purely mathematical con-
sistency considerations (see Bonaventura and Ringler (2005); Shashkov et al.
(1998)) or underlying symmetry preservation requirements, which do not give
a unique answer (see Ham et al. (2007); Espelid and Berntsen (2007)), but
should be consistent with the way in which the SWE’s are solved.

In Section 3.3 we consider a reconstruction of the 3D velocity vector out of
its spatially distributed normal components, as typically required in the C-grid
models. The method is valid for any choice the vertical coordinates. It is based
on the approach proposed by Perot (2000) for 2D Navier-Stokes equations
which is widely used, see for instance Kleptsova et al. (2009), Kramer and
Stelling (2008), Fringer et al. (2006), Stuhne and Peltier (2009). The method
guaranties the reconstructed velocity field to satisfy the continuity equation.
The distinctive feature of this approach is that it is valid for both structured
and unstructured grids consisting of any cyclic polygons. The circumcentre
of the polygon is only required to exist and is not assumed to lie inside of the
polygon.



3.4. DISCUSSION 37

If, however, the circumcentre falls outside of the polygon, the velocity com-
ponents normal to the top and bottom faces of the cell and located in the face
centroids does contribute to the velocity components tangent to the vertical
faces of the cell, see Equation (3.31). Therefore, a model which approximates
the velocity component normal to the top and bottom faces of a cell from the
continuity equation may exhibit growth of energy due to the Coriols term.

Velocity components normal to the vertical faces of the cell contribute both
to the horizontal and vertical compnents of the velocity vector located at the
cell circumcentre, see Equation (3.27). This fact is usually overlooked then
evaluating the vertical velocity component w.

The inaccuracy introduced by the tangential velocity interpolation may not
always be apparent. In more realistic simulations which include the effects of
bottom friction, advection and diffusion the instability may well be suppressed.
Indeed a small amount of friction may be all that is required in some cases to
stabilize the system matrix. However, while this might be enough to hide the
fact that the tangential velocities are inaccurately calculated, it can lead to
errors in the calculation of the Coriolis force.

The accurate reproduction of the geostrophic balance is crucial to the cor-
rect evolution of shelf and basin scale flows. The simple geostrophic balance
experiment performed here, clearly demonstrates that an incorrect tangential
velocity interpolation method, may erroneously generate flow in the no flow
direction and hence can corrupt the numerical solution. In a more realistic
simulation one might not even be aware of this error, yet as shown here, it can
decrease the magnitude of the geostrophic flow in the dominant along-axis di-
rection and erroneously generate a flow in the cross-axis direction. This is also
true for structured grid models; yet this problem is hardly ever addressed, the
exception being the paper by Espelid et al. (2000).

Note, that the discrete kinetic energy conservation considered here provides
necessary, but not sufficient condition of the model stability. Another impor-
tant aspect to be considered is the stability of a time integration scheme used
for discretisation of the Coriolis term. The semi-implicit approach used in this
Chapter removes stability constraints. It, however, requires sparse velocity
matrix to be inverted and, therefore, is inefficient for large models. A variety
of explicit methods for the discretisation of the Coriolis term and their stabilty
is considered in Walters et al. (2009).





4
Treatment of the advection term on a

C-grid discretisation

Note. The content of this chapter is based on the the following paper:
Kleptsova et al. (2010), An accurate momentum advection scheme for a

z−level coordinate models.

T he schemes of Casulli and Walters (2000) and Ham et al. (2005) com-
bine a semi-implicit time integration of the equations with a semi-
Lagrangian approach for the advection term. While this is stable at

any flow Courant number, this approach is unable to provide momentum con-
servation. Thus, it is not suitable for the modeling of rapidly varied shallow
water flows as typically found in flooding situations, for example dam break
problems or tsunamis. Stelling and Duinmeijer (2003) show how conservation
can be achieved. They combine a semi-implicit time integration scheme with
an Eulerian advection scheme with a special choice for the discretisation of the
advective velocity. While imposing a restriction on the time-step, this scheme
conserves momentum.

4.1 Advection discretisation

In this section two Eulerian advection schemes are considered. The first
scheme was proposed by Perot (2000) for Navier-Stokes equations. The sec-
ond scheme based on the scheme by Perot (2000) was derived by Kramer
and Stelling (2008) for the depth-integrated and depth-averaged shallow water
equations.

39
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4.1.1 Advection discretisation by Perot (2000)

Following Perot (2000) first a finite volume discretisation ac,k of the cell based
advection term is derived by integrating the vector ~∇·(uu) = u·[∇u,∇v,∇w]
over a cell using the Gauss’ theorem∫

Ω3

~∇ · (uu)dV =

∫
∂Ω

u(u ·N)dS (4.1)

Assuming a prismatic cell with the base area Ac and height hc,k, this yields

Achc,kac,k =
∑
fk

sf,chf,klfuf,kuf,k+

+Ac

(
uc,k+ 1

2
uc,k+ 1

2
− uc,k− 1

2
uc,k− 1

2

) (4.2)

The face velocity vectors uf,k are interpolated as given in Equations (3.23)
and (3.26)-(3.27). The velocity vectors uc,k± 1

2
attached at the centers of the

”horizontal” faces of the cell are interpolated as following:

uc,k− 1
2

=
hc,k−1

hc,k−1 + hc,k
uc,k−1 +

hc,k
hc,k−1 + hc,k

uc,k

uc,k+ 1
2

=
hc,k

hc,k + hc,k+1
uc,k +

hc,k+1

hc,k + hc,k+1
uc,k+1

(4.3)

Observe, that the velocity component uc,k± 1
2

normal to the ”horizontal” faces
of a cell is not, in general, equal to the vertical velocity component w, as can
be seen from Figure 4.1.

w

Figure 4.1: A water column top cell together with vertical and normal to the surface
velocities.
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Integrating the 3D continuity equation in vertical from bottom to a vertical
level zk+ 1

2
and applying kinematic boundary condition (2.9) at the bed one

arrives at the following expression for the velocity normal to the ”horizontal”
faces of a cell

uc,k+ 1
2

= − 1

Ac

∑
fi

k∑
i=kb

sf,chf,ilfuf,i (4.4)

where kb is the index of the column’s bottom layer.

Next the face normal component of the advection term is reconstructed out of
a given set of the cell based vectors ac, by taking the following linear combi-
nation:

af,k =
∑
ck

δfk,ckαf,c(ac,k · nf ) (4.5)

The weighting coefficients αf,c are defined by Perot (2000) as

αf,c =
df,c
df

(4.6)

Other definitions of the weighting factors are possible, see for example Wen-
neker et al. (2002). Influence of the weighting factors on the performance of
the depth integrated scheme is examined in Kramer and Stelling (2008).

Figure 4.2: The control volume (shaded area) used to discretise the horizontal mo-
mentum equation at face j, showing the plan form (left) and side (right) views.

Thus, the advection component normal to the face jk shown in Figure 4.2 can
be written as
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aj,k =
∑
ck

δjk,ckαj,c
1

Achc,k

∑
fk

[
sf,chf,klfuf,k(uf,k · nj)−

−

(
uc,k+ 1

2

k∑
i=kb

sf,chf,ilfuf,i − uc,k− 1
2

k−1∑
i=kb

sf,chf,ilfuf,i

)
· nj

] (4.7)

Observe that only the horizontal components of the velocity vectors uc,k and
uf,k are to be interpolated.

In single layer case (k = 1) the horizontal velocity field is assumed to be con-
stant in the vertical. In this case, cells c1 and faces f1 correspond to columns
c and column sides f. Therefore height of the cells and faces become equal to
the water depth at the respective columns and column sides. Thus, the Equa-
tion (4.7) reduces to

aj =
∑
c

δj,cαj,c
∑
f

sf,c
hf lf
Achc

uf (uf − uc) · nj (4.8)

To avoid division by zero if a column c is dry, the water depth hc of such
column is set to the threshold value hmin used for flooding.

4.1.2 Advection discretisation by Kramer (2008)

In Kramer and Stelling (2008) another discretisation of the advection term
aj for the depth-averaged equations (i.e. for one layer case) is presented.
This scheme is a combination of the unstructured grid variant of the advec-
tion scheme by Stelling and Duinmeijer (2003) with the advection scheme by
Perot (2000) described above.

aj =
∑
c

δj,cαj,c
∑
f

sf,c
hf lf

Ach̄j
uf (u∗f · nj − uj) (4.9)

The water depth h̄j at the column side (face) j defined as

h̄j =
∑
c

αj,chc (4.10)

The vector u∗f is the full velocity vector at the column side (face) f recon-
structed out of the velocity components from the column (cell) c∗ upwind of
column side (face) f as given in Equation (3.26), that is

u∗f = uc∗ (4.11)
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Note, that the upwind column is always wet, that is division by zero in Equa-
tion (3.26) will never occur.

If the upwind column (cell) is the one containing the column side (face) j,
u∗f · nj is approximated as uj . Thus the fluxes going out of the column (cell)
can be omitted without changing of momentum.

This scheme was originally derived applying the Perot (2000) scheme to the
depth–integrated velocities hu and rewriting it for the depth–averaged veloc-
ities. This was done using the equivalence between the depth–integrated and
the depth–averaged momentum equations and the fact that time derivative of
hu can be split into a contribution from the change in water volume and a
contribution from the change in velocity.

In the case of multiple layers the contribution from the change in velocity cor-
responds to the contribution from the vertical faces of the cell, the contribution
from the change in water volume corresponds to the contribution from the
”horizontal” faces. Thus, to obtain a multilayer version of scheme by Kramer
and Stelling (2008), one can use the following cell based advection vector
ac,k(jk) calculated for a face jk of the cell ck (the analogue of Equation (4.2))

Ach̄j,kac,k(jk) =
∑
fk

sf,chf,klfuf,ku
∗
f,k+

+Ac

(
uj,k+ 1

2
uc,k+ 1

2
− uj,k− 1

2
uc,k− 1

2

) (4.12)

with

uj,k− 1
2

=
h̄j,k−1

h̄j,k−1 + h̄j,k
uj,k−1 +

h̄j,k

h̄j,k−1 + h̄j,k
uj,k

uj,k+ 1
2

=
h̄j,k

h̄j,k + h̄j,k+1
uj,k +

h̄j,k+1

h̄j,k + h̄j,k+1
uj,k+1

(4.13)

Thus, the multilayer version of the advection scheme (4.9) can be written as
following:

aj,k =
∑
ck

δjk,ckαj,c
∑
fk

sf,c
1

Ach̄j,k

[
hf,klfuf,k(u

∗
f,k · nj)−

−

uj,k+ 1
2

k∑
i=kb

hf,ilfuf,i − uj,k− 1
2

k−1∑
i=kb

hf,ilfuf,i

]
(4.14)
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with kb being the index of the column’s bottom layer.

The advection schemes described above will be compared using a number of
two-dimensional test cases in the following section.

4.2 Test cases

All of the simulations described in this section are performed with one layer
in vertical, that is the advection term is discretised according to Equations
(4.8) and (4.9). Simulations of dam break and tsunami run-up on a plane
beach were also simulated using the semi-Lagrangian advection scheme by
Ham et al. (2005).

4.2.1 Kelvin wave test case

If the water depth is (locally) close to uniform, then the water depth at a col-
umn side (height of a face) is approximately equal to that a the neighboring
columns (cells). Similarly, a cell (column) based velocity vector projected in
the direction normal to a face of the cell (normal to a side of the column) is
approximately equal to the face (column side) normal velocity component, if
the flow velocity is (locally) close to uniform. Thus, the advection schemes
described above will behave similarly in the test cases with no sudden changes
in water depth and flow velocity.

Figure 4.3: Kelvin wave in a circular basin: the sea surface elevation after 1666.6
hours calculated using the advection scheme by Perot (2000) (left) and Kramer and
Stelling (2008) (right).

To illustrate this a Kelvin wave in a shallow circular basin test case, described
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in Ham et al. (2005), is used. The basin was given a uniform depth of 5m. The
initial state chosen was:

η(r, θ) = 0.05e(r−r0)/LD cos θ

uθ(r, θ) = 0.05
√
g/he(r−r0)/LD cos θ

ur(r, θ) = 0

(4.15)

where LD is the Rossby radius, in this case approximately 68km, and r0 =
250km is the basin radius. In the limiting case of an infinitely large basin, this
is the expression for a Kelvin wave of amplitude 5cm.

The simulation was performed at a specified latitude of 45◦. Figure 4.3 shows
the sea surface elevation after 1666.6 hours. As expected, the results obtained
using different advection schemes are identical up to visible precision.

4.2.2 Dam break test case

A dam break is calculated in a 100m long and 10m wide channel. At t = 0
the shock starts at x = 50m with zero initial velocity and the upstream water
level of 1m. For the dam break over wet bed case the water level downstream
is 0.1m. The nominal triangle edge length of the grid used is 2 m. The time
step of 0.01s was used for the simulation of the dam break over wet bed. The
numerical solutions at the time of 5s compared to the analytical solution are
shown in Figure 4.4.

For the simulation of the dam break over dry bed the time step was set to
0.001s. Threshold value hmin used to mask columns as dry was set to 2.5mm.
Comparison of the numerical solution at the time of 5s to the analytical solu-
tion is shown in Figure 4.5.

In both cases the results obtained using the advection scheme similar to Kramer
and Stelling (2008) given by Equations (4.9) and (4.14) show better agreement
with the analytical solution than the schemes by Ham et al. (2005) and Perot
(2000) given by Equations (4.7) and (4.8). Besides that, the advection scheme
by Kramer and Stelling (2008) leads to a smoother solution due to the first
order upwinding.

4.2.3 Tsunami run-up on a plane beach

Here run-up and run-down motion of a tsunami-type transient wave onto a
plane sloping beach with slope s = 1/10 is examined.
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Figure 4.4: Dam break over wet bed: surface elevation and velocity calculated using
the semi-Lagrangian advection by Ham et al. (2005) (top row) and the Eulerian advec-
tion schemes given by Equation (4.8) (middle row) and Equation (4.9) (bottom row)
compared with the analytical solution (grey line).
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Figure 4.5: Dam break over dry bed: surface elevation and velocity calculated using
the semi-Lagrangian advection by Ham et al. (2005) (top row) and the Eulerian advec-
tion schemes given by Equation (4.8) (middle row) and Equation (4.9) (bottom row)
compared with the analytical solution (grey line).
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Figure 4.6: Tsunami run-up on a plane beach: a portion of the initial surface elevation
given by Equation (4.16) used in the tsunami run-up simulation.

The initial free surface shown in Figure 4.6 is specified according to

η = 500(0.006e−0.4444( x
5000
−4.1209)2 − 0.018e−4.0( x

5000
−1.6384)2) (4.16)

which corresponds to the leading depression N-wave shape, typically caused
by an offshore submarine landslide. This case corresponds to the case D in
Carrier et al. (2003), who derived a general semi-analytic solution for such
events based on nonlinear shallow water equations.

Upon the release of the initial wave form, tsunami-type waves propagate in
both landward and offshore directions, though only the landward traveling
wave runs up the beach. At the offshore boundary a closed boundary con-
dition is imposed. Since the computational domain is sufficiently long (50km)
this does not affect the run-up process on the other side of the domain.

Simulation was performed on a 8681 node grid, with resolution varying from
8m in the shallow region to 318m in the deep water. The time step was set to
1 second. The columns were masked as dry if their water depth was less then
hmin = 1cm. The initial velocity is set to zero everywhere. The Figure 4.7
shows the comparison of the computed surface elevation against the analytical
solution for t = 160, 175, 220 seconds.

Once again, the results obtained using the advection scheme similar to Kramer
and Stelling (2008) given by Equations (4.9), (4.14) agree with the analytical
solution better than the ones obtained using the schemes by Perot (2000) and
Ham et al. (2005). During the run-up period the schemes by Perot (2000) and
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Figure 4.7: Tsunami run-up on a plane beach: comparison of the computed surface
elevation profiles against the analytical prediction for t = 160s (top), t = 175s (mid-
dle) and t = 220s (bottom).
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Ham et al. (2005) show similar results. The semi-Lagrangian advection sheme
by Ham et al. (2005), however, became unstable during the run-down of the
tsunami wave.

4.2.4 Parabolic flood wave

A water mass with a parabolic shape given by

η0 = h0

(
1− x2 + y2

R2
0

)
(4.17)

is released on a flat bed without friction. Here R0 = 50km and h0 = 2km
are the initial radius and the initial height of the water mass respectively. The
analytical solution of the test is given by (see Thacker (1981))

η = h0

[
T 2

t2 + T 2
− x2 + y2

R2
0

(
T 2

t2 + T 2

)2
]

(4.18)

Here
T =

R0√
2gh0

= 250s (4.19)

is the time after which the initial height h0 has been halved. Initially the water
mass is set at rest. The time step used is ∆t = 2s. The numerical solution for
the cross section y = 0 compared with the analytical solution Equation (4.18)
for t = 200, 600 and 1000 seconds is shown in Figure 4.8

In this case, the advection schemes by Perot (2000) and Kramer and Stelling
(2008) give similar results which are in a good agreement with the analytical
solution for the time t = 200 seconds. For the time t = 600 and 1000 seconds
results obtained using the scheme by Kramer and Stelling (2008) are much bet-
ter than that of the scheme by Perot (2000). Moreover, for this test case using
of the advection scheme by Perot (2000) led to the model instability. Reduc-
ing the time step by the factor of 10 did not solve the stability problem. The
results shown here were obtained with hc substituted by h̄j in the denominator
of Equation (4.8). Some other experiments also show that substitution of h̄j
in place of hc in Equation (4.9) leads to increased stability and slightly better
results.
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Figure 4.8: Parabolic flood wave: comparison of the computed (dots) surface eleva-
tion profile against the analytical prediction (solid line) for t = 200, 600 and 1000
seconds.
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4.3 Discussion

Many shallow water models for large scale simulations are based upon the ap-
plication of staggered C-grids. They provide efficient and accurate solutions
for sub-critical, geostrophic flows, in particular in combination with semi-
implicit time integration. The unstructured finite volume scheme of Casulli
and Walters (2000) combines a semi-implicit time integration of the equations
with a semi-Lagrangian approach for the advection term. Such a scheme can
be shown to be stable at any flow Courant number. This approach was also
adopted in Delfin, Ham et al. (2005). The drawback of such schemes is that
most implementations do not provide conservation of momentum and, hence,
are not suitable for simulation of such phenomena as flooding and drying. Ac-
curate simulations of flooding and drying are important for dam break prob-
lems and tsunami simulations.

Here two Eulerian advection schemes based on the scheme of Perot (2000),
namely the schemes of Fringer et al. (2006) and Kramer and Stelling (2008)
are compared. It is shown that the scheme of Kramer and Stelling (2008) gives
better results for dam break problems. While imposing a restriction on the
time-step, this scheme conserves momentum.



5
On techniques for z-layer

implementation

Note. The content of this chapter is based on the the following paper:
Kleptsova et al. (2010), An accurate momentum advection scheme for a
z−level coordinate models.

A n important aspect in three dimensional ocean modeling is the choice
of the vertical coordinate system. Three distinct types of vertical co-
ordinates are in general use, geopotential z−level coordinates, ter-

rain following σcoordinates and isopycnal coordinates. There is no single co-
ordinate system that is suitable for all applications, as each of these coordinate
systems has its own advantages and disadvantages. Here the main interest lies
in coastal ocean modeling, and in particular in accurately simulating flows in
the shallow near shore region, including flooding and drying problems. It is in
this region that exchange between the land and ocean occurs, it is a region of
increasing importance to oceanographers.

Isopycnal coordinates have been successfully used in large scale ocean models,
such as MICOM, Bleck et al. (1992) and HIM, Hallberg (1997). These are ca-
pable of retaining sharp interfaces and fronts. In the coastal regions, however,
the layers of predefined constant density must be able to collapse into one layer
under well-mixed conditions and to inflate into a number of layers under strat-
ified conditions. Together with weak ability to simulate surface and bottom
boundary layers this limits use of isopycnal coordinates in coastal models.

The main advantage of the σ−coordinate system is the fact that it is fitted
to both the moving free surface and bottom topography. This allows one to
accurately approximate the vertical flow distribution without a large number of
vertical grid points. The terrain following coordinates allow an efficient grid

53
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refinement near the free surface and the bed, which makes it easy to resolve
the boundary layers. However, a systematic error in the calculation of the
baroclinic pressure gradient terms can arise in regions with steep topography
and sharp density gradients when using σ−coordinates. A number of methods
exist to reduce the pressure gradient error, some of them are summarized in
Stelling and Van Kester (1994) and Kliem and Pietrzak (1999).

Efforts are now underway to create generalized and hybrid coordinate mod-
els, such as HYCOM, Bleck (2002) and Burchard and Petersen (1997), that
can employ appropriate coordinates in different regions. Alternative vertical
coordinate systems are also being explored. Adcroft and Campin (2004) pro-
pose a rescaled height coordinate system which is essentially height based but
shares some similarity with σ−coordinates. Halyer and Lermusiaux (2010)
employ time dependent, terrain-following coordinates. They first define a set
of terrain-following depths for the mean sea level, and then a set of time vari-
able model depths such that the change in cell thickness is proportional to the
relative thickness of the original (undisturbed) cell.

Geopotential z−level coordinates do not suffer from the pressure-gradient er-
ror associated with σ−coordinates. The main problem with z−level models
are connected with flow along a sloping bottom and surface. In this case the
stepwise discontinuous representation of the topography and free surface can
generate false flow structures, which is referred to here as the staircase prob-
lem. The treatment of the bottom topography can be improved by using a finite
volume discretisation which allows one to use variable bottom layer thickness
(partial cells) or shaped volumes (”shaved” cells) as proposed by Adcroft et al.
(1997). However, as shown here this is not the complete solution.

The z−coordinates are referenced to a time mean water level. The free-surface
displacement moves relative to this coordinates system and is to be imple-
mented as a moving boundary. In Griffies et al. (2001) and Campin et al.
(2004) this is done by allowing the top model layer to vary in thickness. The
free-surface variation, however, must be smaller than that of the top layer thick-
ness. This becomes a serious limitation with increasing vertical resolution
and in shallow regions where extensive flooding and drying can take place. A
model can be coded to allow the top layer to vanish as it is done in Delfin, Ham
et al. (2005), or to become dry as in SUNTANS, Fringer et al. (2006). The sec-
ond layer then takes on the role of the surface layer with variable thickness.
The major difficulty here is to make the transition of a vanishing layer smooth
enough to avoid the staircase problem which leads to the generation of false
currents, stability and conservation problems.
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In a large scale hydrodynamic model a vertical structure of the flow must be
created only due to physical mechanisms such as shear stress or complex bot-
tom profiles yielding flow separation. Without that the results of two- and
three-dimensional models should be identical. Therefore, special attention is
required for the discretisation of the momentum equation in the 3D- case.

The staircase problem can be avoided by using a semi-Lagrangian advection
scheme, such as the schemes by Casulli and Walters (2000) and Ham et al.
(2005). This approach is, however, unable to provide momentum conservation
and, thus, it is not suitable for the modeling of rapidly varied shallow water
flows as typically found in flooding situations, for example dam break prob-
lems or tsunamis. Other schemes, such as the schemes of Fringer et al. (2006)
and Stuhne and Peltier (2009) both employing the Eulerian advection scheme
by Perot (2000) have the staircase problem. Indeed, the model of Fringer et al.
(2006) does not conserve momentum in the cells that contain the free surface.
SUNTANS is, however, mainly used for internal gravity wave simulations and
the free surface dynamics are not their main concern. Stuhne and Peltier (2009)
in their 3D globalM2 tide simulation note deterioration of results in the coastal
regions compared to their 2D simulation.

In this chapter it shown how one can design an Eulerian advective approxima-
tion which solves the staircase problem and prevents the model from creating
an artificial vertical structure. To show the strength of this approach it is even
applied it to dam break problems. Although, the staircase problem is not re-
lated to the choice of the horizontal discretisation as such, in the C-grid class
of models an artificial vertical structure can also be created due to the Coriolis
force, since in this class of models a tangential velocity reconstruction has to
be used.

5.1 Discretisation of advection and Coriolis terms in
the multilayer case

The advection scheme by Perot (2000) has been used successfully in a number
of unstructured grid models, see, for example, Stuhne and Peltier (2009) and
Fringer et al. (2006). However, Stuhne and Peltier (2009) noticed that the
results of their multi-layer simulation of the global M2 tide were much worse
in the coastal region, than the same results but from a 2D simulation. Whereas
the deep ocean amphidromic patterns are similarly resolved in both the 2D
and 3D cases. Fringer et al. (2006) successfully use the advection scheme
by Perot (2000) for internal wave simulations. They, however, claim that the
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advection scheme does not conserve momentum in the cells containing the free
surfaces. This is quite a surprising statement given the good deep ocean results
of Stuhne and Peltier (2009). A possible reason for the lack of conservation
could be the use of the vertical velocity w in place of the velocity normal to the
”horizontal” faces, see Figure 4.1. If that is so, the deterioration of the results
should not be seen in the case of multiple layer simulation, since the normal
velocity interpolation is used.

To assess this use a two layer simulation of the dam break over a wet bed as de-
scribed in Section 4.2. Simulations were performed using both the momentum
advection schemes (4.7) and (4.14), however, only the results for the scheme
(4.14) are shown. Figure 5.1 shows the surface elevation and the face velocity
norm for the two layers with at z1 = 0.08m and z2 = 1.0m above the bed.
Both the free surface and velocity are represented much worse here than in the
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Figure 5.1: Dam break over wet bed: surface elevation and velocity norm for the two
layer calculation compared with the analytical solution.

one layer simulation, shown in Figure 4.4. Moreover, the calculated flow ve-
locity differs across the layers, whereas it should be uniform. As can be seen
difference in the velocity norm between the layers for the faces on one column
side is as high as 3.31m/s.

In C-grid models the discretisation of Coriolis term may suffer from the similar
problem when multiple z−layers are used. To demonstrate this use one of the
test cases described in Section 5.3.1, namely the periodic flow with an initially
tilted planar free surface. As can be seen from Figure 5.2 the model becomes
unstable when multiple z−layers are used.

Our conjecture is that the poor free surface representation and stability problem
is caused by the artificial vertical structure in the flow, which is created solely
due to the presence of vertical z−layers. For the z−layer models, the face
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heights are usually defined as hf,k = hc,k and all of the cell heights hc,k are
equal to each other everywhere except for the cells containing the free surface
(and bed). Due to this, the contribution to the change of momentum from the
change of velocity (contribution from the vertical faces in Equations (4.2) and
(4.12) for the internal layers is not the same as for the top and bottom layer.
Similarly, the velocity reconstruction procedure (3.22) for the internal layers
is different from that for the top and bottom layer.

(a) 3 hours (b) 6 hours

(c) 12 hours (d) 13.5 hours

Figure 5.2: Surface elevation of the periodic flow with an initially tilted planar free
surface.

In the Section 5.2, using the momentum advection scheme (4.14) as an exam-
ple, it is shown how one can prevent the model from creating artificial vertical
structure in the flow.
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5.2 Improved z−layer implementation

In absence of bottom friction the flow velocity should be constant in depth.
That is the momentum equation (2.16) should be identical for all of the layers.
This means that advection and Coriolis operators for a particular layer should
be the same as for the whole water column. This is possible if the ratio of a
cell height to the height of its face is the same as the ratio of the respective
column water depth to the column side water depth this face belong to. That
is, the identity

hf,k
hc,k

=
hf
hc

(5.1)

should be valid for all cells and faces.

hu,1 hu,1

h’d,1

h d,1

hd,2

hu,2 hu,2

h’d,21
h’d,2

h’d,22

hu,3 hu,3

h’d,3

Figure 5.3: The side view of the control volume (shaded area) used to discretise the
horizontal momentum equation at a face.

Assume the situation shown in the left panel of Figure 5.3: the column upwind
of the column side j has three layers with heights hu,k, whereas the downwind
column has only two layers with heights hd,k.Define for the downwind column
adjacent to the column side j exactly three sub–layers whose thickness h′d,k is
determined by

h′d,k =
hj,k
hj

hd (5.2)

Since the water depth at the column side j is equal to that of the upwind column
and hj,k = hu,k, the relation (5.1) holds automatically for the column side j
and the upwind column. The heights of the other faces need to be redefined
according to Equation (5.1) for both of the columns.

With the above definition the advection term aj,k′ given by Equation (4.14)
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becomes

aj,k′ =
∑
c′k

δjk′ ,ck′αj,c
∑
f ′k

sf,c
1

Ach̄j

[
hf lfuf,k′(u

∗
f,k′ · nj)−

−

uj,k′+ 1
2

k′∑
i=k′b

hf lfuf,i − uj,k′− 1
2

k′−1∑
i=k′b

hf lfuf,i

]
(5.3)

and the velocity reconstruction procedure (3.22) reads as

uc,k′ =
∑
f

δf,cd
c
f

hf lf
Achc

uf,k′nf (5.4)

Here k′ refers to the index of the sub–layer, not the actual layer.

Note that the sublayer 2 crosses two actual layers in the downwind column. In
that case, the normal velocity component uf,k′ is approximated as

uf,2′ =
h′d,21

h′d,2
uf,1 +

h′d,22

h′d,2
uf,2 (5.5)

where h′d,21 and h′d,22 are the heights of the parts of the sub–layer 2 belonging
to the actual layers 1 and 2 respectively, see Figure 5.3. Moreover, the same
principle should be applied to the velocity reconstruction procedure (3.22)-
(3.23) also used in the discretisation of the Coriolis term.

The two layer simulation of the dam break over wet bed described above was
repeated using the advection discretisation given by Equation (5.3), the results
are shown in Figure 5.4. As can be seen, the free surface elevation is rep-
resented at least as well as in the one layer case shown in Figure 4.4. The
difference in the velocity norm between the two layers for the faces on one
column side is exactly zero.

Simulation of a dam break over a dry bed as described in Section 4.2 was re-
peated using ten vertical layers located at z = 0.1, 0.2, 0.3, ..., 0.9 and 1.0m
above the bed. The resulting surface elevation and velocity norm for the bot-
tom layer (shown in Figure 5.5) are identical to that of the one layer simulation
(Figure 4.5). The velocity norm for the other layers are equal to the velocity
norm of the bottom layer in the locations where they are defined.

All the other experiments from Section 4.2 were also repeated with multiple
layers using the advection scheme (5.3). The results are not shown here since
they are, as expected, identical to the one layer case.
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Figure 5.4: Dam break over wet bed: surface elevation (left) compared with the ana-
lytical solution (grey line) and the difference in velocity norm between the two layers.
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Figure 5.5: Dam break over dry bed: surface elevation (left) and the velocity norm
for the bottom layer (right) compared with the analytical solution (grey line).
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5.3 Test cases

5.3.1 Rotating basin with parabolic bathymetry profile and pla-
nar surface

Consider two dimensional flow in a circular basin with bathymetry profile de-
scribed by a paraboloid of revolution given by

b = −b0
(

1− x2 + y2

L2

)
(5.6)

where b0 is the maximum depth of the basin. L is the radius of the equilibrium
shoreline determined by the condition b = 0.

In such a basin a periodic flow with initially tilted planar free-surface is de-
scribed as, see Thacker (1981)

u = −ψω sinωt
v = ψω cosωt

η = ψ b0
L2 (2x cosωt+ 2y sinωt− ψ)

(5.7)

where ψ and ω are the motion amplitude and frequency respectively. For a
specified frequency ω > |f | the radius of the equilibrium shoreline is given by

L =

√
2gb0

ω(ω + f)
(5.8)

with f being the Coriolis parameter.

Note that since u and v are independent of x and y the analytical solution (5.7)
satisfies the linearized shallow water equations with the horizontal advection
terms neglected.

The parameters b0, f , ω and ψ are chosen to correspond to typical envi-
ronmental flows. Namely, setting b0 = 50m, a latitude of 45◦ North and
ω = 2π/(12 × 36) results in the wave period T of 12 hours and the equi-
librium shore line L = 164.735km. The parameter ψ = L/10 is chosen. A
crossection of the domain at y = 0 and t = 0 is shown in Figure 5.6.

The unstructured grid used for the simulation contains 17813 columns and
26874 column sides with edge lengths varying between approximately 4 and
6 kilometers. Note, that the chosen grid may influence the resulting numerical
accuracy (see, for example Casulli and Walters (2000); Casulli and Zanolli
(2005)). In contrast to Casulli and Zanolli (2007) the grid used here does not
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Figure 5.6: Slice through the domain at Y = 0.

(a) Initial surface elevation (b) 3 hours = T/4

(c) 6 hours = T/2 (d) 48 hours = 4T

Figure 5.7: Surface elevation of the periodic flow with an initially tilted planar free
surface obtained using the layer remapping procedure.
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account for the given bottom topography and for the expected flow field and,
thus, makes the accurate solution more difficult to obtain.

The simulation was performed with a time step of 30 seconds using 5 layers
with altitudes -15, -5, 0, 5 and 15m. Figure 5.7 show the simulated surface
elevation obtained using the layer remapping procedure by Kleptsova et al.
(2010).
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Figure 5.8: Comparison of analytical and simulated surface elevation time series at
locations x ≈ 100km (left) and x ≈ L.
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Figure 5.9: Comparison of analytical and simulated velocity time series at locations
x ≈ 100km (left) and x ≈ L.

Figure 5.8 shows surface elevation time series at x approximately equal
to 100km and L compared to analytical solution. Time series for the
u−component of velocity at the same locations are shown in Figure 5.9. Note,



64 CHAPTER 5. ON TECHNIQUES FOR Z-LAYER IMPLEMENTATION

that the location x = L becomes dry during half period. The computed ve-
locities and the total water depth is zero at this point since the model does not
perform any calculations for the dry cells.

The analytical solution (5.7) does not, in fact, account for flooding and drying
in the sense that it is assumes the surface elevation and velocity given by Equa-
tion (5.7) for the dry period as well. During the flooding phase the numerical
solution is to be initialized with the analytical velocity field in order to obtain
agreement with the analytical solution. If the newly flooded faces are initial-
ized with zero velocities a slightly different period of oscillations is obtained
as shown in Figure 5.10.
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Figure 5.10: Comparison of analytical and simulated surface elevation time series at
locations x ≈ 100km (left) and x ≈ L obtained while initializing the newly flooded
faces with zero velocities.

The analytical solution given by Equation (5.7) represents a severe test case.
The major difficulty arises from the absence of bottom friction and horizon-
tal viscosity which have a stabilizing effect on the numerical solution when
properly discretized. It demonstrates that the model is able to correctly handle
Coriolis force in the multiple z−layer case.

5.3.2 Solitary wave run-up on a conical island

The laboratory experiment was performed by the Coastal and Hydraulics Lab-
oratory of the USACE. The physical model of the conical island was con-
structed in the center of a 30m wide by 25m long flat-bottom basin, schemat-
ically shown in Figure 5.11. The island had the shape of a truncated, right
circular cone with the diameters of 7.2m at the toe and 2.2m at the crest.
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The height of the island was 62.5cm. The water depth in the basin was set
to 32cm. A wave maker was installed along the x−axis. Twenty-seven wave
gauges were used to measure surface wave elevation. The data series for seven
of these gauges (1-4, 6, 9, 16, 22) are freely available. The first four gauges
measuring incident wave conditions were located parallel to the wave maker
at a distance of a half-a-wavelength from the toe of the island. The data series
for the gauge 4 was used to calibrate an analytical solution of a solitary wave
which acted as the boundary condition.
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Figure 5.11: Solitary wave run-up on a conical island: top view of the wave basin
with the island and the locations of the wave gauges.

The unstructured grid used for the simulation has 55338 columns and 83367
column sides with lengths varying from 24cm at the boundary of the domain
to 4cm at the crest of the island. The simulation was performed using the time
step of 0.001 second. Figure 5.12 shows the numerical solution obtained using
4 layers in the vertical at time t = 7.5, t = 8.5, t = 10 and t = 12.5 seconds.
When approaching the island the solitary wave shoals (see Figure 5.12(a)) and
bends around the island due to refraction and diffraction (Figure 5.12(b)). The
partial reflection of the wave causes a depression at the front of the island,
Figure 5.12(c). The two bent sides of the wave meet at the back of the island
(see Figure 5.12(d)) where a larger run up is induced.

Figure 5.13 shows the measurement at gauges 6, 9, 16 and 22 compared to
the numerical results. The model represents the arrival time and the height of
the incoming wave quite well. The computed surface elevations are actually
somewhat larger than were measured. This discrepancy is very likely due to
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(a) 7.5s (b) 8.5s

(c) 10s (d) 12.5s

Figure 5.12: Solitary wave run-up on a conical island: numerical solution at time (a)
t = 7.5, (b) t = 8.5, (c) t = 10 and (d) t = 12.5 seconds.
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Figure 5.13: Solitary wave run-up on a conical island: measured (dashed line) and nu-
merical (solid line) surface elevation time series at the indicated wave gauges against
time (s).
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dissipative effects, which are not accounted for in the model. The results can be
improved by using a non-hydrostatic model, see for example Cui et al. (2012).

The reflected wave and the wave interactions are not well predicted, as can be
seen the trough is shallower than indicated by the measurements. This is, how-
ever, consistent with other runup model tests Chen et al. (2000); Lynett et al.
(2002); Fuhrman and Madsen (2008). According to Kanoglu and Synolakis
(1998), a possible reason for than is that the front surfaces of the experimental
solitary wave profiles were generated more accurately than the rear, which also
included a spurious tail.

5.3.3 Outflow from a basin with a reservoir

A basin 13800m long and 1200m wide was assumed to have a uniformly slop-
ing bed with a depth of 5 m at the open boundary and zero at the other end,
where it is closed. A reservoir formed by a local maximum of the bottom level
at x = 9000m, see Figure 5.14. The initial surface elevation is set to the level
of 2.0 meters. The basin is emptied in 100 hours by effect of the cosinusoidal
depletion η = 2 cos( π

360000 t) of the downstream water level. The simulation
was performed using four layers with altitudes z = −3,−1.5,−0.5 and 2.5m
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Figure 5.14: Simulation of the outflow from a basin with reservoir.

If the model conserves mass during the drying process, then the water level in
the reservoir should asymptotically reach the local maximum bottom elevation.
As is shown by Balzano (1998) this simple test case can be quite problematic
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for some flooding and drying algorithms. Depending on the definition of the
water depth at a side between two cells the reservoir fill level can be quite lower
or even unrealistically higher than the local bathymetry maximum. Figure 5.14
shows that the reservoir fill level is precisely equal to the local maximum bot-
tom elevation. That is, a model with the layer definition given in Section 5.2 is
capable of conserving the mass of a wet area enclosed by the dry area.

5.4 Discussion

It is shown here that special attention is required to the discretisation of the
momentum equation in the presence of multiple z−layers. It is a common
practice to vary only the thickness of the top and bottom layers to represent
the free surface and bathymetry variation. The thickness of the internal layers
which do not contain the free surface and bed are kept constant. The heights
of the faces for these layers are usually defined to be equal to the heights of the
layers, thus replicating the flat bed case. This, however, generates a staircase
problem which leads to inaccurate solutions and may erroneously introduce
vertical structure in the flow.

A model must not create a vertical structure in the flow if there is no physical
reason for that. Therefore the discretised momentum equation for a particular
layer should be identical to that of any other layer, if phenomena such as bot-
tom friction, viscosity, diffusion are disregarded. This means that heights of
any two cells sharing a face should have the same ratio as the respective col-
umn heights. In addition, the ratio of the cells’ face heights should be the same
as the ratio of the heights of the column sides. Here is is proposed to locally
redefine/remap cells and faces in such a way that the above mentioned condi-
tions are fulfilled. The remapping procedure allows us to always have equal
number of (sub)cells to the left and to the right of a particular column side, thus
removing the discontinuities associated with the representation of the free sur-
face and bathymetry as a series of steps. It also allows us to simulate flooding
and drying phenomena in the presence of multiple z−layers.

In C-grid models a discretisation of the Coriolis force becomes an additional
source for the staircase problem (see Figure 5.2), since this class of models
only solves for the component of velocity normal to a face and the tangen-
tial component is interpolated. Therefore, the same layer remapping proce-
dure should be applied while reconstructing the tangential velocity in order
to prevent the model from the creating artificial vertical structure due to the
discretisation of the Coriolis term in the presence of multiple z−layers.



6
Tides in the North Sea

D evelopment of an accurate coastal shelf model is not only an im-
portant but also challenging problem. Such a model should be able
to describe hydrodynamics both of the deep ocean and the shelf re-

gion. It should also capture the physics of the shelf break region: complex
bathymetry, intensification of tidal currents near the shelf edge, nonlinear in-
teractions with the steep bathymetry etc. This requires a very high spacial
resolution in the shelf break region. However, using a very fine grid in regions
whose detailed structure is of less interest is a highly inefficient use of compu-
tational resources. To be able to resolve the coast accurately while modeling
the sea at acceptable cost, it is therefore necessary to vary the grid resolution
in space.

It is a common approach to employ a hierarchy of nested grids with increased
resolution in the area of interest. This is only partially satisfactory since the
dynamics of the shelf break region and, consequently, the exchange between
the shelf and the deep ocean is generally not properly represented.

Alternatively it is possible to use unstructured meshes which allow for a
smooth transition from a very high to very low resolution within the same
grid. In addition, since coastal flows are strongly influenced by the shape of
the coastline, it is important that flow artifacts introduced by the presence of
grid corners on the coast be avoided.

The results presented here are the first steps towards creation of a fine resolu-
tion European continental shelf model. Here the tidal motion in the North Sea
which is the dominant feature in the dynamics of that area is focused on.

69
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6.1 Dynamics of the North Sea

The dominant feature in the dynamics of the North Sea is the tidal motion,
Otto et al. (1990). Tidal data are available from many locations along the
coasts, some of them from the beginning of the 19th century. On the basis of
these observations tidal predictions are made for a great number of stations.
Open-sea measurements of adequate quality and duration are of more resent
years.

The harmonic method of tide prediction that is widely in use is based on the
linear superposition of different tidal components. Each of the components
generated by the dynamic response of the sea area to external forcing at the
specific, astronomically determined, periods.

The first co-tidal M2 map of the North Sea, based solely on observations,
was published by Proudman and Doodson (1924). The chart shows three am-
phidromic points: one at 56N, at the eastern tip of the Dogger Bank, one near
the entry of the Southern Bight and one, probably degenerate, at the Southern
tip of Norway.

The M2 tide in the North Sea is generated by the co-oscillation of this
(sub)basin with the Atlantic Ocean, and further amplified internally. The con-
ceptual behavior of such a coastally trapped wave was first theoretically ex-
plained by Taylor (1922) who approximated the North Sea, with exception
of the Southern Bight, by a semi-closed rectangular channel. Taylor (1922)
shows that the incoming Kelvin wave propagates in opposite direction along
the other side of the channel and thus, by interfering with the incoming wave,
created a series of amphidromic points with the elevation amplitude increasing
exponentially to the coast.

The predominant semi-diurnal lunar tide M2 gives a good first approximation
of the tidal motion in the North Sea. It is however important to consider the in-
teraction between tide and topography which occur at many places in the North
Sea at all length scales, Houbolt (1968). Linear sand ridges in certain areas of
the Southern Bight create separate areas of ebb- or flood dominated flow (resid-
ual currents). Together with residual currents higher harmonics (overtides) in
the current velocity field are generated, Zimmerman (1981); Robinson (1983).
M4 constituent, which is usually the most important, can create a significant
asymmetry in the ebb- and flood stages of the tidal current so that the peak
ebbspeed may differ from the peak flood speed. Enhancing any asymmetry
which may already be present due to the residuals this creates a situation that
is favorable for net sediment transport.
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The temperature variation in the North Sea is primarily determined by the heat
flux through the sea surface and the vertical exchange of heat in the water
column underneath. During periods of heating stratification may develop in
some regions and only the upper layer is warmed up, whereas in other regions
the temperature remains homogeneous form surface to bottom.

The determining factor of occurrence or absence of stratification is the bal-
ance between potential energy gain and kinetic energy loss by mixing in the
presence of buoyancy flux. It was indicated that stratification depends on the
cube of the tidal current velocity amplitude |u|3 and the bottom depth h. More
precisely the dependence is on the ratio h/|u|3, as indicated by Simpson and
Hunter (1974). For conditions where h/|u3| is high, stratification may develop
at certain values of the heat flux, and where h/|u|3 is below a given value,
mixing occur up to the surface. So for shallow depths and strong tidal cur-
rents, typical for most coastal regions and for the southern North Sea complete
mixing may be expected.

6.2 Model parameters and boundary settings

The simulations were performed using two orthogonal grids of different reso-
lution having common open boundaries. The coarse grid, shown in Figure 6.1,
consists of about 131000 triangular elements and is the orthogonal variant of
the grid used by Ham (2006) The longest mesh sides present in the mesh are
approximately 20km long. The resolution increases as a function of distance
from the coast so that much of the coastal zone is resolved with a resolution of
approximately 5km and the coastal resolution is approximately 1km. The fine
grid consists of almost 400 thousands nodes with 80% of the nodes located in
the area contained within the dark grey rectangle shown in Figure 6.1. The
number of element for the fine grid is just under 690000. The minimum reso-
lution in the Dutch coastal zone is approximately 10m. Figure 6.2 shows the
part of the grids contained in the light grey rectangle from Figure 6.1. The part
of the fine grid around Rotterdam harbor area (grey rectangle in Figure 6.2) is
shown in Figure 6.3.

The simulation is driven solely by the surface elevation on the Atlantic bound-
aries. The data used was that used in DCSM98. There are 27 ”tidal” points
along the boundary for which the tidal spectrum is specified. Then for the
boundary points x between the two ”tidal” points with coordinate vectors x1
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Figure 6.1: The unstructured grid used in the simulations. The mesh resolution varies
from 20km to 1km.

Figure 6.2: Part of the coarse (left) and fine (right) grids.
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Figure 6.3: Part of the fine unstructured grid used in the simulations. The mesh
resolution varies from 20km to 10m.

and x2 the spectrum s(x) = {hi(x), αi(x)} is specified as

s(x) =
(x̄2 − x̄) · (x̄2 − x̄1)

||x̄1 − x̄2||2
s(x1) +

(x̄− x̄1) · (x̄2 − x̄1)

||x̄1 − x̄2||2
s(x2) (6.1)

Then the surface elevation is calculated as

η(x) =
∑
i

hi(x) · cos
(

2 ∗ π
T

t− αi(x)

)
(6.2)

The bathymetry used was that of the existing DCSN98 structured mesh. This
has the drawback that the bathymetry was already downsampled to the 8km
resolution. This is particularly an issue in the coastal region where the addi-
tional coastal features resolved by the model may be recorded as dry or with
bathymetries with a very large relative error. On the other hand, the publicly
available bathymetry data also has limitations. In addition, the bathymetry
used has been heavily tuned to the DCSM8 model including to correct for the
poor resolution of the Straits of Dover Gebraad and Philippart (1998).
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Since modification of the bottom friction parameters is not available in Delfin,
a single relatively low roughness length of 1cm was specified for the entire
domain. The implicitness parameter θ was set to 0.55 and a time step of 10min
for the coarse grid and 5min for the fine grid was chosen. At almost 75 time
steps (150 for the fine grid) per tidal cycle, the M2 tide is thus well resolved in
time. The latitude used in the calculation of the Coriolis parameter was set to
55◦ which is a reasonable value for the Southern North Sea although a variable
value would clearly be preferable. The simulation was conducted with a single
layer in the vertical.

6.3 Results

6.3.1 Estimation of M2 tide characteristics

For this initial simulation only the diurnal lunar (M2) component of the tide
was specified along the open boundary. This component of the tide is one for
which observations are available.

Figure 6.4: Amplitude (cm) of M2 tidal constituent calculated using the fine grid.

The basic characteristics of the tidal wave are that it is driven by a periodic
surface displacement in the North Atlantic which progresses from South to
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Figure 6.5: Phase (degrees) of M2 tidal constituent calculated using the fine grid.

Figure 6.6: Amplitude (cm) of M2 tidal constituent in the Rotterdam harbor area
calculated using the coarse grid (left) and fine grid (right).
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Figure 6.7: Approximate locations of the stations at which tidal observations were
available for comparison.
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North along the domain boundary. Inside the domain, this causes a wave to
progress up the English Channel and back each tidal cycle. More significantly,
a Kelvin wave is generated which passes in an anticlockwise direction down
the British coast and along the Dutch coast towards the Denmark. Figure 6.4
and 6.5 show a visual representation of the tidal phase and amplitude in the
entire domain. Figure 6.6 shows a detailed view of the M2 tide amplitude in
the Rotterdam harbor area calculated using both coarse and fine grid.

To evaluate the outcome of the simulation conducted, part of the data presented
in Gebraad and Philippart (1998) is used. The observed M2 tide at the points
shown in figure 6.7 is compared with the available results of the model. Tables
6.1 and 6.2 show the observed and computed data for each of the data sources
together with the relative error. For 75% of the stations the calculated amplitide
is within 20cm difference from the observed one. The maximum amplitude
error of 40cm for the coarse grid and 56cm for the fine grid is encountered at
CHERBOURG and ROSCOFF stations respectively. The phase error is less
than 10 degrees for 58% (21 out of 36) stations. The maximum phase error of
52 and 56 degrees for the coarse and the fine grid respectively is encountered
for DELFZIJL station.

As can be seen, the degree of inaccuracy varies in space. Generally, away form
the North Sea coast, both the phase and amplitude of the Delfin results close to
the observations. There is a structural lagging phase error evident in the Delfin
results, which, at least in the deeper areas, is a little surprising since the M2
tidal wave should be well resolved in space and time by the given parameters.
As the tidal wave passes down the East coast of the United Kingdom there is an
immediate amplitude loss which generally increases as the wave progresses.

The loss of amplitude and phase occurs largely in the shallowest areas tra-
versed by the tidal wave. This suggests that the effective dissipation in these
areas is excessive, hence some combination of tuning the bed friction parame-
ters and better bathymetry and coastal data might produce substantially better
results.

On the other hand, the high Courant numbers with maximum of about 30 in the
shallowest areas could also give rise to the inaccuracies, see Ham et al. (2005).

6.3.2 Estimation of M4, M6 overtide characteristics

The model was forced with eight major tidal constituents, namely with semid-
iurnal tides M2, S2, K2 and N2 and diurnal tides K1, O1, P1, Q1 in order to
take account of spring-neap variations. The shallow water tides M4, M6 were
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Station name
Observed Amplitude (cm)
amplitude coarse grid fine grid

J76-57 24.5 15,82 18,24
J76-55 50 32,84 34,56
J76-54 66.6 52,3 54,53
WICK 101.1 83,77 85,65
ABERDEEN 131.1 101,57 102,58
NORTHSHIELDS 158.1 126,1 126,26
LOWESTOFT 70.36 69,11 63,08
DOVER 225.32 191,73 179,94
CHERBOURG 187 146,73 139,66
DIEPPE 313 284,14 276,46
OOSTENDE 179.56 163,48 165,24
HOEK VAN HOLLAND 77.97 78,84 81,19
IJMUIDEN 67.5 67,95 66,72
DEN HELDER 65.08 71,93 68,36
HELGOLAND 108.6 97,93 85,86
FOULA ISLAND 54.3 47,52 47,79
PORT-MAGEE 117.5 117,22 116,62
EKOFISK 28 28,12 25,36
WESTGAT 65.43 71,13 57,00
S3 92.7 83,03 83,28
S1 108 101,56 100,15
S8 55.3 48,76 49,35
S14 112.4 113,67 114,16
C3 115.7 112,94 113,29
C5 111.6 106,16 106,34
SAINT MARYS 176.5 162,66 163,24
MALINHEAD 107.5 124,77 124,09
HANSTHOLM 12.2 29 20,99
STATION K13A 53.23 52,65 47,47
STATION EURO 0 72.94 66,04 67,77
ROSCOFF 269 229,17 213,05
HOLYHEAD 181 171,22 171,78
HARLINGEN 82.98 89,34 83,03
DELFZIJL 134.72 111,55 98,13
VLISSINGEN 174.21 145,7 143,89
WEST-TERSCHELLING 79.8 82,33 74,88

Table 6.1: M2 tidal amplitude observed at stations around the North Sea and calcu-
lated using Delfin.
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Station name
Observed Phase (degrees)

phase coarse grid fine grid
J76-57 286.00 281,14 283,13
J76-55 318.00 319,01 315,07
J76-54 323.00 322,55 320,16
WICK 322.20 330,5 327,97
ABERDEEN 25.10 26,42 24,67
NORTHSHIELDS 89.00 85,69 86,60
LOWESTOFT 259.90 237,08 238,22
DOVER 331.90 313,98 317,18
CHERBOURG 230.00 230,76 231,49
DIEPPE 310.00 301,32 299,51
OOSTENDE 5.30 342,86 345,75
HOEK VAN HOLLAND 56.40 41,31 40,08
IJMUIDEN 100.30 77,99 75,25
DEN HELDER 162.40 137,77 135,60
HELGOLAND 312.00 281,71 290,62
FOULA ISLAND 264.00 256,92 257,58
PORT-MAGEE 123.00 122,52 123,06
EKOFISK 85.00 75,86 74,85
WESTGAT 148.60 130,38 149,17
S3 205.00 202,93 203,04
S1 179.00 176,92 178,23
S8 283.00 280,54 280,91
S14 163.00 161,42 161,68
C3 107.00 107,41 107,64
C5 116.00 115,13 115,06
SAINT MARYS 130.10 130,87 128,44
MALINHEAD 177.70 166,12 166,78
HANSTHOLM 105.00 69,77 68,73
STATION K13A 176.60 160,93 161,55
STATION EURO 0 25.70 5,58 8,24
ROSCOFF 142.00 135,98 135,48
HOLYHEAD 291.00 291,63 291,24
HARLINGEN 249.00 200,75 206,10
DELFZIJL 305.00 252,85 248,53
VLISSINGEN 30.50 357,85 20,30
WEST-TERSCHELLING 219.10 186,75 181,24

Table 6.2: M2 tidal phase observed at stations around the North Sea and calculated
with Delfin.
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generated on the shelf.

Figure 6.8: Phase (left) and amplitude (right) of M4 tide in the whole domain (top)
and the detailed view in the English channel (bottom) calculated using the coarse grid.

Figure 6.8 show a visual representation of the tidal phase and amplitude in the
entire domain for M4 tidal constituent together with the detailed view in the
English Channel. M4 is clearly generated within the shelf seas and its ampli-
tude decreases rapidly at the shelf edge. Maximum amplitude of about 0.4m
are observed in the Severn Estuary, Wash and Gulf of Saint-Malo. Amplitude
up to 0.3m occur in the Dover Strait where there is an anti-amphidrome. Over
the rest of the shelf seas the amplitude is less then 0.1m. Amphidromes oc-
cur off southeast Ireland, in the Southern North Sea and twice in the English
Channel.

Tidal amplitude and phase of the M6 constituent for the whole domain and
the detailed view in the English Channel is depicted in Figure 6.9. The results
show two amphidromes in the Southern North Sea and two in the English
Channel. The computed M6 cotidal chart Figure 6.9 shows a rapid increase
in tidal amplitude in shallow water due to an increase in bottom friction and
reaches its maximum in the Strait of Dover. The M6 amplitude seem to be
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Figure 6.9: Phase (left) and amplitude (right) of M6 tide in the whole domain (top)
and the detailed view in the English channel (bottom) calculated using the coarse grid.

overestimated by the model, the possible reason for that could be the purely
resolved bathymetry.

The water level driven by the eight tidal constituents is presented in Figure 6.10
and Figure 6.11 for the Harlingen station. The Figure 6.10 clearly shows
spring-neap variation of the water level. As can be seen form Figure 6.11
the rising water period is shorter than the falling water period for the station.
The tidal asymmetry is the result of the interaction of the M2 and M4 tidal
components.

6.3.3 Estimation of stratification parameter

It is well known that tidal currents play an important role in determining the
amount of stratification in coastal seas. Simpson and Hunter (1974) proposed
a simple criterion for the separation of well-mixed and stratified regions. The
separation occurs for a particular value of the ratio of the potential energy
required for perfect vertical mixing to the rate of dissipation of energy by the
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Figure 6.10: Modeled tidal elevation at Harlingen station.
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Figure 6.11: Flood-ebb asymmetry at Harlingen station.

tidal currents. Therefore the relevant parameter for the separation of mixed
and stratified regions is h/|us|3, where h denotes the water depth and us is the
depth averaged tidal stream velocity amplitude.

An important factor to be considered is the variability of frontal positions due
to tidal advection and spring-neap adjustment. The simulated velocity field
was used to estimate the stratification parameter S as defined by Pingree and
Griffiths (1978)

S = log10

(
h

Cd|us|3104

)
(6.3)

with the bottom drag coefficient Cd set to 0.0025. Factor 104 is added to
convert to cgs units.

The resulting value of the stratification parameter for spring and neap tides is
shown in Figure 6.12. The well mixed areas with corresponding S < 1 are
shown in black. Seasonally stratified regions with S > 2 are plotted in grey.
Different shades of red correspond to the transitional areas for which values of
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Figure 6.12: Predicted position of frontal boundaries at spring tide (top) and neap tide
(bottom). Stratified condition (S > 2) are shown in medium grey, region that are well
mixed (S < 1) are shown in black. Transitional areas (1 ≥ S ≤ 2) are represented
by shades of grey.
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Figure 6.13: Predicted position of frontal boundaries at spring tide (grey) and neap
tide (black).

S vary between 1 and 2 cgs units with the critical value of S = 1.5 being the
darkest. The Figure 6.13 shows the predicted positions of frontal boundaries
at spring tide (shown in grey) and at neap tide (shown in black).

6.4 Discussion

The development of operational numerical models has contributed consider-
ably to the understanding of the circulation of the North Sea. Using unstruc-
tured grids suggest a number of advantages to numerical ocean circulation
modeling. In particular, they are geometrically flexible and allow for continu-
ous coastline and variable resolution. This allowed inclusion of river estuaries
which play an important role in freshwater and sediment transport in the south-
ern North Sea.

In coastal regions the tidal range is generally larger than in the open ocean, and
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the tidal waves are considerably more complex. Shallow-water constituents
are caused by the nonlinear interaction of the astronomical semidiurnal and/or
diurnal constituents when the tidal wave propagates over the shelf. Therefore,
important considerations in the numerical modeling of tidal dynamics are the
capture of nonlinear interactions.

Fully calibrating a continental shelf model requires extensive tuning preferably
using data assimilation techniques. Results presented here are preliminary re-
sults which are the first steps towards development of a 3D multiconstituent
high resolution model for the southern North Sea. Although the model is com-
pletely uncalibrated it was able to correctly capture the essential characteristics
of the M2 tide, which gives a good first approximation of the tidal motion in
the North Sea, and of the most important nonlinear shallow water overtides M4
and M6 which have double and triple the frequency of M2. The simulated ve-
locity field is used to evaluate the Simpson-Hunter stratification criterion and
the spacial variation of the frontal boundaries due to spring-neap adjustment.





7
The Indian Ocean Tsunami

Note. The content of this chapter is based on the the following paper:
Kleptsova et al. (2012), On a momentum conservative z-layer unstructured

C-grid ocean model with flooding .

R ecent studies show that four of the ten most deadly earthquakes and
tsunami events since 1701 occurred in the last decade, Dunbar et al.
(2010). The 2004 Sumatra earthquake and tsunami killed approxi-

mately 228 thousand people across 14 countries. The fifth largest earthquake
was recorded in Chile in February 2010 and generated a drastic tsunami. The
2011 Tohoku earthquake, the most powerful known earthquake to hit Japan
and one of the five most powerful earthquakes ever recorded, generated a dev-
astating tsunami which in addition to more than 16 thousand deaths, caused
a number of nuclear accidents. These tragic events show the importance of
understanding earthquake and tsunami hazards in all regions of the world.

Along the coast, storm surge is often the greatest threats to life and property,
NOAA (2010). This rise in water level can cause extreme flooding in coastal
areas particularly when storm surges coincide with normal high tide, resulting
in storm tides. The 1953 North Sea storm surge killed more that 2000 people
in the Netherlands, England and Belgium. Hurricane Katrina (2005) is another
example of the damage and devastation that can be caused by storm surge, at
least 1500 persons lost their lives and many of those deaths occurred directly
as a result of the storm surge.

With the increasing population density in coastal regions more people are
placed at risk due to the size and nature of cities. Therefore, an essential aspect
of disaster risk reduction is to have detailed inundation and flooding maps for
a particular area.

87
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The major difficulty with tsunami modeling lies in determining of a precise
fault mechanism. A number of studies on the rupture process of the 2004
Sumatra-Andaman earthquake has been done using GPS and seismic data. The
co-seismic displacement data are then validated using the results of tsunami
models which are compared to a number of independent data sources. In Tan-
ioka et al. (2006) the rupture process has been estimated by tsunami wave
forms at tide gauges. In Pietrzak et al. (2007) and Hoechner et al. (2008) the
satellite altimetry data has been used to improve the estimates of the slip along
a thrust-fault earthquake. However, non of the approaches resulted in con-
sistent agreement of the modeling results to all of the available data sources.
Flooding provides another measure with which to assess the rupture models.
However, this requires accurate runup and inundation models.

To accurately model processes in the coastal ocean, and in particular to simu-
late flows in the shallow near shore region, including flooding and drying prob-
lems, it is important to employ a high resolution grid. By using unstructured
grids it is possible to achieve highly variable resolution in complex geometries
and thus to resolve accurately a particular regions of interest, while modeling
other regions at an acceptable cost.

Tsunamis are long surface gravity waves generated by rapid displacement of
the sea surface. The Indian Ocean Tsunami of 26 December 2004 was driven
by a massive earthquake along a fault stretching from Sumatra through the
Nicobar Islands to the Andaman Islands.

Two oceanographic satellites, Jason-1 and TOPEX/Poseidon, passed over the
propagating tsunami approximately two hours after the earthquake. These
satellites follow almost identical orbits and repeat their tracks every 10 days
(Menard et al. (2003)). The satellite data which is relevant to us is the sea
surface anomaly. These data provide a cross section through the propagating
tsunami including both direct and reflected waves in deep water.

The arrival times of one or more tsunami peaks were recorded by tide gauges
at various points around the Indian Ocean. The advantage of this data is that
it is available at a wider geographic range than is the satellite data, see Fig-
ure 7.1. However, the wave height observed at gauges on the coast is strongly
influenced by relatively small scale bathymetric and coastal features which
may be underresolved by the computational mesh or poorly represented in the
bathymetry and coastline data. Where the sea adjacent to the measurement
point is shallow, inaccuracies in the bathymetry representation can also affect
the arrival times. In addition, data recorded at the tide gauge after the ini-
tial incident wave is unlikely to be modeled correctly since inaccurate local
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Figure 7.1: The Bay of Bengal and part of the Indian Ocean showing the path fol-
lowed by the satellite Jason-1 and the gauge locations at which the arrival time of the
tsunami is known.

bathymetry data can influence the representation of the local wave reflections.

7.1 The mesh

The shape of the coastlines and the bathymetry around the island chain where
the tsunami was generated influence the reflections and the steering of the
waves. It is therefore important to concentrate the highest resolution in coastal
areas close to the tsunami source to be able to accurately represent the islands.
The grid resolution in the deep ocean can be reduced since the length scale of
wave features will be larger as the tsunami spreads out, than near the coast and
in the shallow regions.

For grid generation GridGen geometrically based, automatic gridgenerator
(Henry and Walters (1993)) which assumes that the element areas should be
approximately proportional to local mean water depth was used. This means
that the Courant number and hence the computational efficiency of model
calculations is roughly uniform throughout the grid. The bathymetry shown
in Figure 7.2 was drawn from the General Bathymetric Chart of the Oceans
(GEBCO (2003)). This resource is, however, not entirely satisfactory, the
bathymetry measurements are known to be sparse over much of the globe and
the GEBCO data set relies extensively on interpolation.
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Figure 7.2: The bathymetry of the Indian Ocean based on the GEBCO data set.

For the unstructured mesh used by Pietrzak et al. (2007) the coastline was
sampled at 500m resolution in areas of particular interest such as the Andaman
and Nicobar Islands and at 1km on the Sumatran coast and parts of Thailand.
Through 10km around Sri Lanka the resolution gradually decreases to 20km
on Northern parts of the Indian coast. The seaward boundaries of the domain to
the South and West were sampled at 40km. The coastlines were based on the
World Vector Shoreline produced by the US National Imagery and Mapping
agency and published in GEBCO (2003). The grid was used as a base for
generation of the bathymetry following grid, which was later adjusted to obtain
smoother transitions close to the boundaries of the domain and orthogonalized.
Additionally, the area close to the satellite track was meshed at about 5km
resolution and the areas between the Nicobar Islands and the track was refined
in order to obtain gradual changes in resolution. In total the grid has 550344
cells and 832532 edges. A part of the grid around the Andaman Islands is
shown in Figure 7.3.

7.2 Model parameters and boundary settings

Inclusion of the large low resolution region in the South and West of the do-
main ensured that the water boundaries are removed from the area of interest
of the simulation. For this reason it was considered appropriate to treat the
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Figure 7.3: The mesh around the Andaman Islands.

boundaries as closed. Wind effects are ignored since they are unlikely to be
observable on the time and length scales of the tsunami. Since the simulation is
performed in the equatorial region, the Coriolis acceleration is also uniformly
set to 0. The simulation was conducted with a single layer, since only the long
wave propagation is of interest. The bed roughness length was set uniformly to
5cm. The time step was set to 3s; this value was chosen to adequately resolve
the time scale of the initial rupture and subsequent wave propagation rather
than by any stability limitations. To avoid artificial damping of the tsunami
wave, the simulations were conducted with an implicitness parameter θ set to
0.5.
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7.3 Initial conditions

The initial sea surface displacement is caused by the deformation of the sea
floor. Here the sea bed kept unchanged while the sea surface was displaced
using the two different uplift fields.

The first uplift field is from the GPS inversion Hoechner et al. (2008). The ini-
tial field ”Sp2 60” presented there is shown in Figure 7.4(a) and referred here
as Model 1. Slip starts at 94.7◦E, 3.1◦N with a rupture velocity of 3.7km/s
for the first 200km and then slowing down to 2km/s, Vigny et al. (2005). The
total rupture time is about 10min. The total sea floor deformation is shown in
Figure 7.4(a).

(a) Model 1 (b) Model 2

Figure 7.4: The initial conditions used for the simulation of the tsunami propagation:
Model 1 (a) and Model 2 (b) total sea floor deformation.

The second sea floor uplift field is estimated by Tanioka et al. (2006) us-
ing coastal coseismic vertical deformations and wave forms at tide gauges.
The same initial field was also used by Harig et al. (2008); Cui et al. (2010).
The source area is divided into 12 subfaults and the whole Sumatra-Andaman
earthquake is assumed to take 12 minutes at a rupture speed of approximately
1.7km/s. The total sea floor deformation is shown in Figure 7.4(b). As the ini-
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tial condition the sea surface elevation and velocity at the end of the earthquake
as simulated by Harig et al. (2008) was used.

Both of the models have two separate patches of high slip. They are, however,
in different locations. For Model 1 the separation is located at about 5◦N,
whereas Model 2 has maximum slip in approximately that location. The slip
separation for Model 2 is located approximated 1◦ further south. Besides that
maximum amplitude of the slip is approximately twice as large for Model 2
compared to Model 1.

7.4 Results

7.4.1 Tsunami propagation results

Figure 7.5 shows snapshots of the propagating tsunami wave at 30, 60 and 120
minutes after 0159 GMT simulated using both of the initial conditions shown
in Figure 7.4. As can be seen, the tsunami wave simulated using the initial
condition given by Model 1 propagates in the south-west direction significantly
faster than that of the Model 2. The difference is caused by the longer southern
patch of slip in Model 1 compared to Model 2 and speed of rupture.

Figure 7.6 shows a comparison of the recorded sea surface elevation along the
Jason-1 satellite track with the modeled sea surface displacements. The model
results were interpolated both in time and in space to the positions captured
by the satellite. The results of Model 1 agree with the observed data quite
well. It is able to reproduce the splitting of the first tsunami wave, which
is due to the two separated slip maxima, one offshore Aceh and one around
the Nicobar Islands. The amplitude of the first peak is correctly captured,
the amplitude of the second one and the trough between the double peaks is,
however, underestimated. The trough at ≈ 2250km is also well represented.
The results obtained using initial fields given by Model 1 compare very well
with the results from TUNAMI-N2, shown by Hoechner et al. (2008).

Figure 7.7 shows the instantaneous snapshot of the sea surface elevation along
the satellite track after two hours of integration using Model 2 as initial con-
dition. The figure shows a reasonable agreement with the results obtained by
Harig et al. (2008). Accounting for the fact that it took about 10 minutes for
the satellite to cross the tsunami gives quite a different result shown in Fig-
ure 7.6. Namely, late arrival and amplitude underestimation of the leading
tsunami wave is observed.
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Figure 7.5: Snapshots of the evolution of the sea surface elevation the first 2 hours of
the Indian Ocean Tsunami simulated using the sea floor uplift fields given by Model
1 (left) and Model 2 (right).
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Figure 7.6: Comparison of modeled against observed sea surface elevation anomaly.
The satellites altimeter data are shown in black.
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Figure 7.7: Comparison of the instantaneous snapshot of the sea surface elevation
after 2 hours 12 minutes of simulation using the initial condition given by Model 2 to
the observed sea surface anomaly. The satellites altimeter data are shown in black.
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In order to better understand the features of the profile, simulations using vari-
ations of Model 1 were performed. Namely, only the Southern or the Northern
part of the rupture as shown in Figure 7.8 was used as the initial condition. The
comparison of the resulting surface elevations along the satellite track is shown
in Figure 7.9. The first peak of the double peak feature recorded by Jason-1 is

(a) Northern part (b) Southern part (c) Full rupture

Figure 7.8: Seafloor uplift field - Model 1.

an incident wave propagating in the south-west direction caused solely by the
southern patch of slip located at 3− 5◦N. Whereas, the second peak is due to
the combination of the incident waves originating from both the northern and
southern patches of slip.

As can be seen from Figure 7.4(b) Model 2 assumes no slip at the above men-
tioned location, its Southern slip patch is much shorter and located further
south-west. The incident waves caused by Model 2 required more time to
propagate to the location where the double peak feature was recorded by the
satellite. This explains the fact that the simulation driven by the Model 2 does
not capture the double peak.

As mentioned before the amplitude of the second peak is underestimated by
Model 1. To evaluate whether the peak can be better represented a simulation
driven by the initial rupture given by Model 1 with doubled amplitude of the
northern patch of slip was performed. The factor two was chosen since the
maximum amplitude of the sea bed uplift field of Model 1 is approximately
two times smaller than that of Model 2. Figure 7.10 shows the obtained sea
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Figure 7.9: Comparison of modeled using Model 1 against observed sea surface ele-
vation anomaly. The satellite altimeter data are shown in black.
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Figure 7.10: Comparison of the sea surface elevation anomaly modeled using two
variants of Model 1. The satellites altimeter data are shown in black.
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surface elevation along the satellite track together with the results of the orig-
inal Model 1 and observations. As can be seen the amplitude of the second
peak of the double peak feature is now correctly represented, a slight phase
shift is however observed. The results also show slightly better representation
of the amplitude of the third peak.

7.4.2 Arrival times comparison

Tsunami arrival times in minutes after the start of the earthquake recorded at
a number of the tide gauges together with the gauge’s sampling interval are
listed in Table 7.1. Note that the tide gauge data are known to within 3-6
minutes. The tide gauge data are based on the extensive analysis conducted
by Rabinovich and Thomson (2007). If there was a significant increase or
decrease in water level between two observation points, they assumed that
the actual arrival time was midway between the adjacent points at which the
change occurred.

Table 7.1: Observed and modeled tsunami arrival times.

Site Coordinates
Sampling
interval of
tide gauge
(min)

Arrival times of the leading incident
tsunami waves (in minutes since

the earthquake started)

Tide gauge Model 1 error Model 2 error
Sibolga, Indonesia 01.75◦ N; 98.75◦ E 3 107 -24 -27
Tuticorin, India 08.75◦ N; 78.20◦ E 6 205 8 15
Vizakhapatnam, India 17.65◦ N; 83.28◦ E 5 156 -15 -11
Colombo, Sri Lanka 06.93◦ N; 79.83◦ E 2 170 -9 -2
Male, Maldives 04.18◦ N; 73.52◦ E 4 195 -5 1
Diego Garcia, UK 07.30◦ S; 72.38◦ E 6 226 -16 -8
Hanimadhoo, Maldives 06.77◦ N; 73.18◦ E 2 211 -15 -9
Gan, Maldives 00.68◦ S; 73.17◦ E 4 197 -7 3
Port Blair, India 11.68◦ N; 92.77◦ E 2 15 8 -

The modeled arrival times differ significantly between the simulations with
different initial conditions, however they are accurate to within about 15 min-
utes for both of the models. The wave arrival time for Port Blair is not listed
for Model 2, since the simulation started at 12 minutes after the beginning the
earthquake and as indicated by the initial water level at that location after the
arrival.
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7.4.3 Simulation of flooding in the Banda Aceh

For this simulation the grid described above was extended to accommodate the
land area of Banda Aceh, which was meshed at a resolution of about 100m.
The extended grid has in total 627788 cells with 208710 cells being dry orig-
inally. Part of the grid around Banda Aceh is shown in Figure 7.11. The

Figure 7.11: Part of the grid used for simulation of flooding in the Banda Aceh area.

simulation was performed for 2 hours with time step set to 0.25 seconds. The
satellite image of the inundated regions is shown in Figure 7.12. Snapshots
of the sea surface elevation in the Banda Aceh region during the flooding are
shown in Figure 7.13.

As can be seen from Figure 7.13, Model 1 shows late arrival and low amplitude
of the tsunami waves at the coast of Banda Aceh. As a result the flooded area
is much smaller both compared to observations shown in Figure 7.12 and the
results of Model 2. The late arrival of the tsunami waves can probably be
explained by the fact that Model 1 assumes the rupture to be located farther to
the west from the coast of Banda Aceh than Model 2.

Analyzing Model 2 initial field shown in Figure 7.4(b) one can conclude that
flooding of the Banda Aceh area is mostly caused by the subfault located at
1◦S. Model 1 uplift field has the slip separation at approximately that latitude,
that is the rupture amplitude of Model 1 is about 3 times smaller there com-
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Figure 7.12: The satellite image of the Tsunami affected areas acquired on December
29, 2004 by the Centre for Remote Imaging, Sensing and Processing at the National
University of Singapore.

pared with Model 2. Therefore, increasing the rupture amplitude around 1◦

should improve the inundation results.

To check the conjecture a simulation driven by the previously used variant of
the Model 1 initial field was performed. Namely, the amplitude of the rupture
was increased by a factor of two for the Northern patch of slip. Figure 7.14
shows the inundation results compared to the results of the original Model 1.
As can be seen the inundation results are improved especially on the east coast
of Banda Aceh, however, they are still worse than that of Model 2.

7.4.4 Influence of the inundation process on the long wave propa-
gation

Here the influence of the inundation process on the tsunami wave propagation
is examined. Figure 7.15 shows comparison of the modeled sea surface ele-
vation anomaly along the satellite track simulated incorporating the flooding
process against that without flooding.

For both models only slight changes in the simulated sea surface elevation
anomaly is observed. In both cases the changes in the sea surface elevation are
observed between 2600 and 3500km along the satellite track. This is, how-
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Figure 7.13: Snapshots of the sea surface elevation in the Banda Aceh area obtained
using Model 1 (left) and Model 2 (right) initial fields.
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Figure 7.14: Snapshot of the sea surface elevation in the Banda Aceh area obtained
using the initial field given by Model 1 (left) and its variant with doubled amplitude
of the Northern part of rupture (right).

ever, expected since the double peak and the subsequent trough recorded by
the Jason-1 satellite was caused by the incident wave. The interaction of inci-
dent and reflected waves was only observed on the later stages of the tsunami
propagation. Also in both cases only amplitude, but not the shape of the re-
flected waves has changed.

7.5 Discussion

Here the ability of the model to simulate fast propagating tsunami waves and to
accurately predict coastal inundation is shown. The results obtained using two
different initial sea surface displacement fields were compared using a number
of criteria. Namely, the model results are compared to the tide gauge data at
the selected locations around the Indian Ocean, to satellite altimetry and to
inundation results in the Banda Aceh area.

It is shown that although the initial fields give comparable arrival times the
inundation results and the comparison to the satellite altimetry data are quite
different. Modeled sea surface elevation along the satellite track obtained us-
ing the initial condition given by Model 1 are in a good agreement with the
observations. The model, however, shows almost no flooding in the Banda
Aceh area. The simulation driven by the Model 2 initial condition, on the
other hand, shows good agreement with the observed inundation results, but
not with the satellite altimetry data. These results, like similar studies, clearly
show that the real uncertainties are in the source description. Although both
the satellite altimetry and inundation measurement are valuable data sources,
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Figure 7.15: Comparison of modeled using Model 1 (top) and Model 2 (bottom)
against observed sea surface elevation anomaly. The satellites altimeter data are shown
in black.
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it is not enough to compare to only one of them in order to assess the quality
of an underlying rupture model.

Note also that in order to accurately model flooding and drying processes a
very high resolution grid is to be employed. Although the grid used here has al-
most 6 times less nodes than the grid used by Harig et al. (2008) the model was
still able to reproduce the inundation process quite well. The ability to handle
complex geometries as typically found in coastal regions clearly demonstrates
the advantage of using unstructured grids for coastal ocean applications.



8
Conclusions

I n this thesis a new version of the unstructured staggered C-grid model,
Delfin, for the shallow water equations is presented. The model, Delfin,
was originally developed by Ham et al. (2005) and adopted as a start-

ing point for the mixed finite difference finite volume approach by Casulli
and Walters (2000). However, in Casulli and Walters (2000) and Ham et al.
(2005) the advection is discretized using a semi-Lagrangian approach, which
is shown to be stable at almost any Courant number. In the majority of the
real life examples, however, a Courant number beneficial for using the semi-
Lagrangian approach is not attainable. Besides that, most implementations of
the semi-Lagrangian advection scheme do not provide momentum conserva-
tion and, thus, are not suitable for detailed modeling of flooding and drying
processes. Therefore, the advection term is discretized in an Eulerian manner
as described in Kleptsova et al. (2010). Although, most of the Eulerian advec-
tion schemes are momentum conservative in the 2D-case, special attention is
required for the discretization of the momentum equation in the presence of
multiple z−layers.

The main problem with z−layer models is connected with flow along a sloping
bottom and surface. In this case the stepwise discontinuous representation of
the topography and free surface can generate false flow structures, which is
referred to as the staircase problem. Schemes of Fringer et al. (2006) and
Stuhne and Peltier (2009) both employing the Eulerian advection scheme by
Perot (2000) suffer from the staircase problem. Indeed, SUNTANS, the model
of Fringer et al. (2006) does not conserve momentum in the cells that contain
the free surface. SUNTANS is, however, mainly used for internal gravity wave
simulations and the free surface dynamics are not their main concern. Stuhne
and Peltier (2009) in their 3D global M2 tide simulation note deterioration of
results in the coastal regions compared to their 2D simulation.

105
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In Kleptsova et al. (2010) a local layer remapping procedure, which prevents
the model from creating a vertical structure in the flow if there is no physical
reason for that, is proposed. The idea behind the remapping procedure is that
the discretized momentum equation for a particular layer should be identical
to that of any other layer, if phenomena such as bottom friction, viscosity,
diffusion are disregarded.

The C-grid methods use integral averages of vector components normal to the
faces of the grid as the primary discrete unknowns, not the vectors themselves.
It is often necessary to recover vectors from these spatially distributed vector
components, such as for the calculation of momentum advection and Coriolis
force, where the unknown tangential velocity component is needed. A linear
combination of the normal velocity components of the surrounding faces is
typically employed for this purpose, see for example Espelid et al. (2000);
Bonaventura and Ringler (2005); Shashkov et al. (1998); Perot (2000).

While in the continuous system the Coriolis force is orthogonal to the veloc-
ity vector and, thus, makes no work, the discrete Coriolis term can become
an infinite source of energy, Espelid et al. (2000). Therefore a proper velocity
reconstruction should ensure that the discrete Coriolis operator is energetically
neutral. Such a reconstruction is not unique, see for example Espelid et al.
(2000); Ham et al. (2007); Kleptsova et al. (2009). In fact any linear combina-
tion of the normal velocity components can serve as an energetically-neutral
tangential velocity reconstruction for a face, as soon as the normal velocity of
the face itself is not included.

A velocity reconstruction which ensures no energy production due to the dis-
crete Coriolis term does not, however, guarantee overall stability of the dis-
crete system. In Kleptsova et al. (2009) it is shown that the reconstructed
velocity field should also be consistent with the way the continuity equation
is discretised. While being theoretically energy conservative the scheme can
still become unstable if the above condition is violated. This is particularly
true for the case of variable bottom topography. Note, that the Perot (2000)
reconstruction automatically satisfies the continuity equation for the 3D shal-
low water equations and, in this case, the proper treatment of the bathymetry
variations falls out naturally.

Different forms of the Navier-Stokes equations may have different conserva-
tion and symmetry properties and, thus, require different approaches to the ve-
locity reconstruction procedure. Thuburn et al. (2009) use conservation of the
potential vorticity as an additional consistency criterion in order to find a tan-
gential velocity reconstruction for the 2D linearized shallow water equations
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in the rotational form. Their work was generalized by Ringler et al. (2010) for
the nonlinear shallow water equations in the rotational form. The velocity field
was, however, still considered to be two-dimensional.

Similar to the other procedures, the methods by Thuburn et al. (2009); Ringler
et al. (2010) assume the velocity component tangential to a face to be a linear
combination of the normal velocity components of the surrounding faces. To
find the weighting coefficients it is necessary to solve a linear system of equa-
tions, this makes the methods difficult to compare with others in the general
case. For the case of uniform unstructured grids the methods are, however,
identical to that of Perot (2000).

The ability of a model to conserve momentum and correctly represent vertical
structure of a flow is crucial for the development of 3D models. It is the first
step to modeling of the tidal motion and the associated thermal and density
stratification, also in the regions of fresh water influence, as well as for studies
of sedimentation processes caused by tsunami inundation.

Chapter 6 presents preliminary results which are the first steps towards devel-
opment of a 3D multi-constituent high resolution model for the southern North
Sea. It is shown that the model was able to accurately reproduce the essential
characteristics of the M2 tide and the M4 and M6 overtides.

In Chapter 7 the ability of the model to simulate fast propagating tsunami
waves and to accurately predict coastal inundation is shown. Two different
initial sea surface displacement fields are used and the results are compared
using a number of criteria. Namely, the model results are compared to tide
gauge data at selected locations around the Indian Ocean, to satellite altimetry
and to inundation results in the Banda Aceh area.

Although the initial fields give comparable arrival times, the inundation results
and the comparison to the satellite altimetry data are quite different. Mod-
eled sea surface elevation along the satellite track obtained using the initial
condition given by Model 1 are in a good agreement with the observations.
The model, however, shows almost no flooding in the Banda Aceh area. The
simulation driven by the Model 2 initial condition, on the other hand, shows
good agreement with the observed inundation results, but not with the satellite
altimetry data. These results, like similar studies, clearly show that the real
uncertainties are in the source description. Although both the satellite altime-
try and inundation measurement are valuable data sources, it is not enough to
compare to only one of them in order to assess the quality of an underlying
rupture model.

In order to accurately model flooding and drying processes a high resolution



108 CHAPTER 8. CONCLUSIONS

grid is to be employed. The ability to handle complex geometries, together
with the possibility to use higher resolution in regions of particular inter-
est, clearly demonstrates the advantage of using unstructured grids for coastal
ocean applications.

8.0.1 Recommendations for future work

The model presented here guarantees no artificial vertical structure of the flow
assosiated with stepwise discontinuous representation of the topography and
free surface. The ability of the model to correctly reproduce a vertical struc-
ture existing in the flow is still to be evaluated. It is well known that the dis-
continuous representation of bathymetry in a z−layer model can cause large
local truncation errors in the computation of bottom shear stress and near-bed
turbulence along a sloping bottom. Platzek et al. (2012) show that the problem
can be reduced through a local remapping to an equidistant layering near the
bottom. Therefore a combination of the two layer remapping procedures could
be investigated.

Non-hydrostatic effects form an important class of three dimensional phenom-
ena occuring in the coastal ocean. It may be possible to incorporate non-
hydrostatic correction terms, possibly in the manner proposed in Stelling and
Zijlema (2003) or Cui et al. (2012). Scalar transport, which is a prerequisite for
any sort of density current simulations as well as for many forms of turbulence
model, is still missing in Delfin.

This thesis is mainly focused on the spatial discretization of the Coriolis
and advection terms. However, no proper stability analysis of the numerical
scheme has yet been carried out. It is recommended to carry these out in future
studies.
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