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Abstract

All human life is dependent on fresh water and activities related to monitoring its availability have become crucial for financial and survival reasons. Most rivers are being constantly investigated today by both the private and public sector using various means. In advanced countries, the researches cover extensively the riverbed in order to fully assess its topography. However, there are quite often cases where the data collected are disorderly scarce, resulting in questionable assumptions and interpolated predictions.

The purpose of this thesis is to provide a new method for reconstructing the riverbed topography when data are scarce, so as to achieve better results than the ones conventional methods currently give. The chosen course of action involves a combination of the datasets outputted by a simplified physics-based model and spatial interpolation of the available scarce topography data.

The surrounding research involves numerous aspects of mathematics, physics and spatial analysis, which together are called in to provide a complete solution to an existing problem. The focus lies on meandering alluvial rivers, whose planform style is the most common in human-populated river basin areas. Three rivers of different extent and interest are explored, namely the Danube (Romanian area), IJssel (Netherlands) and Kootenai (United States). The study cases comprise river areas extracted from each of them, in order to focus on bends and mildly widening or narrowing parts of the rivers.

The final outcome of this Master Graduation Thesis project was achieved through literature research, exploration and implementation of ideas and scientific methods, made possible through cooperation with the Deltares independent institute for applied research. The proposed method combines scarce riverbed topography data with the basics of river morphology and spatial interpolation techniques to come to a new method that achieves a result of higher value in the complex field of river and geomatics engineering. The method is further assessed and evaluated and will ideally be incorporated in the Rapid Assessment Tool for Inland Navigation (RAT-IN) which is currently under development at Deltares.
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**Acronyms**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRS</td>
<td>Coordinate Reference System</td>
</tr>
<tr>
<td>DEM</td>
<td>Digital Elevation Model</td>
</tr>
<tr>
<td>EPSG</td>
<td>European Petroleum Survey Group</td>
</tr>
<tr>
<td>EIDW</td>
<td>Elliptical Inverse Distance Weighting</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information System</td>
</tr>
<tr>
<td>IDW</td>
<td>Inverse Distance Weighting</td>
</tr>
<tr>
<td>MAT</td>
<td>Medial Axis Transform</td>
</tr>
<tr>
<td>NHWS</td>
<td>Normalized Half-Width Slope</td>
</tr>
<tr>
<td>RAT-IN</td>
<td>Rapid Assessment Tool for Inland Navigation</td>
</tr>
<tr>
<td>RBF</td>
<td>Radial Basis Function</td>
</tr>
<tr>
<td>RMSE</td>
<td>Root Mean Square Error</td>
</tr>
<tr>
<td>TIN</td>
<td>Triangulated Irregular Network</td>
</tr>
<tr>
<td>TPS</td>
<td>Thin Plate Spline</td>
</tr>
<tr>
<td>USGS</td>
<td>United States Geological Survey</td>
</tr>
</tbody>
</table>
It is a common case that river bathymetry data are limited due to the way they are collected. Subsequent interpolation methods applied do not provide an accurate representation of the riverbed in such cases, therefore physical or computational models are used, with the need for expert assessment. This process is usually highly time-consuming and also does not take full advantage of any knowledge acquired from the collected data.

In this thesis, a complete method for combining a physics-based model and spatial interpolation results is proposed as a solution to the above problem. The first chapter provides the motivation (§1.1), formulates the problem (§1.2) and relates it to the field of Geomatics (§1.3). The scope (§1.4) and research objectives (§1.5) are stated, along with the research questions (§1.6) that govern the process described. Finally, the outline of the remainder of the document is presented in §1.7.

1.1 Motivation

It has always been common practice for people to inhabit places with close access to fresh water. Today nearly 50% of the global population lives closer than 3 km to surface fresh water [Kummu et al. 2011], mainly including rivers and streams. Furthermore, the economic viability and competitiveness of ports has a lifeline link to the waterway network, which mainly comprises rivers. Therefore, river monitoring is of utmost importance for flood safety, water availability and safe navigation of ships, the latter of which can be compromised by the natural behaviour of rivers to form shoals and sharp bends. To this extent, the riverbed morphology and topography needs to be well-updated regularly to provide reliable information.

Unfortunately, bathymetric river data usually do not cover the whole channel bed in order to allow for its precise depiction, but are instead limited and scarcely spread. To mediate the lack of data, interpolation methods are applied, which, depending on the data available, can be highly inaccurate [Merwade 2009]. Their output can be extremely smoothed-out and in cases, the overall result dissuades their extended use.

Therefore, physics-based models and flow dynamics are sometimes called in, in order to reach a more natural riverbed topography representation. However, these models can be difficult to formulate, they are subject to a number of pre-defined conditions and in the case of Computational Fluid Dynamics (CFD) they require large computational times and power.

In situations where a more expert assessment is required, the ultimate solution is manual interpolation. Experts in river morphology can provide a graceful insight on what is expected behaviour in river channels and together with whatever limited data are available, they can come close to a real representation of the riverbed. As it is obvious though, this procedure is time-consuming and bad on managing human resources.
Considering the above issues, an automatized method that can make use of such limited data and also “fill in the gaps” by applying the physical aspects of river morphology in a rapid assessment of the riverbed topography is a wanted advancement towards solving this data scarcity problem.

### 1.2 Problem Statement

A variety of numerical modelling efforts related to hydrodynamics, sediment transport, vegetation and geomorphic analyses require an accurate representation of riverbed topography. However, the applicability of the numerical models can be impaired due to the low availability of bathymetric data. Many reasons may pose a hindrance for acquiring full riverbed coverage, among those being low funding, river accessibility, crew and equipment unavailability and even the dynamic environment of rivers itself, which is constantly changing. Therefore, river data collection usually results in limited information, upon which interpolation techniques need to be applied to acquire an overall representation.

A number of spatial interpolation methods are available, like Inverse Distance Weighting, Kriging, Spline and others. It has been proven [Merwade et al. 2006] that transforming the data to a flow-oriented coordinate system and applying anisotropic spatial interpolation techniques outperforms significantly isotropic ones in both the Cartesian and flow-oriented coordinate systems.

This procedure however is only suitable if the data points gathered are relatively dense, closely-spread or regularly sparse. On the other hand, if only scarcely-spread data are available, such techniques cannot be directly applied, since they result in wrong predictions about bed topography in river bends and where the river widens or narrows. Furthermore, they may smooth out crucial bed formations or result in solutions governed by noise.

Such scarce data are common to be originating from for example single-beam echo sounder data, mainly gathered along a vessel’s trajectory (“trackline”) or expeditions on chosen cross-sections. The difficulty of the problem is to couple the physics of the river morphology with a spatial interpolation technique that can be applied upon such scarce datasets.

### 1.3 Relevance to Geomatics

Geomatics Engineering is the science and study concerned with the collection, manipulation and presentation of the natural, social and economic geography of natural and built environments [Lemmens 2011]. Geographical information plays an important role in activities such as environmental monitoring, management of land and marine resources, and real-estate transactions. In such manner, river data contain geographical information that, depending on the application, can be of high interest.

An accurate representation of the riverbed topography can be vital in a wide range of applications, including studies which relate to monitoring and investigating rivers for flood safety, water availability, navigability and dredging. Developing a way of extracting useful information from limited resources and creating new knowledge is one of the main actions performed within the multidisciplinary field of Geomatics. Extending this procedure to an automatized process that helps the researcher or general user and provides a faster result is also a golden goal to aim at.
1.4 Thesis Scope

The focus of this project is on the implementation and assessment of a method that couples a spatial interpolation technique together with the impact of physics in riverbed morphology in order to provide an acceptable solution when collected data are scarce. River bathymetry data come in many forms, but the wording of ‘scarce’ in the current context is defined as data insufficient to provide a very good estimation for the riverbed topography. These data may be single-beam tracklines derived from ship trajectories collected in a ‘zig-zag’ pattern, or even cross-sections collected at areas of interest [Figure 1.1].

![Figure 1.1. Scarce single-beam echo-sounder data. Cross-sections are formed when data are collected transversely of the river’s direction. “Trackline” data follow trajectories of the ships along a river (Danube River, Romania. Bing maps, 2015).](image)

The river areas of special interest are defined as single river channel bends and parts where the river narrows or widens without sudden changes. The aim of this choice is to examine the ability of an algorithm to predict the areas of small water depth (point bars) and the bathymetry in general. The type of rivers examined in this context is meandering alluvial rivers without extreme natural impacts or human interventions (i.e. waterfalls, big discharge, islands, bifurcations, dams etc.). Meandering rivers are chosen as they are the most common planform type of rivers in populated areas [Crosato 2008], therefore in the wider social context are of a greater importance. The method could be extended to include bifurcation cases; however, that would require further implementation in terms of grid alignment, space tessellation, data averaging and a re-established physics-based model. Hence, bifurcations are considered out of scope.

The governing theory applied [Crosato 2008] allows as a first relaxation to the non-linear equations that define the water flow a zero-order approximation under the assumption of an infinitely long
straight channel. This basically assumes that the flow cross-section remains constant, providing a basis for the riverbed level of a mildly varying in width channel. Furthermore, as a rule for the prediction of bed topography in river bends, the axi-symmetric solution of the derived equations can be estimated assuming mildly curved channels. Other physics-based models [Frascati & Lanzoni 2013] make more detailed assumptions about the impact of varying widths in rivers, but due to their complexity and the general ambiguity of where river banks are really situated, they are not considered. Furthermore, out of scope are any physics related to bank erosion/failure (bank accretion/advance), vegetation and floods. In order to deal with the presence of river banks, a simpler static geometrical profile is assumed.

Within the thesis scope, a number of existing spatial interpolation techniques are considered, through which the final algorithm is made possible and to which it is compared. Currently, the most notable ones are Elliptical Inverse Distance Weighting (EIDW) [Merwade et al. 2006] and anisotropic ordinary kriging [Eriksson & Siska, 2000]. However, the latter one is shown to produce erroneous results when available data are scarce. In addition, state of the art techniques such as those used by GIS software cannot be implemented, but can only be used for assessment and comparisons. From the ones implemented, the best performing one is used for the definite comparison with the proposed method. Ideally, the river areas would be able to be segmented in parts, evaluated as to their geometrical and physical properties and the data available and the best spatial interpolation method would be chosen for each segment. This however extends beyond the scope of the thesis into a separate field of research. The proposed method can nevertheless be used in a scheme that includes the aforementioned partitioning and evaluation. By this decision, the partitioning of the river areas is not of significance and as such, any kind of effort for classification and semantics of rivers is considered out of scope as well.

The evaluation is made in a trilateral sense. In hard numerical terms, the use of a Root Mean Square Error (RMSE) evaluator allows to compare a ‘ground-truth’ and a derived ‘test’ dataset for the combined method for each case. Furthermore, for a visual inspection, Error Maps are presented to qualitatively assess the results in pictures. Finally, the transverse slope of the half-width along the centerline of the river is investigated, in order to receive a more center-targeted evaluation of the results.

The implementation and assessment of all processes were fully developed as Python code, maintaining an open-source friendly profile. The classes, modules and scripts can be further assessed to be incorporated into the Rapid Assessment Tool for Inland Navigation (RAT-IN). This tool is currently in development at Deltares [Institute; Deltares] and aims to “rapidly assess a river’s suitability for inland navigation based on state-of-the-art scientific knowledge and freely available data sources”. Therefore, the main application field for the proposed method is the navigability of channels that fit into the above scope description.

In terms of efficiency, the proposed method aims to provide a tool for the researcher or the general user to aid him or her in research and greatly reduce the time required compared to what it would be if the same process was performed manually. However, techniques for computational efficiency such as parallelization (multi-core computing), efficient storage and accessing of datasets, data structures for efficient performance of each interpolation method and the evaluation by computational time are excluded from this research, since they lie more in the optimization of the method than the method itself.
1.5 Objectives

To set the covered issues into perspective, the objectives of the thesis need to be defined. These range from hard requirements that are intertwined with the thesis purpose to intermediate goals that were required to be completed in order to reach the final result.

Therefore, the hard requirements are as stated:

- Develop a method for combining a spatial interpolation technique with the physical impacts of riverbed morphology.
- Consider the zero-order approximation of water flow and axi-symmetric solutions of bed topography in river bends.
- Describe data in a flow-oriented coordinate system.

The first two are inter-connected towards the completion of the project, while the third allows for a better final result.

High-priority objectives are considered the following:

- Define ground-truth and test datasets.
- Compare results with other spatial interpolation methods for evaluation.
- Provide a ‘goodness-of-fit’ model for evaluation.
- Incorporate final method into the RAT-IN tool.

The above are fully covered at the completion of the project, except the last one, which requires an extra assessment by the party interested (Deltares). The current status is to extend the RAT-IN tool with further features and options before release.

Further aims needed for completion of the project are:

- Create a way of obtaining a curvilinear grid upon which the data are projected.
- Propose a way for representing the raw data on the grid.
- Acquire realistic hydrographical/geometric values that relate to the chosen rivers. These values are numbers related to parameters required in order to use the equations of the physics-based model. These include discharge, mean grain size, slope, widths and other coefficients.

The latter three aims are desired research, closely related to the topic and are resolved within the overall procedure. However, these objectives are not the core of this thesis and as such the solutions proposed are not definite, complete or necessarily the best ones.

The objectives listed above clearly define the implementation aims of the thesis, but towards the resulting outcome, a number of additional procedures are considered without naming them here. These can nevertheless be important to the completion process, yet not strictly defined as objectives. This is due to the fact that their functional use does not affect the methodology and they can be achieved in a variety of ways.

1.6 Research Questions

The main research question that directed the progress of this thesis is the following:
“How can a spatial interpolation method be coupled with river morphology physics in order to approximate better* the riverbed topography when input data are scarce**?”

*: By the notion of ‘better’ a numerical form of assessing quality (in example, Root Mean Square Error) or other form of quality flag evaluation is meant. The comparison is made to existing spatial interpolation methods, which are chosen in terms of state-of-the-art and relation to the topic.

**: The term ‘scarce’ is related back to the origins of the problem, which as described in §1.4, includes ‘trackline’ data or simple cross-sectional data.

In addition to the governing research question, a number of issues will be addressed, to provide completeness on the project’s results:

1. What is an objective function to measure ‘goodness-of-fit’ of the method?
2. What coordinate system allows for better predictions on riverbed topography?
3. How much of the full data can be thinned out and still have a successful outcome?

The above questions are answered with the delivery of the solution and the experimental results. Further research can be performed to cover a wider extent of each question and to ultimately arrive at a deeper understanding of the problem field.

1.7 Thesis Outline

The structure of the remainder of the thesis is as follows:

- Chapter 2 provides the reader with the related work that encompasses the thesis scope and implementation. The approximations taken into account related to riverbed morphology physics are presented along with an overview of spatial interpolation methods and related literature.
- Chapter 3 covers the methodology followed in the thesis and gives insight on the concept of the proposed method.
- Chapter 4 presents the actual approach and implementation procedure for every step of the methodology. The issues related to successfully complete each step of the process are covered along with the overall process pipeline. One of the study cases is chosen as the example that follows the whole procedure.
- Chapter 5 features selected final results and through a discussion compares them to a range of outputs from a variety of different study cases. Also, the evaluation and the methods of assessment are discussed.
- Chapter 6 finishes with conclusions, recommendations and future work that can be done to advance the field.

Additionally, three Appendices supplement this thesis. These concern the construction of the river polygon centerline (Appendix A), the aggregation of the point data on the grid (Appendix B) and additional results not presented in the body of the thesis (Appendix C).
2 Related Work

The relevant concepts and theories encompassing the field of the study subject can be considered as vast, complex and developing. Much of the information related to the river environment still lie in the theoretical scope and few physics-based models currently account for factors related to river morphology. Nevertheless, the last decade has allowed for better representations of the river dynamics using 2D and 3D models (unstructured nested grid in SSIIM by Olsen 2003), the morphodynamic model of Delft3D by Lesser et al. 2004, meander migration model MIANDRAS by Crosato 2008), which also unlocked hidden areas of research.

Riverbed topography is still subject to numerous influences, which even if they are partially accounted for in numerical modelling may result in wrong predictions. This is due to insubstantial data, variable information or physical effects not yet incorporated in the models. As a best practice for the scope of this research and for producing an acceptable outcome, is assuming approximations related to the flow, sediment transportation and bank migration. These approximations are based upon the research performed in [Crosato 2008].

Spatial interpolation techniques are also widely explored in general, with varying results depending on the application. For the study field of riverbed topography, only few consider the case of limited datasets, in order to incorporate rules deriving from riverbed morphology. Therefore, scientific interest lies in accomplishing a successful coupling of interpolation algorithms together with specifics of the physical impacts that may be present. In theory, the more general cases can be extended with additional rules. However, the choice of the spatial interpolation technique is always vital to what results the fused method yields.

Other than the main focus of the thesis, a number of processes require some sort of theoretical basis in order to reach a well-produced result. These processes can be achieved in a number of ways, but they are indeed important for completion. Procedures like centerline and grid construction, averaging data on the grid and smoothing are structural components towards realizing a full implementation of the method proposed. Furthermore, the evaluation that follows the implementation is also based upon past research, theory and practices.

In this chapter, the literature research is reported together with any other background information related (§2.1). Spatial interpolation techniques are mentioned and the most promising choices are presented (§2.2). Furthermore, the basis of the additional processes performed for the completion of the project is also made known (§2.3). The chapter closes with a conclusion of the prior parts (§2.4).

2.1 River Physics Framework

As a natural flowing watercourse, rivers are a result of numerous and even chaotic natural processes [Frascati & Lanzoni 2010]. In order to derive some knowledge about their creation, migration and
stability, researchers tend to examine them according to the direction of the main water flow or its vertical. Since they are also analysed in a three-dimensional space, these directions are usually clarified as the *longitudinal* direction of the water flow or the major axis and the *transverse* direction. Transverse “slices” of the river form its *cross-sections*, which are often used for understanding better the behaviour of riverbed topography and the geometrical parameters that define it, such as the water flow area, the channel and bankfull width, the wetted perimeter and the hydraulic radius [Figure 2.1]. In meandering rivers, they are all of high importance since they make up most of the values used for modelling the bathymetry alongside the hydrographical parameters.

![Figure 2.1. River cross-section and measurements (non-commercial use: www.i-study.co.uk).](http://www.i-study.co.uk)

A river channel’s actual widths are quite ambiguous because they depend on the water levels which are rising and falling, mainly influenced by floods that may be present during a water year. Of significance is the bankfull width, which defines the borders for which if the flow rises above them, the water enters the active (topographic) floodplain [Figure 2.2]. The greater amount of material transported over time in general is achieved at bankfull flow, forming and maintaining the channel shape with an effective discharge [Leopold 1994]. In meandering rivers, changes on the bed level and the impacts of bank erosion and accretion influence the cross-sectional channel width [Parker 1978, Mosselman 1992, Allmendiger et al. 2005]. Assuming however, a counter-balance of erosion and accretion between opposite banks, an equilibrium bankfull width can be considered as correct representation of the river.

![Figure 2.2. River cross-section with bankfull width and active (topographic) floodplain (non-commercial use: http://www.usda.gov/stream_restoration).](http://www.usda.gov/stream_restoration)
To further this equilibrium basis, only rivers of mild curvature are reviewed so that there are less instability issues. To define this, the curvature ratio ($\gamma$) can quantify a bend’s sharpness. The ratio is equal to the bankfull channel width ($B$) divided by the radius of curvature of the channel centreline ($R_c$):

$$\gamma = \frac{B}{R_c} \quad \text{(Eq. 2.1)}$$

$R_c$ is a varying measure that equals to the distances from the centers of the tangent-fitted circles to the centerline points [Figure 2.3]. It can be used as a first evaluation for channel stability, since large values signify a stable channel and small values forecast temporal changes [Bagnold 1960]. In respect to the curvature ratio, mildly curved channels display a value of $\gamma$ with an order of magnitude 0.1 or smaller, whereas sharper bends have one of 1 [Crosato 2008]. The behaviour of highly curved meandering rivers exceeds the scope of this thesis, since considerations about cutoffs and influence of vegetation should be taken.

Various important past attempts have been made to describe the behaviour of river meanders [Ikeda et al. 1981, Olesen 1984, Struiksma et al. 1985]. In alluvial rivers sediment is transported but also deposited mostly in the inner side of bends, forming the so called point bars. Their presence, together with erosion on the outer bend, dictates the shape of cross-sections. In greater detail, in a straight reach the cross-section tends to keep a more or less rectangular shape [Figure 2.4, section B]. On the other hand, in a bend, deeper pools are formed close to the outer bank and the shallower parts are by the inner bank due to the point bars effectively shaping the cross-section into an almost triangular form [Figure 2.4, sections A and C]. Depending on the meandering river’s consecutive bends and their sharpness, the line of maximum depth called the thalweg goes from bank to bank and in the straight reaches through their middle area, changing sides when the curvature changes sign. Therefore, computation of the curvature can dictate on which side the pools may form.

Figure 2.3. Radius of curvature of channel centerline.
To support these cross-sectional profiles, a number of analytical equations have been derived by the deeper examination and breakdown of the physical effects taking place. Primarily, morphological changes need to take into account the sediment balance equation, based on the Exner principle of mass conservation [Crosato 2012]. Assuming a time interval infinitely small, the law of mass conservation for sediment dictates that the amount of transported sediment increases when the flow velocity increases. Thus, the Exner principle states that erosion occurs in areas of accelerating flow and sedimentation in areas of decelerating flow [Figure 2.5]. However, the flow velocities are difficult to be measured and usually data regarding them are inexistent. Assuming a constant discharge, the same effect can be attributed to areas of widening and narrowing parts of the river, where flows are respectively decreasing and increasing.

The difficulty in defining the velocities also yields from the nature of the water flow. In its full description, the water flow within a channel is three-dimensional. Modelling of the flow field has been attempted in [Kalkwijk & De Vriend 1980], but for wide open channel bends of mild curvature. For such assumptions, the shallow water approximations hold, derived from the Navier-Stokes equations [Navier 1822] and depth-averaged over a steady flow for a curvilinear system in $s$ (streamwise), $n$ (transverse) and $z$ (vertical) directions [Olesen 1987, Mosselman 1992] [Figure 2.6].
As described in [Ottevanger 2013], a streamwise ($v_s$) and a spanwise ($v_n$) velocity govern the 3D (real) water flow [Figure 2.7]. The streamwise velocity can be approximated by its depth-averaged longitudinal components ($U_s$). The spanwise velocity is subdivided to the depth-averaged cross flow and the vertical deviations from it, which form the secondary flow ($v_n^*, v_z^*$) [De Vriend 1981].
In a river bend, higher velocity chutes direct towards the outside of the meander bend. Additionally, the surface of the water there is slightly higher (superelevation) because of the momentum and acceleration of the flow, similarly to the centrifugal acceleration [Einstein 1926]. Subsequently, the flow is forced down and returns towards the inside of the meander bend resulting in the center-region cell of the secondary flow. The outer-bank cell is of lesser influence, born due to instability and turbulence anisotropy, slightly amplified by the center-region cell’s motion [Blanckaert & De Vriend 2004].

The intensity of the secondary flow increases with larger curvature in river bends. The resulting helical flow [Figure 2.8] affects the bed shear stress [Koch & Flokstra 1980] and is therefore taken under consideration in the simplified form of a weight coefficient $A$ [Jansen et al. 1979]. This coefficient is usually either set empirically or needs to be calibrated for use in the physics-based bathymetry model.

The flow field can be derived by assuming depth-averaged steady-state continuity and momentum equations for shallow water. Bed shear stress in a curved channel relates to the depth-averaged flow velocity through the Chézy relation [Struiksma & Crosato 1989]. By linearization of the governing equations, a zero-order solution to the momentum and continuity equations provides the bed topography for a uniform flow in a straight and infinitely long channel, as follows:

$$h_c = \left(\frac{Q}{B C \sqrt{i}}\right)^\frac{2}{3} \quad \text{(Eq. 2.2)}$$

where:

- $h_c$ - water depth at the centerline [m]
- $Q$ - the river discharge [m$^3$/s]
- $B$ - the width [m]
- $C$ - the Chézy roughness [m$^{1/2}$/s]
- $i$ - the river (longitudinal) slope [-]

Equation 2.2 describes a reference condition, which defines the “tendency” of the system. In this case, the tendency relates to a first water depth level, which is assumed along the centreline. Non-linear effects, like the change in curvature, can form further adjustments from this approximation. The way
river bends can affect the bed level, which can also be estimated by an axi-symmetric solution of the equations. In infinitely long bends with constant radius of curvature and discharge, the water flow is constant on the longitudinal. For impermeable banks, the sediment transport on the transverse is zero. Similarly, the depth-averaged transverse velocity is also zero. Assuming mildly-curved channels, the water depth variations by the axi-symmetric solution are given by:

\[ h(n) = h_c e^{A f(\theta) n / R_c} \]  

(Eq. 2.3)

where:

- \( h \) - water depth along \( n \) [m]
- \( A \) - coefficient weighing the influence of the helical flow
- \( f(\theta) \) - weighing function
- \( n \) - coordinate orthogonal to the streamline [m]
- \( R_c \) - radius of curvature [m]

Further defined:

\[ A = \frac{2 a}{\kappa^2} \left( 1 - \frac{\sqrt{\theta}}{\kappa c} \right) \]  

(Eq. 2.4, from Jansen et al. 1979)

and

\[ f(\theta) = \frac{0.85}{E} \sqrt{\theta} \]  

(Eq. 2.5, from Zimmerman & Kennedy 1978)

where:

- \( a \) - calibration coefficient [-]
- \( \kappa \) - von Karman constant (≈0.44)
- \( g \) - gravitational acceleration [m/s²]
- \( \theta \) - shields parameter [-]
- \( E \) - calibration coefficient

The last two parameters are as such:

\[ \theta = \frac{u^2 + v^2}{c^2 \Delta D_{50}} \]  

(Eq. 2.6, derived from Shields 1936)

and

\[ E = 0.0944 \left( \frac{h}{D_{50}} \right)^{0.3} \]  

(Eq. 2.7, empirical from Talmon et al. 1995)

where:

- \( u, v \) - velocity in streamwise and transverse directions [m/s]
- \( D_{50} \) - mean grain size diameter [m]
- \( \Delta = \frac{\rho_s - \rho_w}{\rho_w} \) - relative density (\( \rho_s, \rho_w \) - sediment and water densities, kg/m³)
The above equations form the theoretical basis for the model used to compute the bathymetry without making use of any collected data. The full analysis of the equations and derivations can be found in [Crosato 2008]. In contrast to the assumptions mentioned above, in the implementation part the variations of the width and curvature in the chosen river parts are still considered, violating some of the theoretical aspects. However, this choice allows for more accurate local depictions of the bed topography. The hydrographical parameters required are also difficult to be exact and in a practical scenario they should be varying along both directions of the flow. In that sense, the geometry of the river bends can be more precise and help acquire these variations.

2.2 Spatial Interpolation Methods and Considerations

For computational geometry as well as maths, interpolation has been a common field of active research. With the advance of earth sciences further knowledge has been brought forth to deal with the need for predicting data such as elevation, temperature, precipitation and soil data. A better adjective to refer to those interpolation methods dealing with geographic information is spatial interpolation methods. Assuming a discretised area, spatial interpolation is the process of estimating values of properties at unsampled sites within the area covered by existing observations by using them as a weighted measure. In most cases, the unsampled locations greatly outnumber the sampled ones.

The main divide between spatial interpolation techniques in two dimensions categorizes them to deterministic and geostatistical methods. Deterministic interpolation techniques can approximate a surface based on a given smaller set of point values. The method is driven by either the extent of similarity or the degree of smoothing. Geostatistical techniques on the other side calculate the spatial autocorrelation of the given points, accounting for the way they are configured around the area that needs to be interpolated.

In the field of river research, a number of spatial interpolation techniques are already extensively explored like Inverse Distance Weighting (IDW) [Philip & Watson 1982], Kriging [Oliver 1990], Natural Neighbour [Watson & Philip 1987] and Spline methods [Franke 1982, Wahba 1990]. Digital Elevation Models (DEMs) in hydrology (raster or Triangulated Irregular Network - TIN) often use them where topographic variations are small, like for example for watershed delineation, but fail in river channel bed topography. In simpler cases where the need for accuracy is not great, Linear interpolation on the longitudinal direction can be substantive for covering specific unknown areas with full values.

To narrow down the interest that can lie on each of these methods, some spatial considerations need to be taken into account related to the thesis scope. Firstly, the known data points are given in “clusters” of data, having a pattern structure of either cross-sections or ship tracklines. Furthermore, the data sampled are considered scarce, thus the areas of uncovered data may be vast in comparison to the data collected. Consequently, a geostatistical method will be severely compromised by data unavailability, its predictions being influenced by too far apart measured points that seem to have a greater correlation than closer ones because of the shape of the riverbed.

As an example, a Kriging system is bound to yield a high covariance around the clustered areas and low further from them. Constructing a semivariogram from scarce data to guide the process is considered of little use, as it will mainly display a periodic pattern due to the similarity of points in the same longitudinal. As such, the results are governed by noise and most unknown values will result around the expected mean [Figure 2.9].
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Figure 2.9. Kriging example with limited result for scarce data (Python). The periodic effect on the semivariogram relates to the fact that some locations that are far apart display much higher similarity in bed topography than locations that are close (i.e. points close river banks).

Figure 2.10. Natural Neighbour example on a cross-section (detail, flow-oriented coordinate system, Python). Red dots signify river polygon vertices, blue dots are the sampled point locations. (a) Original Voronoi tessellation, (b) Single unsampled point inserted and change in Voronoi tessellation, (c) Overall local interpolated result.
For different reasons, deterministic methods may also fail. In the case of Natural Neighbour [Sibson 1981], a Voronoi tessellation dictates the neighbours in between the sampled points. Each unsampled point is inserted in the set and it receives a weight based on the area it “steals away” from each sampled point of the original tessellation. The overall result in a case where there are scarce data can be disappointing. The problem can be displayed easier when cross-sectional data are present [Figure 2.10]. The inserted points receive weights from all the sampled points in between two cross-sections resulting in a big averaging of values further away from them. This “smudging” effect fails to grasp the riverbed topography shape, even more so than a simple linear interpolation. A similar display also appears when the available data are in trackline shape.

On the other hand, Thin Plate Splines (TPS) interpolation may overestimate depth values and assume wrong predictions. The name itself refers to the analogy of a thin sheet of metal bending to cover the interpolated area while passing exactly through the sampled points. A natural representation can be formed by a Radial Basis Function (RBF), which defines a spatial mapping for each location in space. However, in the special case of scarce datasets, such interpolation displays problems in the areas with poor sampling due to the ‘warping’ effect they pose [Figure 2.11].

![Figure 2.11. Thin plate spline (with Radial Basis Function) example (detail, Python). Left: trackline sampled points, Right: interpolated result. Great variations appear where data is not sampled.](image)

Of higher importance is that the morphology of river channel beds is anisotropic, since the bathymetric variability is greater traverse to the flow than along it. Therefore, considering a flow-oriented coordinate system is a necessity to pursue a finer resulting interpolation. Towards this goal, in [Merwade et al. 2006] such a system is assumed and by evaluating different interpolation methods, it is shown to outperform the Cartesian coordinate system. Similar findings are portrayed in other researches [Goff et al. 2004, Osting 2004]. Partial consideration of this is taken also in [Burroughes et al. 2001], who developed a Zonal IDW (ZIDW) approach to deal with estuarine bathymetry. For these reasons, interpolation methods like Elliptical Inverse Distance Weighting (EIDW) have a higher interest to the covered topic.

EIDW is similar in sense with the IDW, taking advantage of the anisotropic nature of a river channel. IDW is based on the assumption that a point’s whose depth value is unknown can be approximated by the weighted average of the values of the known points. If a global interpolator is used, all the known
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points’ values are taken into account. A local interpolator however uses only a subset of them within a circular neighbourhood [Figure 2.12(a)]. This neighbourhood’s radius either is predefined or varies in order to include a specific number of closest known points. The equation governing the IDW method is as follows:

\[ z_c = \sum_{i=1}^{N} w_i \times z_i \]  

(Eq. 2.8)

where:

- \( z_c \): the value to estimate
- \( N \): number of points to average
- \( z_i \): the sampled points to take into account
- \( w_i \): the weights for each sampled point, which are given by:

\[ w_i = \frac{1}{d_i^p} \]  

(Eq. 2.9)

where:

- \( d_i \): distances between sampled – unsampled points
- \( p \): power exponent

The power exponent noted above denotes the significance of the surrounding points. A higher power is used when the further away points are of less importance and the closest points hold a greater significance. Typical values are 2 or 3, but they can be higher in special cases.

Instead of assigning circular neighbourhoods around the unsampled points, in EIDW the neighbourhoods are ellipses [Figure 2.12(b)]. Further apart points along a defined direction hold a greater importance, which applies in the case of rivers along the direction of the flow. To model this behaviour, the data points can be transformed to a curvilinear system of (s,n) coordinates [Fukoka et al., 1973; Holley et al., 1986] as described in the river physics framework (§2.1).

Figure 2.12. (a) IDW with circular neighbourhood, (b) EIDW with elliptical neighbourhood, with a as the major axis and b as the minor axis [Merwade et al. 2006].
After assuming such a system, the only difference with the IDW is that the EIDW replaces the calculated distances \((d_i)\) with the following new distances:

\[
d_i = \sqrt{\left(\frac{1}{a_r} (s_i - s_c)\right)^2 + (n_i - n_c)^2}
\]

(Eq. 2.10)

where:

- \((s_i, n_i)\): along-flow and transverse flow coordinates for the sampled points
- \((s_c, n_c)\): along-flow and transverse flow coordinates for the unsampled points
- \(a_r = a/b\): anisotropy ratio, with \(a\) the major axis and \(b\) the minor axis

The anisotropy ratio \((a_r)\) describes the extent to which the further along the flow data points are taken into account than the transverse ones. Anisotropy here describes the directional dependence of the data point depths along the water flow, as opposed to isotropy, which implies identical properties in all directions. A high anisotropy ratio results in a system more influenced by the flow and should be treated as a variable to be fitted to the data.

Concerning further spatial considerations, extended research is performed in [Merwade et al. 2008] where GIS techniques have been incorporated to produce a coherent river terrain model using TINs. In addition, in [Merwade 2009] a method of locating and excluding spatial trends in river channels allows the use of isotropic interpolation methods, upon whose results the trends are back fitted to the calculated bathymetry points. However, the consideration of scarce input data is rarely accounted for. Some relevant research is conducted by [Abebe 2011] and [Osting 2004]. The first assumes a process of optimizing data using performance evaluation of the MIANDRAS model [Crosato 1987 and 1989] to derive the parameters for the prediction of bed topography. The latter compares a radial bounding interpolation method to the proposed method, which makes use of flow-oriented coordinate system upon a basis of a Finite Element Mesh. The proposed method does not use either of them, but findings in both are considered as useful information. Considering all of the above, anisotropy is an important factor in river channels and the chosen spatial interpolation techniques should account for it.

### 2.3 Additional Spatial Considerations and Evaluation

A number of additional processes, which do not form the core of the research, needed to be implemented. Related work is available on them, however their use in the project does not require a state of the art or “best” solution.

- **Grid and Centerline.** As stated in the previous paragraph (§2.2), a flow-oriented coordinate system would allow for a more suitable representation of data for applying the interpolation. In order to display, compute and store the data, a more ordered way of arranging them is required. For this purpose, a **curvilinear grid** is used, which follows the water flow. With the grid, continuous geographic space can be analytically characterized in both real and cognitive terms [Berry 2013] in order to structurally perform computations and comparisons on it. For constructing the grid and achieving its curvilinearity the **centerline** is constructed at first from the river polygon. There are multiple ways to create it, the most important ones are reviewed in Appendix A.
• **Aggregation of data.** After the raw data have been collected and cleaned, they are aggregated on the grid. This is effectively a process of rasterization; however, the output is still point data on the grid’s intersection nodes. Extensive research has been performed on this topic both in image processing [Foley 1995] and data handling [Wang et al. 2013]. Depending on the desired grid resolution and the data spacing initially available, there are many ways of setting the data on the grid, like snapping, interpolating or averaging.

• **Smoothing.** Throughout the whole procedure of interpolating data and calculating parameter values like curvature, smoothing operations are applied. On the data, this is performed to acquire a more realistic and continuous result along the water flow. The smoothing can be attributed as a natural process to the advection and diffusion/dispersion of the riverbed [Lecture notes ENV 208 Thayer School, Lecture notes EFM 1 University of Karlsruhe]. Advection refers to transport with the mean water flow (longitudinal direction), whereas diffusion and its turbulent associate, dispersion, work to eliminate sharp discontinuities and result in smoother and flatter cross-sectional profiles. In this sense, smoothing is usually performed on one dimension to avoid the creation of boundary artefacts brought by 2D smoothing.

• **Evaluation.** As far as the evaluation process of the proposed method is concerned, three measures are taken under consideration for this thesis:
  1. The Root Mean Square Error (RMSE) is a frequently used measure for quantifying the differences between the actual values (ground-truth) and the ones predicted by a model or interpolation. This numerical measure is widely accepted [Willmott et al. 1985, Hoehn et al. 1985, Kenney et al. 1962, Chai et al. 2014] as a simple model evaluator when the data concerned cover a geographical area. For such area with known and predicted measurements at the same locations, RMSE can calculate a single number reflecting the overall error. The formula that describes it is as follows:

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{N}(\hat{v}_i - v_i)^2}{N}}
\]  

(Eq. 2.11)

where:

- \(N\) – number of predictions
- \(\hat{v}_i\) – real value at \(i\)
- \(v_i\) – predicted value at \(i\)

Its squared value is effectively equal to the sum of variance and squared bias. This means that the unbiased rooted estimator bears a strong penalty to both consistent bias and large errors making it a strict but unbiased estimator.

2. Difference maps are a generally accepted form of depicting difference in values measured for an area [Figure 2.13]. In this thesis “error” maps are being used to visually evaluate the response of the method, analysing the errors displayed. The errors are the difference between the predicted bed topography values and the ground-truth ones. It is more of a qualitative depiction of the overall result, which allows to easily focus on problematic areas wrongly predicted.
3. Finally, the graphs of the normalized half-width of the transverse slope (NHWS) are being used as a last evaluator. This focuses on a centralized part of the river channel that bears a bigger interest for navigability. It has been chosen to cover the gap between the above two evaluators; however it has not been extensively used in other projects. The NHWS is used as a graphical representation of the bed level cross-sectional direction along the span of the river channel. It can resume some assessment not visible by the RMSE results and also cross-validate the error maps representations. Its basis forms from the mentions by [Fargue 1868, van Bendegom 1947] who report that the magnitude of the transverse bed slope in a river bend correlates well with the inverse radius of curvature (1/Rc) and the water depth (h). Related aspects can be found in [Zimmermann et al. 1978, Odgaard 1981, Ottevanger 2013].

2.4 Literature Review Conclusion

The theory related to the current project derives from various sources, but mainly the physics-based model’s bathymetry approximations rely on the theory presented in [Crosato 2008]. Furthermore, the hypotheses made in [Merwade et al. 2006] for the anisotropic nature of rivers and the need to transform the data into a flow-oriented coordinate system prior to interpolation are also strongly supported here. The main aspects of the theory and literature consulted have been presented in §2.1 and they are used to construct the computed model bed topography of the study cases.

To the best of the author’s knowledge, no mentions to scarce input data exist. In [Abebe 2011, Osting 2004], some insight is given on procedures that may be applied, but not enough information is given on how to couple successfully a spatial interpolation method to the physics of river morphology in order to achieve an acceptable result. It is therefore of importance to arrive to a solution that combines the two outputs of a physics-based model and an interpolation into a solution that gives better results.

Literature in general is a part that was constantly consulted throughout the progress of the project. Use of additional findings was made only when relevant in content to the topic. 
This chapter serves as an explanation to the research strategy followed, forming the methodology. In order to provide a clear overall perspective of the methodology, the research is broken down to the three abstract components it encompasses (§3.1). Furthermore, the methodological framework is presented and each of its components are described in §3.2. Finally, the proposed “Fusion” method is presented in concept form (§3.3) before all implementation steps are followed in Chapter 4.

### 3.1 Research Components

There are three main aspects of different importance and proportions surrounding this thesis: the physical, the spatial and the mathematical components [Figure 3.1].

![Figure 3.1. Components of the research conducted.](image)

The *physical component* defines the physical descriptions of riverbed morphology along with the river effects that shape its bed form. The water flow and its behaviour in river bends with possible widening/narrowing parts, the hydrographical parameters, the physics-based models and relaxations of their assumed equations and the riverbed topography’s predicted response describe the physics lens through which the research is viewed. Therefore, the greatest part of literature lies in this component, which constructs the computed riverbed topography by the model. Basically, this part contains what can be used to lead the method to a prediction of the riverbed topography where data is not available.
The *spatial component* is related to the “geometry” of the data, the regularization of input data (curvilinear grid, see §4.3.3), the parameters which define this, the correlations in space for the input datasets and the knowledge that can be derived from the way data has been gathered. Furthermore and more importantly, it includes the extra considerations made for applying an interpolation method in the correct ‘spatial’ context.

The *mathematical component* encompasses the algorithms and calculations behind the interpolation techniques to be considered, the numerical descriptions of the models and the computations that need to be performed upon the simplified equations.

With all three components mentioned above, the solution to the problem of data scarcity in rivers may be pursued. This solution is achieved within the frame of the proposed method and its validation.

### 3.2 Methodological Framework

The methodology followed in this thesis spawns from the problem as stated in §1.2. The diagram that describes it is presented in Figure 3.2 and broken down in parts below.
The first three blocks of the diagram reflect the levels of **abstraction** one can have in respect to the data available. The level of abstraction increases with every reformation. In particular:

1. The general prospect of the purpose behind any Geomatics project is to approximate as well as possible or dependently to the users’ needs the real world. The *Physical Reality* therefore is in sense the real world, which in this case corresponds to the riverbed topography of the chosen study cases.
2. Using measuring devices, the Physical Reality transforms into what is sensed, what comprises the *Measured Data*. In the current context, these are riverbed topography or bathymetry data collected by multibeam or singlebeam echo-sounder devices. After they have been cleaned from any existing artefacts, the Measured Data provide the initial “raw” representation of reality.
3. In order to perform operations that require a specific structure from the data, they need to be formatted as such. Therefore, *Structured* data represent data that exist by a set of rules, applied to the initially sensed data. Here, the structure is defined by the shape of the river and the curvilinear grid that defines it. For all purposes towards a solution of the specified problem, these data form the “Ground-Truth”. They are essentially the last level of abstraction and the representation that is to be achieved by the method.

The next chain of blocks on the diagram displays the concept of **reconstruction**. From the problematic available data (scarce data), what is aimed for is to approximate in the best possible way the Ground-Truth as defined above. In detail:

4. The scope of the project responds to the problem, which is the scarcity of data. In context though, these data are collected on rivers and hold a pattern. They may be present in singlebeam tracklines or cross-sections. To have this kind of representation certain *patterning* assumptions are made upon the Ground-Truth data, from which the *Scarce Data* are extracted. In brief, scarce data are a patternized subset of the Ground-Truth data.
5. In the process of reconstructing the Ground-Truth, a number of methods may be followed. *Conventional Methods* relate to existing methods that can make use of the scarce data to reach a result. These include the spatial interpolation methods and the physics-based model considered in the thesis. However, in the core of the research lies the development of the *Proposed Method*. The latter is providing a result by combining spatial aspects, interpolation and the physics-based model in a complete solution that relates well to the scarcity of data.
6. The prior mentioned methods provide each a solution in the form of *Reconstructed Data*. These data are the approximation achieved by each method’s rules and they need to be checked to see how well they represent the Ground-Truth.

The last parts of the diagram relate to the assessment of a retrieved result. This is performed by comparing the Reconstructed Data results with the Structured Ground-Truth and evaluating the performance of each method. Therefore:

7. The final step that follows in the research is the *Validation/Interpretation* of the results. In order to assess each method’s performance, a goodness-of-fit can be chosen. In the current thesis, it is also part of the research to find one that can assess the results in an objective manner.
8. In the end, from the overall procedure performed, the *Research Results* are retrieved. Conclusions can be drawn from them, proposals of use for the proposed method as well as directions towards how research on the particular field can be extended.
### 3.3 Proposed Method

The proposed method mentioned in §3.2, incorporates a number of considerations and it tries to answer the main research question stated in §1.6. Breaking the method down to the parts that lead to it, one arrives to the diagram shown in Figure 3.3.

![Figure 3.3. Fusion Method Process.](image)

At first, a pre-processing step sets up the basis for performing computations, by defining a curvilinear grid that follows the water flow direction. The grid is constructed from a given river polygon and its implementation is covered in §4.3. The scarce data are also fitted on the grid in order to perform computations with them. The aggregation process and the creation of such datasets are presented in §4.4.

Using the grid, the equations behind the river physics framework of §2.1 can be solved, using a set of hydrographical parameters. That results in a dataset that has been computed totally by a physics-based model. The grid is also used by spatial interpolation methods together with the scarce data, resulting in an interpolated dataset.

The proposed method is based on a basic assumption: that the two aforementioned datasets can be merged in order to create a new dataset that holds a better prediction of the ground-truth. The two datasets both hold information that are useful and can basically complement each other. Because of the above idea, the proposed method is called the “Fusion” method.

However, the Fusion method is not a simple averaging of the two datasets, but it takes into account a number of spatial considerations. The two datasets acquire varying weights based on the distances from the sampled data and the resulting fused dataset has properties of both. The overall implementation of the method is presented in §4.7.
In this chapter, the methods and procedures followed are presented and analysed towards implementation of all aspects of the project. In order to aim for a successful solution, a large portion of the process relied in literature research. A considerable amount of time was also spent on manipulating the data and exploring the possibilities in a spatial context. The main focus though lies with developing the Fusion method in question and arriving to acceptable, valid results.

This field of study is quite extensive with multiple assumptions to be made and simplifications to govern the progress in the limited period of completing the thesis. Therefore, cases where the state-of-the-art is questionable are not extensively explored or even considered out of scope. Solutions are provided however as needed, as long as they set a common backend over which the final evaluation procedure can be objective and the research goals are fulfilled. These cases include the centerline, the grid construction and the fitting of the real data on the grid. There are numerous studies that deal with these frequently rising problems, but a best result is not to be evaluated here.

To display in whole the procedure followed, a bend from the Kootenai River is chosen as a preliminary depiction of the processes and to show what are the expected results. More results and concluding images are shown in Chapter 5, in which all chosen cases are evaluated.

From a practical perspective, the Deltares RAT-IN tool has been entirely written in Python 2.7. Therefore, the coding process followed the same direction with any new libraries and extension packages used as new instalments wherever needed. GIS functions serve a practical aim, providing already established processes or being a means of representation of data and results. As such, open-source products like QGIS, SAGA, GRASS, PostGIS but also Delft3D can be listed in the project’s utilities.

The chapter opens with a diagram that displays the workflow of the main steps followed, but also the extra considerations throughout the process (§4.1). Then, an analysis of the data is made (§4.2). The construction of the centerline and the curvilinear grid are covered in §4.3, followed by the creation of the ground-truth and test datasets (§4.4). Afterwards, the physics-based model is presented (§4.5) and the spatial interpolations considered are analysed (§4.6). The subsequent proposed Fusion method is explained in §4.7 and the chapter closes with the considerations for validation (§4.8).

### 4.1 Overview of Implementation

The general workflow assumed is presented in the Implementation diagram of [Figure 4.1]. Following an initial literature research (A, Chapter 2), the study cases are chosen based on the topic’s requirements. From them choices of specific channel bends are made that abide to the project’s scope (B, §4.2).
Figure 4.1. Implementation diagram.
To have a structured representation and be able to perform computations and transformations on the data, a curvilinear grid can be constructed from the study case geometry. In order to do so, the river banks should be defined, effectively describing the river as a polygon geometry. Then, the centerline of the river is computed and from that, a curvilinear grid is constructed (C, §4.3).

As such, the required preparation has been performed and the basis representation is set in gridded data points. Based on that grid, the input data are mapped onto the locations of its intersection nodes (D, §4.4). Each such point acquires an elevation value. The edge points of the cell polygons now define the ground truth dataset, which will be used for the assessment of the interpolation method. Test datasets are extracted from the ground truth in form of either supposed tracklines or cross-sections.

The theory of the physics-based model was covered in §2.1. Eq. 2.2 and 2.3 are used to compute the bathymetry and assume a modelled riverbed topography (E, §4.5). A number of hydrographical parameters are collected for each study case and a Monte Carlo approach is followed to optimize them based on the equifinality principle. Given or extracting the water levels from the data, the bed topography according to the model is outputted.

A number of spatial interpolation methods are tried out on test datasets to minimize the scope of interest relevant to the topic (F, §4.6). Together with the considerations made in literature, the most notable ones are chosen to be implemented and used for comparisons.

After the above, the proposed Fusion method is implemented (G, §4.7). The model’s computed bed topography together with the best-performing interpolation results are merged in a fused dataset that is calculated by following a distance-based rule of proximity between unknown and known data.

For inspecting how well the interpolation method works with scarce datasets, the Test datasets can be iteratively made thinner, or the samples’ distances vary greater in space. Validation ensues with multiple runs of the process and critical evaluation of the results (H, §4.8). If possible, the methods are re-assessed and refined to achieve better results.

By delivery at the tool’s completion, a discussion reflects upon the method’s strengths and weaknesses along with the general process (Chapter 6).

4.2 Data

The first step towards applying a theory, testing a hypothesis or evaluating the results of a method is the collection of data. The selection of study cases was made based upon the data available that matched the profile of meandering alluvial rivers with mild curvature and few widening/narrowing parts. Another factor was that the rivers should be of a varying degree of human influence but at the same time important to the human ecology and navigability of ships. Finally but not least importantly, datasets of the cases had to be available and fit for use in due time.

To this extent, three rivers were chosen: the Kootenai River in Idaho (US), the IJssel branch of the Rhine (Netherlands) and the Borcea branch of the Danube (Romania). For each river, two channel bends were selected fitting the description made above. The data that was finally used for all cases needed to be further polished, in order for the method in the end to work uniformly and without biased complications. All of the rivers mentioned are further inspected in detail in Chapter 5.
4.2.1 Collection and Analysis

Collection of data is performed in terms of gaining the riverbed topography datasets of the study cases in the best resolution possible, which is as dense as possible after cleaning. Furthermore, additional hydrographical data are desirable to be received, within the correct timestamp if possible. In absence of hydrographical data, assumptions and approximations can be made, without deviating from the validity of the method and its results. These include the bed slope, flow velocity, sediment grain size, water levels and bankfull discharge.

Data sources are provided by both the Deltares institute and online free data. Specifically, data for the Danube River are given by Deltares in the form of dense single-beam tracks, which cover parts of the overall riverbed. Hydrographical data are also available of the form of reports from prior projects. For the IJssel and Kootenai cases, the datasets are in multi-beam collected points. For the first, the Deltares data is formed onto a regular grid (1x1 m), whereas the latter is distributed by the U.S. Geological Survey (USGS) science organization in an irregular but dense form. The IJssel is provided with sufficient hydrographical data retrieved from Deltares reports, but for the Kootenai case they are missing. Some like bankfull discharge can be extracted from an online web service and USGS reports.

Upon inspection, all the datasets have been cleaned beforehand from outliers, so no cleaning step is required. The depth data are defined by regional vertical datums relative to local sea levels, which means that depth values may have great differences in between the three rivers. In particular, the Ijssel bed topography is referenced by NAP (Normaal Amsterdams Peil) and the Danube uses the mean sea level at Constanta, whereas the Kootenai has the normal NAVD 88 (North American Vertical Datum 1988). Therefore, the Danube and Ijssel data are in meters, whereas the Kootenai depth is measured in feet. In addition, some may have both positive and negative values, depending on the referenced sea level [Figure 4.2]. The Coordinate Reference Systems (CRS) for each of the rivers are as follows: IJssel – Amersfoort / RD New (EPSG:28992), Danube – Pulkovo 1942(58) / Stereo 70 (EPSG:3844) and Kootenai – NAD83 / UTM Zone 11N (EPSG:26911).

4.2.2 Selection and Manipulation of data

The study case datasets cover vast areas of the rivers. However, for testing the developed method, only sub-parts of those rivers are selected. These include river bends of mild curvature with few widening and narrowing parts. This selection relies mainly on visual inspection of the areas, since the scope of the research does not include partitioning or applying semantics. Therefore, a selection is made based on where physical features appear to be of interest for testing the developed method. Such selection might have a small influence on the method’s development in cases where there is definite
physical impact (i.e. floods, local scours) or human input (i.e. groynes). To the best of the author’s ability, areas including such cases were avoided. Also, within the context of the project, data is viewed as a ‘snapshot’ of the study cases. Therefore, the time element is not considered.

Data manipulation is performed in terms of constructing the ground-truth and test datasets including any functions for extracting, merging or reordering data. Depth values measured in feet (i.e. Kootenai River) are transformed to meters in order for the physics-based model’s functions to be applied. The input river channel polygons are also simplified in cases where banks were considered in order to create a “common grounds” depiction of what is perceived as the real world case, what is available as input and what the method outputs, all the data are fitted on a constructed curvilinear grid, whose creation is covered on the next paragraph (§4.3.3). As such, the resolution is variable and totally dependent on the grid’s spacing. However, the evaluation does not suffer from this, because of basing the comparison on the ground-truth dataset, which is also subject to the grid’s formation.

### 4.2.3 Model and Structure

All study cases original datasets are in point format of Northing-Eastimg topography data (xyz text data) in their local Coordinate Reference System (CRS), whereas the hydrographical data come in terms of either universal parameters ready to be used (i.e. bankfull discharge) or parameters to be computed for each point (i.e. distance from centerline). In this study lies no interest concerned to the semantics or classifications of river data. Therefore, the data model is not approached from either a conceptual or logical level. From a physical perspective, all input data are stored as files in a Comma-Separated Value (CSV) float data type with the following form:

<table>
<thead>
<tr>
<th>X (local CRS)</th>
<th>Y (local CRS)</th>
<th>Z (elevation relative to sea level)</th>
</tr>
</thead>
</table>

After the initial data have been fitted onto the grid and the ground truth datasets have been formed, the data could be perceived as an “irregular” raster. Because all ground truth points lie on the cells’ intersection nodes of the curvilinear grid, the data hold the topological properties of a raster but not its rectangular shape structure. The representation is extending the raster base with a continuous colour gradient visualization showing the depth. Furthermore, in order to achieve a better interpolation result, all grid cell point data are transformed from their local world coordinates to a flow-oriented coordinate system (s,n,z) as described in §2.1. After interpolation, they return to their initial form for representation. Additionally, also during interpolation, the methods that make use of the anisotropy factor transform by a fraction the s-coordinates of the flow-coordinate model (m,n,z).

The input river polygons are represented as an ordered dictionary in x,y with an additional indexing for the polygon’s parts including any holes also as a part. For acquiring the river’s local widths, the minimum distances of the centerline points to the polygon’s edges need to be computed. Therefore, the polygons are translated into lines and a closest line segment to point computation ensues.

A loose data model is viewed below [Figure 4.3]. Grid_Trans() relates to the procedure followed for transforming data from one coordinate system to the other and Aniso() when the anisotropy factor is applied.
Concerning the spatial data structure, no necessity for a specialized data structure was detected for this project. Data are handled on the fly from text to arrays and associated arrays (dictionaries) with floating data types for points and depths. In only one case a data structure is required for efficient and faster use. That is during the aggregation of the original data on the grid and the creation of the ground-truth datasets. For this purpose, a kd-tree is used so that the nearest neighbour search is efficient and relatively fast. The kd-tree structure partitions the 2D space based on the input points of X and Y values assuming that the depths are of minimal influence. During aggregation, when an intersection node of the grid needs to acquire a value, the nearest neighbours within a specified radius can be easily found [Figure 4.4]. This is the only operation performed and since the data are only points and kd-trees are easier to implement in memory, other spatial trees were not considered further.
4.3 Construction of the Centerline and Curvilinear Grid

The centerline (or centreline) of each river channel polygon is a crucial part of the process because it defines the construction of the grid upon which the data is fitted, as well as the direction of the flow relevant for the curvature, an important parameter used in the physics-based bathymetry model. As such, a prior important step is the definition of the river banklines, which essentially define the river channel polygon. Although an analysis of the most efficient solution for both of these issues is not considered a hard requirement for this research, options were nevertheless explored and a definite choice was made to fit the purposes of the thesis direction.

In the next few parts, the steps taken to form the curvilinear grid are presented. First what constitutes a river polygon is defined (§4.3.1), followed by the extraction of the centerline from it (§4.3.2). Then the curvilinear grid can be constructed (§4.3.3) which forms the basis for representation and computations. Finally the curvilinearity of the grid is displayed (§4.3.4) which assumes the water flow.

4.3.1 River Polygon Definition

A clear description of where the river banks lie can be highly inaccurate both due to the variations in water levels and the river’s nature of migration and erosion. The interface between a river and land is called a riparian zone. Riparian zones in the real world usually form a fuzzy boundary and are extensively studied for understanding bank erosion and bank accretion, processes with which the river is thought to migrate. The meander migration process however is not lying within the scope of this research and is therefore not hard-stated. The river polygon representation and the related data are considered to be a “snapshot” of reality without any time-relevant changes taking place. Nevertheless, the river polygons of the bends need to be defined for efficient use.

These polygons can be either given together with the matching point dataset (IJssel, Danube cases) or described through visual inspection based on the data and a map of the same temporal coverage (Kootenai case). The latter can be either automatically extracted, for example by acquiring the concave hull of the point dataset or manually be visually defining the polygon. The first option can be extremely inefficient in terms of computations and still the final output would require further manual inspection and refinement. Therefore, the latter was used where the polygon description was missing.

A final approximation is the simplification of the river polygon. Quite often, the polygons are described in higher detail than necessary including groynes and bank extensions to the inland, especially considering the migrating nature of meandering rivers. In the current thesis, the river banks have been simplified where needed to avoid extreme sudden changes in curvature due to an acute local centerline curve.

As a first step, to reduce the number of local minor bifurcations a buffering and de-buffering process is followed [Figure 4.5]. By buffering and dissolving to a certain extent, all the sharp edges and bank variations are extinguished. Then, by de-buffering by the same extent, the resulting river polygon already is presented simplified. Afterwards, if needed, a smoothening algorithm can be run to further reduce any remaining hard edges and have a better continuous depiction of the polygon [Figure 4.6].
4.3.2 Centerline

The simplified polygon of the previous subsection describes the river area to be approximated by the grid. In order however to have a curvilinear grid the centerline first needs to be extracted from the polygon. This is still an open problem in the field of mathematics, but for practical purposes, an approximation is possible. There are a number of different ways to implement the centerline extraction and they are covered in Appendix A. For this project, the chosen method involved the Voronoi method.

First, the points of the outer boundary of the simplified polygon define the points for the Voronoi tessellation. Then, by defining the tessellation as lines, an intersection process allows to keep only the lines that reside within the polygon, which creates a skeleton for the polygon. The skeleton is cleaned from any unwanted branching lines and only the one that spans the whole polygon extent is kept. Finally, points are chosen at regular distances and that formulates the final centerline [Figure 4.7].
4.3.3 Construction of the Curvilinear Grid

After the centerline has been acquired and the points along it have been selected to have a regular spacing, the construction of the grid may commence. The centerline is assumed that it follows naturally the water flow due to the river polygon’s banklines, which have been shaped by the mean water flow. As such, the grid can be constructed by using the centerline and extruding perpendicular lines on each cross-sectional point [Figure 4.8].

Figure 4.7. Voronoi-defined centerline (Python, representation in QGIS).

Figure 4.8. Construction of the curvilinear grid. Centerline in red, cross-sectional perpendicular line in black, river banks in green.
However, the widths of each cross-section vary slightly based on the edges of the polygon. The distances of each point on the centerline to the closest polygon’s edge are computed first and then an equal number of lines parallel to the centerline are interweaved on both sides to form the final curvilinear grid. Depending on how fine/coarse the grid is, the more/less smoothing is required on the channel centerline in order to avoid cases where the perpendicular lines of the grid cross each other. An example of how different a grid can be is shown in [Figure 4.9] and [Figure 4.10].
The grid’s “resolution” and cells are irregular and mainly dictated by the curvature of the centerline. The cells cannot have a uniform size because of the varying curvature. That violates some of the assumptions present in the theoretical physics-based model for computing the bathymetry (§2.1). To mitigate the effect of gridlines’ convergence or divergence, mild curvature channels of small width variations should be chosen.

The initial choices made by the user for the centerline points’ spacing and number of longitudinal lines define the number of cells present. From a general perspective, the grid’s resolution should try to maintain the original data resolution. An automatic calculation of the suitable grid cell size has been researched [Valenzuela et al. 1990, Borkowski et al. 1994, Hengl 2006], however in the current thesis the scalability and the flexibility was put in favour to abide to the RAT-IN tool’s requirements. The user is able to define the spacing of the centreline points and the number of longitudinal lines, effectively defining the grid. Upon visual inspection or by an automated check for intersecting grid lines, the user can assess the suitability of the resulting grid for every individual purpose. As a conclusive remark, a nested grid output could have been taken into account, however due to its complexity in implementation and the fact that such grid would violate the theoretical assumptions for the physics-based model equations, the simpler case was eventually chosen.

4.3.4 Flow-oriented coordinate system

The “curvilinearity” of the grid is more evident if the grid is displayed in the flow-oriented coordinate system [Figure 4.11]. This system follows the main water flow as described in §2.1. It simply translates each point on the curvilinear grid to a point that has an \( s \) coordinate based on the centreline chainage and an \( n \) coordinate above or below (or on) the centreline. This transformation assumes the first point of the longitudinal and the middle of the first transverse cross-section to be the origin point with \((s,n)=(0,0)\). The rest of the points along the \( s \)-direction follow the almost regular spacing of the centreline and the ones on the \( n \)-direction are varying based on the distances calculated at each cross-section.

![Figure 4.11. Coarse Grid of Figure 4.10 in flow-oriented coordinates (s,n).](image)

The immediate advantages of such coordinate system are not evident until the data have been fitted on the grid and projected in such a way. By preforming this procedure, the points attain their real spatial distances as described by the river boundaries and direction of flow. This has a great influence to the results of the spatial interpolation methods applied.
4.4 Creation of Datasets

The data provided in each of the three rivers explored are of different collection methods (singlebeam/multibeam) and have different density of samples. The raw data have been cleaned and any artefacts have been removed, however, they are still in irregular form, without a specific structure that would suit the proposed method’s practical need. In order to have a more regularized way to compare any of the results, the initial data are fitted on the grid. The outputted data are defined as the “Ground-Truth” datasets and are considered to be the real representation of the world. The options considered for this process are reviewed in Appendix B: Data Aggregation.

The Test datasets are a subset of the Ground-Truth datasets. As such, they are extracted from them. To have a “scarce” data representation that abides to the way of collecting such data, some further processing is required. If the initial datasets are in multibeam collection format, cross-sections or tracklines are automatically extracted from the Ground-Truth datasets to create the Test datasets. If they are in singlebeam, parts of the Ground-Truth datasets are manually chosen for the Test datasets.

In the following two subsections, the two types of datasets created to test the method are presented. In §4.4.1 the real world representation is created by defining the Ground-Truth and in §4.4.2 it is shown how Test datasets are extracted from them.

4.4.1 Ground-Truth Datasets

The Ground Truth datasets derive from the aggregation of the initial datasets on the grid. In the current thesis, for the IJssel and the Kootenai rivers the initial data are given in full multibeam coverage. As such, they may be much denser than any of the grids constructed to be effectively used. Therefore, as nearest point snapping practice is followed, through which the nearest point to each grid’s intersection node point is assumed to approximate the best that point’s value following the first rule of geography: "Everything is related to everything else, but near things are more related than distant things." [Tobler, 1970]. An example is shown in [Figure 4.12].

![Figure 4.12. Averaging multibeam data on grid (detail). Left: Provided dataset. Right: Averaged dataset. Grid is in black colour (implementation in Python, representation in Delft3D).](image-url)
In the case of Danube where the data is in singlebeam form, the values on the grid intersection points are approximated by IDW interpolation with a calculated threshold for the circular neighbourhood. If the grid is not defined to have almost square cells, issues may arise if a small value is given as the threshold radius [Figure 4.13]. In order to mitigate that and provide an automatic radius value calculation for the IDW, the threshold radius is defined as equal to the distance from the grid’s intersection node point to the furthest away cell center of the surrounding grid cells [Figure 4.14]. Although the resulting dataset is not in its sense covering the whole extent of the grid, since it is the only data available, it is considered to be a “Ground-Truth” dataset.

Figure 4.13. Averaging singlebeam data on grid (fine detail). Left: Provided dataset. Right: Averaged dataset. If the grid is not well-defined, there is great loss of data (implementation in Python, representation in Delft3D).

Figure 4.14. Averaging singlebeam data on grid - fine detail (implementation in Python, representation in Delft3D).
For displaying the differences that may be apparent by using different grid resolutions, [Figure 4.15] and [Figure 4.16] show a Kootenai bend’s multibeam data fitted onto a fine and a coarse grid (as per [Figure 4.9] and [Figure 4.10]). The fine grid has as expected a more detailed representation closer to the initial data and the coarse one represents them smoothed-out.
4.4.2 Test Datasets

The Test datasets are extracted from the Ground-Truth datasets created as per above. In the cases where a full multibeam coverage of the river bend is available, the extraction is made by an automated procedure that can create cross-sections or trackline data. Since the Ground-Truth data are described on a grid, points can be chosen on regular specified gaps by defining the line and column sampling on the grid. Furthermore, the spacing between the sampled points can be adjusted. The two collection methods are shown in [Figure 4.17] and [Figure 4.18]. On the other hand, particularly for Danube where the ground truth data are in singlebeam format, the Test datasets were manually extracted by choosing the sampled data [Figure 4.19]. That is because the structure of such “Ground-Truth” datasets would not allow for an automated extraction.

![Figure 4.17. Cross-sectional Test dataset example (implementation in Python, representation in Delft3D).](image1)

![Figure 4.18. “Trackline” Test dataset example (implementation in Python, representation in Delft3D).](image2)
In a real-world scenario, the cross-sectional data would ideally be collected on areas of expected morphological interest. However, this analysis is both beyond the scope of the research and unnecessary to validate the method’s results. Sometimes in real-case situations, the collection of cross-sectional data would be made at a regular sampling on a river stretch. The automated process as described above allows such Test datasets to be created by regular spacing.

From a similar perspective, the trackline data would follow the ship trajectory along the survey conducted. However, unless dictated by a prior morphology survey, this way of collecting data is usually either dependent on past practices or can even be relatively random. Therefore, the assumption of trackline data following a regular “zig-zag” pattern with cross-sections in between is viable for the scope of this research.

For testing the proposed method, a thinning of the Test datasets is required. The reduction of the Test datasets size is mainly dictated by either the number of cross-sections in a bend or the percentage of data available in a trackline scheme. In the cases of manual extraction, an initial Test dataset is created as dense as possible for both schemes of cross-sectional and trackline data. Then, that dataset is also manually decreased in size wherever possible. This is usually possible with cross-sectional data where the number of cross-sections is clearer.

### 4.5 Physics-based Model

The bathymetry model used in this research is a simplified geometrical and physics-based model based on the work by [Crosato, 2008]. The underlying equations have already been presented in detail in §2.1 (Eq. 2.2, 2.3) and are mentioned here for ease of reading:

\[
\begin{align*}
    h_c &= \left( \frac{q}{B_c v_t} \right)^{\frac{2}{3}} \quad \text{(Eq. 4.1)} \\
    h_{(n)} &= h_c e^{A f(\theta) n / R_c} \quad \text{(Eq. 4.2)}
\end{align*}
\]
Equation 4.1 describes the zero-order solution, calculating the reach-averaged values of depth assuming an infinitely long straight channel with constant discharge. In this thesis however, the averaged widths denoted by parameter $B$ are assumed to be varying, based on the provided river polygon. Although this violates the theoretical assumptions, it ensures a justified difference in the topographic depths where the river is widening or narrowing, respectively related to the sedimentation and erosion of the riverbed by Exner’s principle.

Furthermore, the Chézy roughness coefficient ($C$) is a value that physically relates to the water flow velocity and should be varying. Even if the hydrographical values are fully described, it is usually difficult to acquire a varying roughness coefficient. Instead, usually a single expected or calculated value is given. In lieu of information about flow velocities and assuming a steady discharge value, it is proposed to allow for a variation of a given Chézy value based on the widths calculated at each cross-section:

$$C(s) = C \frac{B(s)}{\bar{B}} \quad \text{(Eq. 4.3)}$$

where:

- $B(s)$ – width at $s$ point along the centerline
- $\bar{B}$ – averaged widths along a (short) river bend

This means that the given value of roughness increases with a width higher than the average of the river bend and decreases if the width is smaller than the average. This assumption can allow for mild variations in the value when a relatively short river bend is considered without large differences in widths.

Equation 4.2 calculates the axi-symmetric solution, which provides the riverbed cross-sectional variations from the reach-averaged depths, effectively fitting an exponential profile based on the hydrographical parameters. These hydrographical parameter values can either be collected through survey or approximated by calibration. The extent of the variations is defined by $n$ which holds values between $[-B(s)/2, B(s)/2]$.

The value of $h_c$ practically represents the depth on the centreline of the river and the values of $h$ the transverse variations from it using an exponential equation. That ensures that the calculated depths will always be below water level (after assigning a negative sign to them). Given from reports or extracting the water levels from the data, the riverbed topography according to the model is outputted.

In the next subsections the curvature and hydrographical parameters of the equations are reviewed, along with any assumptions made (§4.5.1, §4.5.2). Also, the optional additional bankline profiles are selected (§4.5.3) forming the final description for the representation of the riverbed by the model (§4.5.4).

### 4.5.1 Curvature

In Eq. 4.2, $R_c$ denotes the radius of curvature. However, since a practical calculation of it is difficult, the inverse of it is computed. This is the reciprocal to curvature which is the amount by which the river geometry or centreline deviates from being straight. It is described as:

$$\frac{1}{R_c} = k = \frac{da}{ds} \quad \text{(Eq. 4.4)}$$
where:

\[ \begin{align*}
\delta \alpha & \quad \text{change between signed directions} \\
\delta s & \quad \text{distance between two consecutive points}
\end{align*} \]

Direction is defined as the angle formed between the previous and next points to the current one for which the curvature is calculated. In Figure 4.20 these values are depicted. The points on a cross-section will hold the same \( \delta \theta \) value because they have the same change of \( \alpha \) angles due to the grid’s curvilinearity. However, minor changes appear on the \( \delta s \) distances. For that reason, a local curvature vector is calculated for each longitudinal line’s point on the grid.

![Figure 4.20. Part of grid structure, direction in green. \( \alpha \) is the angle of direction for a point on the grid. \( \delta s \) and \( \delta s' \) are distances. Point \( p_1 \) and point \( p_2 \) are on the same cross-section. They have the same directions but bear different curvature due to the different distances.](image)

Geometrically, the curvature measures how fast the unit tangent vector to a curve rotates. However, the grid representation of the centerline and its parallels is discrete. That means that there might be steep changes in between the intermediate points of the grid. For this reason, initially a 1D Gaussian window smoothing is used to allow for mild changes in curvature and then further a Savitzky–Golay filter is applied to assure noise reduction.

After this change, the equation 4.2 can be rewritten as:

\[ h_{(n)} = h_c e^{A f(\theta)} n k_{(n)} \]  

(Eq. 4.5)

### 4.5.2 Hydrographical Parameters

In order to solve the two equations of Eq. 4.1 and Eq. 4.5, a number of parameters need to be known a priori. These parameters should describe the river area in study by its physical and morphological perspective. The parameters are:

- \( Q \) – bankfull discharge [m\(^3\)/s]
- \( C \) – Chézy roughness [m\(^{1/2}\)/s]
- \( i \) – longitudinal slope [-]
u, v – velocity in streamwise and transverse directions [m/s]

$D_{50}$ – mean grain size diameter [m]

$\Delta = \frac{\rho_s - \rho_w}{\rho_w}$ – relative density ($\rho_s, \rho_w$- sediment and water densities, kg/m$^3$)

The velocity in the transverse direction is assumed to be negligible and on the longitudinal close to an order of 1. The relative density receives values depending on the density of the sediment, but in alluvial rivers the relative density is assumed to be close to 1.025 kg/m$^3$.

The remaining values may vary greatly and are distinct for each river. For the three cases visited, most of the parameters were attained by expedition reports or some educated guesses have been made. In detail, for Kootenai, all values but the roughness were retrieved from reports by USGS [Barton 2004, Fosness 2013]. The IJssel data were retrieved both from a sedimentation report and by the online database of the Ministry of Infrastructure and the Environment of Netherlands [Ministry; Rijkswaterstaat]. Danube values were assumed from prior project reports made by Deltares.

These values are however not precise unless given together with the initial data collected. Some generalizations may be assumed, but also a more rigorous calibration procedure can be of significance. The physics-based model itself is sensitive to incorrect values, however the correct collection of such information and sensitivity analysis of the model were not part of the thesis. For these reasons, the Monte Carlo simulation is used. With this method, models of possible bathymetry values are built by substituting a range of values for each hydrographical parameter. This is performed using a Gaussian normal distribution, with a mean based on either the documented value as stated in reports above or an educated guess.

The models are run a large number of times, with each time a different set of hydrographical values formed. At the end of the specified number of runs, the best performing set in terms of RMSE is assumed to be the correct one. This method would not be necessary if the real values of these parameters were known. However, since the precise numbers are almost never available, an equifinality approach is a promising direction that practically resolves the issue [Beven 2006] in contrast to an exact optimality approach.

4.5.3 Bankline Profiles

The physics-based bathymetry model assumes coverage of the main riverbed topology. That means that it is excluding the river banks which may form in different places. Using the model without consideration for them runs the model for the full coverage of the specified grid. The results can be incorrect and unfair to the method used, because of the big differences formed between an exponential computed for an outer bend and a slope of a bank. Therefore, in cases where the river banks are covered in the data, the grid’s extent needs to be altered to include them. To do so, areas on both outer sides of the grid need to assume a rising slope. This can either be calculated and approximated by the input cross-sectional data or specified by the user and then smoothened with the computed bathymetry data.

The different slopes that may be assumed are presented in Figure 4.21. In general, there is no clear choice between them other than assuming the most natural representation. This can either be Figure 4.21 b or c. Together with the subsequent cross-sectional smoothing performed, the shape of the slope will change to fit the data depths [Figure 4.22].
In a real-world scenario, the banks are unknown unless there is data close to the edges of the river polygon where the bankfull limits are assumed. If there is some data that extend to these limits, a spatial analysis of them may convene a general bank’s profile. If there is either no data reaching the edges, either an educated guess must be made, or it is better to diminish the polygon’s limits to the computable grid area and assume no banks.

### 4.5.4 Model Profile

Together with the banklines profile consideration, the representation of the cross-sections for the physics-based bathymetry model has been set. The local water level elevation may vary between areas. That is either available by the reports stated previously (§4.5.2) or needs to be extracted from online databases like Google Maps or available elevation data like AHN2 (for Netherlands).

Firstly, the local elevation needs to be considered. The data points usually do not reach the bankfull extent. Therefore, a small height difference might exist between the bankfull point and the first available data point. This additional height needs to be subtracted from the local elevation level to assume a water level elevation above the sea level.

Banks may exist left and right of the grid and be of varying length. After defining them, the resulting diminished part of the channel is the active alluvial channel. Its width is a fraction of the full grid extents and this is considered in the calculations. The remaining area is the extent for which the physics-based bathymetry model runs. The resulting riverbed approximation is further smoothened to simulate the diffusion and advection physical processes and have a better overall representation. The full cross-sectional profile described is shown in Figure 4.23.
4.5 | Physics-based Model

Figure 4.23. Physics-based bathymetry model cross-section with all assumptions included.

An example of the computed physics-based model riverbed topography is shown in Figure 4.24 using the example polygon of Kootenai bend #2 with the following hydrographical parameters:

- Discharge \( Q = 1200.0 \text{ m}^3/\text{sec} \)
- Roughness coefficient \( C = 60 \text{ m}^{1/2}/\text{s} \)
- Slope \( i = 2.0 \times 10^{-5} \)
- Mean Sediment Size \( D_{50} = 800.0 \times 10^{-6} \text{ m} \)
- Calibration coefficient \( a = 3.0 \)

Figure 4.24. Physics-based model’s computed bed topography example.
4.6 Spatial Interpolation Methods

A number of interpolation methods were mentioned in §2.2. As described in that part, in the special case of scarce datasets in rivers geostatistical methods like Kriging do not manage to approximate the riverbed correctly, because the covariance between the data is directionally correlated and the samples are too little to allow for a good estimation. Also, Natural Neighbour interpolation also fails due to the extreme averaging during the weight assigning. The Thin-plate splines by RBF may have an acceptable result when data is not very limited, but extra data at the river’s boundaries or if too far away are required; otherwise, there are great derogations from reality. Therefore, these classes of interpolation are not considered.

One main point to be made is that anisotropy should be accounted for and implemented in the spatial interpolation method. Based on that but also for comparison’s sake, profiles of Linear (Barycentric) Interpolation (§4.6.1), Nearest Neighbour (§4.6.2), IDW (§4.6.3) and EIDW (§4.6.4) were explored. In the cases of IDW and Nearest Neighbour, some smoothing is required to mitigate for their lack of directional considerations during the interpolation of the values.

![Figure 4.25. Linear Interpolation in two coordinate systems. (a) Ground-truth dataset, (b) Test dataset, (c) Linear Interpolation in Cartesian, (d) Linear Interpolation in Flow-oriented system.](image-url)
4.6 | Spatial Interpolation Methods

Additionally, of importance is to note that the flow-oriented coordinate system is supported in all of the interpolations performed, as stated in §2.2 and presented in §4.3.4. As shown in [Merwade et al. 2006] it results in a better outcome, because it defines space in the correct manner, which follows the natural course of the rivers. Were it not to be taken into account, the values of the non-transformed sampled points would have a greater influence to the unsampled points due to their topological proximity, especially in the areas of bends. This problem is even more evident in the case of scarce data as the influential locations hold a greater weight. Figure 4.25 displays such example in the case of Linear interpolation for the second Kootenai River bend chosen. Interpolation in the Cartesian results in a skewed prediction, whereas the flow-oriented corrected direction has a smoother depiction.

For any interpolation method used, based on the associated grid, the transformation is performed following the centerline’s direction, as described in §4.3.4. The resulting grid has its intersection nodes on the flow-oriented coordinate system, as shown in Figure 4.11. Since the sampled data lie on some of the grid’s intersection nodes, they transform similarly into the described system. To make things clearer, a display of the ground truth and the Test datasets is shown in Figure 4.26. For all of the following examples, Kootenai bend #1 was sampled for seven cross-sections extracted from the ground truth data shown in the figure.

![Image](image-url)

Figure 4.26. Flow-oriented Coordinate system transformation. Left: Ground-truth dataset, Right: Test dataset (7 cross-sections, 0.15% data).

4.6.1 Linear Interpolation

Linear Interpolation as used in this thesis initially triangulates the sampled data and then performs linear barycentric interpolation on the triangle each unsampled point lies on. The underlying concept is shown in Figure 4.27. The method suffers from the positions the sampled data may have, which usually does not cover the edges so that triangulation can cover as much of the grid extent as possible. Such missing areas from the final result are linearly filled in per longitudinal line of the grid. Furthermore, the interpolated areas close to the sampled points may display sudden sharp artefacts as the described triangulated areas change, especially in the case of trackline data. The interpolation is performed in the flow-oriented coordinate system. An example result is seen in Figure 4.28.
4.6.2 Nearest Neighbour

This method does not qualify as an interpolation method but more of a rule-based value assignment. It bears however an interest because of its simplicity and its capability to come close to Linear and IDW interpolation results when smoothing is applied, especially when dealing with scarce data. In particular, the value of an unsampled point is forced equal to the value of the one closest sampled point. As with the rest, this method is performed in the flow-oriented coordinate system. To be able to have viable results, extensive smoothing is required along the water flow, which however spreads out the values and results in an overall averaged outcome with crisp artefacts [Figure 4.29]. Additionally, the value assignment is highly dependent on the sampled data locations.
4.6.3 IDW

The distance weighing factor perspective for IDW was given in §2.2, Eq. 2.8, 2.9. With IDW however, the anisotropy factor is not taken into account. Therefore, given a meandering river, a global interpolator for IDW can have relatively bad results, especially in parts where the meander river banks are close to each other. To avoid this, the transformation to the flow-oriented coordinate system of the sampled data is a necessity.

Another problem of the IDW is that it is sensitive to clustering and spacing between the sampled data, something significant in the case of cross-sections. The power factor in Eq. 2.9 needs to be relatively large depending on the distances between sampled data. Regular values for it are 2 or 3; however, when dealing with scarce data, it is necessary to have much larger values, otherwise the interpolation results in an over-generalized output. In the experiments, values between 4 to 25 were used. Applying this large power exponent for the inverse distances, together with smoothing along the water flow, a satisfactory result may be retrieved. However, it is usually difficult to scale the power factor to the sampled data sampling distances. An example is shown in Figure 4.30 below.

Figure 4.30. IDW with power exponent = 10, 7 cross-sections. Left: No smoothing. Right: Gaussian window smoothing.
4.6.4 EIDW

This method is similar to the IDW, applying a weighted distance factor. It also profits from transforming the data into the flow-oriented coordinate system, which is necessary for a correct weighting of the distances. That is because this method accounts for the anisotropy in the data specified. This is introduced by the anisotropy factor as explained in §2.2 (Eq. 2.10), which brings closer the data points on the longitudinal direction of the water flow (s-direction). Therefore, sampled data first need to be described in that system and then anisotropically weighted for each unknown point.

The effect of the power exponent here can be made less severe and brought closer to normal values without need to adjust much. Furthermore, smoothing can be of less influence, mainly because the underlying process is already performed in part by the anisotropy consideration. The anisotropy ratio itself can be either arbitrarily defined or ascertained by computing the variance ratio of the sampled data. The example of this method lies below [Figure 4.31].

![Figure 4.31. EIDW with power exponent = 5, ar = 8, 7 cross-sections, no smoothing.](image_url)

4.7 Fusion of Datasets

The interpolation methods can provide an output depending on the input data received. The more the data, the better the output is approximated to the ground truth dataset. However, in the current thesis the data available are scarce, which complicates the results of the aforementioned spatial interpolation methods. The bed topography computed by the physics-based model can provide the extra feedback on areas of missing values.

In order to make the best use of the two datasets, a straightforward assumption is made to apply a number of weights to the interpolated dataset and the model’s dataset. These weights gain values depending on how close each unsampled point lies to a sampled point or a cluster of known data. The closer it is, the more the interpolated result should be accounted for its value, whereas points further
away from sampled points consider the computed model topography to be the most valuable estimator.

Applying these weights to the two datasets a third “fused” dataset is acquired. Any type of interpolation can be used in this process, however taking into consideration all the theoretical assumptions and perspectives that guided this thesis until here, the EIDW in a flow-oriented coordinate system is the one used for the fusion. The two types of scarce datasets described (cross-sectional or trackline data), presented in [Figure 4.17] and [Figure 4.18]) also assume different weights based on the assumptions of their structure in space.

The two weights of the interpolation and the model add up to one, so that when multiplied with the respecting computed values on the specific location they result in a fused value to assign to the unknown point. Therefore, the weights have values in the range of [0,1]. Taking that into consideration, a simple equation of a masked result is as follows:

\[ F(s,n) = w(s,n) B(s,n) + (1 - w(s,n)) I(s,n) \]  \hspace{1cm} (Eq. 4.6)

where:

- \( F(s,n) \) : fusion result at \((s,n)\)
- \( B(s,n) \) : model result at \((s,n)\)
- \( I(s,n) \) : interpolation result at \((s,n)\)
- \( w(s,n) \) : model weight at \((s,n)\)

### 4.7.1 Cross-sectional Scarce Data

To model the weighting behaviour mentioned in the previous paragraph, each of the cross-sections that has known data is perceived as a cluster of data. Under this assumption, any unsampled point that lies in between two sampled cross-sections receives two weights: one in respect to the physics-based model computed topography and one of the interpolated dataset. On a conceptual level, a gradient weighting is formed between each couple of cross-sections, with the weights closer to the cross-sections having values close to 1.0 for the interpolated result and 0.0 for the model’s result, and vice versa in the middle between the cross-sections [Figure 4.32].

![Figure 4.32. Gradient concept of weights applied in fusion method for cross-sectional scarce data. Black colour corresponds to the interpolated result, whilst white to the model computed topography.](image)

The procedure to achieve this is as follows. Initially the locations of the cross-sections on the grid are computed. Then, the distances of an unsampled point to the two (different) closest cross-sections is calculated. Afterwards, the weight of the model is calculated based on the distances a point has to the in between cross-sections, according to the following equation:
\[ w_{(s,n)} = \begin{cases} 
0, & d = 0 \\ 
1 + \left( \frac{D - d}{2d} \right)^2, & \text{otherwise}
\end{cases} \quad \text{(Eq. 4.7)} \]

\( D \) is the largest distance of the two and \( d \) the smallest. This ratio \( w_{(s,n)} \) acquires values between \([0,1]\) and is the weight applied to the physics-based model result. The weight for the interpolation is the result of subtracting the aforementioned ratio from 1, as per Eq. 4.6.

Assuming two cross-sections at a certain distance, the above weights gain values according to the diagram shown in Figure 4.33 below, based on Eq. 4.7. To make a connection to the conceptual representation of these weights, Figure 4.34 shows how the model’s weights are distributed as a gradient function between the cross-sections. An example result follows in Figure 4.35.

Figure 4.33. Weights applied to unsampled points based on their distances from sampled areas. For each dataset: blue colour for the model, red for the interpolation.

Figure 4.34. Physics-based model weights as dispersed in between cross-sectional data. The inverse of these colours would respond to the weights of the interpolated dataset.
4.7 Fusion of Datasets

4.7.2 Trackline Scarce Data

When only trackline data is available, the distances between the sampled points have no specific relation, especially if the way of collection is unorderly. There is not a certain rule for the weights to be applied in this case to each of the model and interpolated results. A way of dealing with disorderly data is to assign a threshold distance value.

For each unsampled point, the distance to the closest sampled point is calculated \(d\). If it is above the given threshold \(D_{thres}\), the computed model result receives a weight of 1.0 and the interpolated value a 0.0. If it is less than the threshold, a fraction of the two distances can give a value between \([0,1]\). Therefore, the conditional is formed as:

\[
\begin{align*}
\text{if } d \geq D_{thres}: \\
\quad w(s,n) &= 1 \\
\text{else: } \\
\quad w(s,n) &= \frac{d}{D_{thres}} \\
\end{align*}
\]

(Eq. 4.8)

This calculation can be extended by additional requirements like the unsampled point needing to be to at least \(k\) other sampled points below the threshold, or assume an averaged resulting distance to at least \(k\) other closest sampled points. A simple suggestion for a relatively straight river would be to use the smallest cross-sectional width as this threshold distance.

In the current context, for the cases where the Test datasets have been extracted in a structured way (IJssel, Kootenai) the threshold distance can also be calculated. In the Danube case, an educated guess is assumed close to each channel’s average width (about 300 m). The conceptual depiction of such trackline data weighting of the model’s values can be seen in Figure 4.36. Below that is an example of the resulting fused dataset for the Kootenai River bend [Figure 4.37].
Validation of the devised method is made possible by providing evidence that the requirements and goals set are fulfilled. This can be in terms of presenting the results, comparing with other methods or proving the solution’s correctness.

For evaluating the results of the Fusion method, comparisons between the ground-truth data and the resulting datasets are made for the proposed method, the physics-based model and the spatial interpolations. The stricter output is in the form of the numerical evaluator of Root Mean Square Error (RMSE) values, which is a commonly addressed model evaluator. It can be a harsh measurement because it punishes both consistent bias and large error variance, as mentioned in §2.3.
A single numerical value cannot always display all features captured by a method. Therefore, a visual qualitative depiction with error maps is presented to address a more intuitive evaluation. The error maps show a distinct view of the signed difference between the ground truth and the predicted fused results. With them, areas of wrong predictions are more highlighted by overestimated or underestimated values. An example is shown in Figure 4.38.

![Error map of Fusion method, trackline dataset of Figure 4.35.](image)

Figure 4.38. Error map of Fusion method, trackline dataset of Figure 4.35.

One step further is considering the application use of the results, which is aimed for the RAT-IN tool for ship navigability. Therefore, a final estimator can be the normalized half-width cross-sectional slope (NHWS), which focuses on the centralized area of interest. Here, the slope is assumed as the angle formed by the first-degree polynomial (linear) fit to the points in the centralized half-width for each cross-section of a dataset [Figure 4.39].

![Depiction of half-width slope in a cross-section. Only the middle yellow points are used for the 1st degree polynomial fit (red line).](image)

Figure 4.39. Depiction of half-width slope in a cross-section. Only the middle yellow points are used for the 1st degree polynomial fit (red line).
The slope is normalized by the water depth calculated at the central point of the slope so that the depth factor of the curve fit is also considered. By popular notation:

assuming the cross-sectional curve fit as:

\[ z(n) = a\ n + b, \quad \text{with} \quad \frac{B}{4} \leq n \leq \frac{3B}{4} \]

where \( B \) is the width at the given cross-section, the NHWS is given by:

\[ NHWS = \frac{1}{h_{slope}} \frac{\partial z_b}{\partial n} = \frac{1}{a} \frac{B}{Z} + b \]  

(Eq. 4.9)

The comparison and critical evaluation is made by graphical representation [Figure 4.40] in the sense of how much the predicted data follow the cross-sectional slopes defined by the centralized half-width points of a channel as shown in §2.3.

Figure 4.40. Normalized Half-Width Slope for all interpolation methods, model and Fusion method of trackline dataset of Figure 4.18.
5 Results and Evaluation

In the previous two chapters, the overall procedure of the methodology and implementation were presented. In this chapter, the steps presented are applied on all study cases and results are acquired for each river channel. The evaluation procedure commences with the use of RMSE as numerical estimator and error maps for analysis and critical reflection. NHWS is also used to bring more insight to the evaluation. It is to be noted that RMSE values are relative to each case and especially subjective to the local riverbed elevation order.

Six river bends from three rivers have been chosen, two from each river. To validate that the bends chosen hold a mild curvature, the curvature ratio \( \gamma \) is used as described on §2.1. The constructed grids were made to hold cells as close as possible to the data’s resolution or to an extent that would allow for an accurate representation of the results. All data are presented relative to sea level and all depth values are in meters.

“Scarce” data were considered depth data that are located only on a few of the curvilinear grid’s intersection node points. In particular, the overall number of these grid’s points is considered to hold the full possible represented data, however if known depth values are below a certain number of them, they are labelled as scarce. This is referred as percentage of data coverage, where 100% responds to all such grid points having a depth value. The data thinning for the Test datasets was made in terms of number of cross-sections and trackline distances from each sinusoidal curve.

At first, all of the three rivers are presented with the parts chosen (§5.1). Then, for each river the results of the physics-based model, the spatial interpolations and the proposed Fusion method are presented (§5.2, §5.3, §5.4) and a summary is given in the end (§5.5). Only a few selected test cases and results are presented in this chapter. For further examples, refer to Appendix C: Test Results.

5.1 Study Cases

The river choices made for the extent of this research and the evaluation of the applied method involve three cases of varying interest. All three rivers are within close to very close range to populated areas, but serve different interests. Most importantly, the rivers should be of a meandering alluvial formation, in order for the physics-based model and theory to be applied without complications. Secondly, data needed to be available if possible in multibeam form. Finally, the selection was based upon the degree to which the human factor has been present and intervened to the natural formation of the river. Towards these goals, the cases of IJssel (Netherlands), Danube (Romania) and Kootenai (US Idaho) have been chosen, which in this order have a decreasing degree of human intervention.

Two channel parts per river have been chosen to cover various different cases and present more output for generality of results. These cases included features appearing at or near bends, therefore the
choices targeted such areas. For Danube, longer channel parts were chosen due to the limited data. Together with the ground-truth representation, the curvature ratio ($\gamma$, Eq. 2.1) maximum and mean values are given for each channel bend to validate their response to the mild curvature ($\gamma \approx 0.1$) expectancy.

What follows is a display of the three rivers and their ground-truth datasets (§5.1.1 to §5.1.3) after the initial data have been aggregated on the curvilinear grid, as well as the values relating to the hydrographical parameters used for the experiments (§5.1.4).

5.1.1 Kootenai (US)

The Kootenai (or Kootenay) River in Idaho of the United States is a mostly natural river extending its reach from Rocky, Salish, and Purcell Mountains to the Cabinet Mountains and north terminating at Kootenai Lake in British Columbia. Anthropogenic influence does exist in shape of small dikes and the Libby Dam constructed in 1972, which was hypothesized to have caused problems to the natural habitat of the river. In response, in 2009 the Kootenai Tribe of Idaho released and implemented the Kootenai River Habitat Restoration Master Plan, which with the support of the U.S. Geological Survey scientific agency (USGS) lead to the collection of the dataset at hand [Fosness 2013]. The dataset is available freely online [USGS 2013] and is in full multibeam xyz format in irregular form. The time frame in which it was collected was 3 months (May to July, 2011), but at the moment exact hydrographical data is not available. Nevertheless, in lieu of any further information, a provided web service allows for some approximations (http://nwis.waterdata.usgs.gov/nwis/uv?site_no=12310100) together with a sedimentation report [Barton 2004].

The chosen bends include parts of the river with interesting bed formations and some varying widths with natural erosion and sedimentation. These cases are presented in coming [Figure 5.2, Figure 5.3, Figure 5.4] below.
5.1 | Study Cases

Figure 5.2. Kootenai River bend #1 (North, ~1.6 km). Curvature ratios: $\gamma_{\text{max}} = 0.37, \gamma_{\text{mean}} = 0.11$.

Figure 5.3. Kootenai River bend #2 (South, ~1.8 km). Curvature ratios: $\gamma_{\text{max}} = 0.33, \gamma_{\text{mean}} = 0.08$. 
5.1.2 IJssel (Netherlands)

The Rhine in Europe is a river that originates from the Swiss canton Graubünden and empties into the North Sea in the Netherlands. The Waal and IJssel rivers of the latter country have been commonly used for research purposes, given the high interest in protecting the land from floods. As such, a large number of hydrographical data is available, yet it is to be noted that there has been extensive human interference upon them, since include flumes, groynes, dikes and other artefacts. Out of the two, the IJssel section is chosen, as it holds an additional interest due to its almost uniform width and because it acts as a busy navigation route for ships. Areas with bends, far apart from each other and (as much as possible) varying widths were chosen and are presented in [Figure 5.6, Figure 5.7, Figure 5.8] below. The datasets are of full multi-beam coverage on a regular spacing of 1 by 1 meters.
Figure 5.6. IJssel River bend #1 (North, ~4.25 km). Curvature ratios: $\gamma_{\text{max}} = 0.47$, $\gamma_{\text{mean}} = 0.15$.

Figure 5.7. IJssel River bend #2 (South, ~3 km). Curvature ratios: $\gamma_{\text{max}} = 0.15$, $\gamma_{\text{mean}} = 0.09$. 
5.1.3 Danube (Romania)

Figure 5.9. Borcea Branch of Danube River, Romania (Credit: Andi Schlangen).
The Danube is a river used since ancient times for transport and trade. At 2800 km it is the second largest river in Europe, 2400 km of it being navigable. In Romania the Bala-Borcea part is nowadays the main navigational route, which however creates some bottlenecks due to the limited width of the fairway. The Romanian dataset for this project lies between Calarasi and Braila, close to the Black Sea where the Danube empties into. In the Borcea branch, interest lies in monitoring the western branch for navigational purposes. These parts have been expectedly influenced by the human element, which is heavier in these areas, but still the Danube holds some of its natural perspective.

The two cases chosen lie close to each other inside the west Borcea branch. The available data is in single-beam form and of varying density, changing from parts with only some ship tracklines to other much more densely collected profiles of close cross-sections. The width may be varying, but usually in a smooth fashion along the river flow, considering the generalized river banks. Some hydrographical data is available from past reports. [Figure 5.10, Figure 5.11, Figure 5.12] depict those bends. Their maximum curvature ratio, although relatively high locally (max), it does not exceed the mild curvature requirement.

Figure 5.10. Danube River bend #1 (North, ~8.5 km). Curvature ratios: \( \gamma_{\text{max}} = 0.96, \gamma_{\text{mean}} = 0.29. \)
5.1.4 Additional Data

Additional data related to each river had to be also collected for the extent of the chosen channels, in order for the physics-based model to compute the bathymetric dataset. These are mainly the hydrographical parameters described in §4.5.2. They are assumed to be known or an educated guess.
can be made about them. Because most of these parameters are not exact in nature, the Monte-Carlo simulation was used to assume the ‘optimal’ values, making use of the devised ground-truth datasets. Table 4.1 below summarizes the values collected from various sources used as the mean values of the Gaussian distribution and Table 4.2 the final calibrated values for input in the model.

Table 4.1. Collected and educated guesses of hydrographical parameter values. [Green: Barton 2004, Fosness 2013; Blue: Sedimentation Report, Deltares; Red: Project Reports, Deltares].

<table>
<thead>
<tr>
<th></th>
<th>Kootenai #1</th>
<th>Kootenai #2</th>
<th>IJssel #1</th>
<th>IJssel #2</th>
<th>Danube #1</th>
<th>Danube #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>C[m 1/2/s]</td>
<td>57</td>
<td>70</td>
<td>65</td>
<td>65</td>
<td>40</td>
<td>60</td>
</tr>
<tr>
<td>i [-]</td>
<td>2*10⁻⁵</td>
<td>2*10⁻⁵</td>
<td>9*10⁻⁵</td>
<td>9*10⁻⁵</td>
<td>4*10⁻⁵</td>
<td>4*10⁻⁵</td>
</tr>
<tr>
<td>D₅₀ [m]</td>
<td>750*10⁻⁵</td>
<td>500*10⁻⁵</td>
<td>458*10⁻⁵</td>
<td>4014*10⁻⁵</td>
<td>200*10⁻⁵</td>
<td>200*10⁻⁵</td>
</tr>
<tr>
<td>a [-]</td>
<td>2.0</td>
<td>3.5</td>
<td>1.5</td>
<td>2.5</td>
<td>1.2</td>
<td>0.85</td>
</tr>
<tr>
<td>Q [m³/s]</td>
<td>1200</td>
<td>1200</td>
<td>650</td>
<td>650</td>
<td>4000</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 4.2. Calibrated hydrographical parameter values after 10,000 runs (Monte Carlo simulations).

<table>
<thead>
<tr>
<th></th>
<th>Kootenai #1</th>
<th>Kootenai #2</th>
<th>IJssel #1</th>
<th>IJssel #2</th>
<th>Danube #1</th>
<th>Danube #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>C[m 1/2/s]</td>
<td>59.26</td>
<td>66.88</td>
<td>63.66</td>
<td>65.77</td>
<td>45.57</td>
<td>64.05</td>
</tr>
<tr>
<td>i [-]</td>
<td>1.99*10⁻⁵</td>
<td>2.01*10⁻⁵</td>
<td>9.11*10⁻⁵</td>
<td>9.00*10⁻⁵</td>
<td>4.04*10⁻⁵</td>
<td>4.05*10⁻⁵</td>
</tr>
<tr>
<td>D₅₀ [m]</td>
<td>814.53*10⁻⁶</td>
<td>520.59*10⁻⁶</td>
<td>458.55*10⁻⁶</td>
<td>4013.52*10⁻⁶</td>
<td>182.18*10⁻⁶</td>
<td>218.42*10⁻⁶</td>
</tr>
<tr>
<td>a [-]</td>
<td>3.11</td>
<td>2.91</td>
<td>1.17</td>
<td>1.44</td>
<td>1.20</td>
<td>1.04</td>
</tr>
<tr>
<td>Q [m³/s]</td>
<td>1174.30</td>
<td>1200.16</td>
<td>644.77</td>
<td>656.22</td>
<td>4004.74</td>
<td>3983.65</td>
</tr>
</tbody>
</table>

5.2 Kootenai – Results

Throughout the implementation steps described in Chapter 4, the North bend of the Kootenai River was used to represent the intermediate results. Here the process is fully followed for a number of different cross-sectional and trackline Test datasets.

The general result in terms of RMSE values displays a clear trend for both datasets. In the case of cross-sectional data [Figure 5.13, Figure 5.14], the RMSE values are increasing in a similar manner for all interpolation methods while the data are thinned down from 9 cross-sections to 2 cross-sections. However, the method’s results are displaying an interesting observation; although the data are thinned out, the overall RMSE result for the fusion method stays quite stable. This is probably to be attributed to a well-calibrated physics-based model result. It is to be noted that by having a
relatively stable RMSE level, the fusion method outperforms all spatial interpolation methods for any data below 8 cross-sections in the North bend and anything below 6 cross-sections in the South bend. That corresponds to any cross-sections’ spacing larger than 200 m for Kootenai #1 and 225 m for Kootenai #2.

![RMSE of Cross-Sections [Kootenai #1, North]](#)

Figure 5.13. RMSE values for cross-sectional Test datasets for Kootenai #1.

![RMSE of Cross-Sections [Kootenai #2, South]](#)

Figure 5.14. RMSE values for cross-sectional Test datasets for Kootenai #2.
With the trackline datasets, the intervals between the percentages of data are larger because of the sinusoidal shape of the data itself. With fewer curves, a much lesser number of points are sampled. Nevertheless, the RMSE values can in general be lower than in the cross-sectional datasets. It is obvious that the IDW and Nearest Neighbour methods are failing the most in this case. This is because of the way they interpolate points which are closer to the sampled data, without regard for anisotropy [Figure 5.15]. EIDW does take it into account and Linear interpolation is performing well because of its barycentric/gradient direction of interpolation in flow-oriented coordinates. In fact, when data is plenty, linear interpolation can outperform the rest, but below 0.25% the proposed fusion method is better [Figure 5.16, Figure 5.17]. The reason for the sudden jumps that appear more strikingly in these test cases is because of the samples failing to pass through an important riverbed feature like a local erosion or sedimentation part.

Figure 5.15. IDW failure in trackline datasets. Left: Trackline Test data (0.24% coverage), Right: IDW result, power exponent = 4, smoothing applied.

Figure 5.16. RMSE values for tracklines Test datasets for Kootenai #1.
The Kootenai River is mostly a natural river where various planform changes in its general structure may cause unexpected artefacts to appear. One of the most striking ones is the sudden erosion hole at the north of Kootenai bend #1 (North, Figure 5.3). This feature cannot be covered by the model’s simplified equations, nor interpolated by any method. Therefore, if there is no data collected in the area, it is impossible to predict these cases. However, in areas where predictable erosion and sedimentation happens, the method can be very successful in achieving a much better reconstruction of the riverbed than an interpolated result. This is shown in Figure 5.18 for two different scenarios. For Kootenai bend #1 [Figure 5.18 a,c,e] the testing trackline does not pass through the bend’s erosion pattern. For Kootenai #2 [Figure 5.18 b,d,f] an extreme case of only 2 cross-sections is portrayed, which although do not cover the middle of the bend, the fusion method manages to recreate the pattern.

In the latter case of Kootenai #2 bend, the success of merging the two datasets from EIDW and the model’s computed riverbed topography is even more striking when the error maps of these cases are deployed. As seen in Figure 5.19, the model suffers partially in various areas over-estimating or under-estimating the depths. On the other hand, the EIDW interpolation result is obviously failing at the channel’s most curved part since it was omitted from sampling. However, when combined, most of the differences are mitigated and only some depths are mostly underestimated (ground-truth depths are deeper than the fusion method’s results). For navigation purposes, this is preferable to overestimating depths, because if a bend is considered deeper than it is, there might be problems with larger ships running aground.

These results are supported by the NHWS presented in Figure 5.20. The fusion method’s slope follows closely the ground-truth values, whereas the other methods deviate greatly. In the graph, the fusion’s curve is achieving the trough realized by the counter-clockwise erosion in the middle of the bend, due to the model’s successful prediction. In the more stable parts before and after that, the EIDW interpolation’s results help achieve the more static profile. Similar results appear for the two Kootenai bends cases when data is very scarce, but it must be noted that in most of the remaining results Linear interpolation performs better in the NHWS graphs.
Figure 5.18. Kootenai river bends successful predictions by fusion method: (a,b) Test datasets (tracklines: 0.14% data, cross-sections: 2, or 0.04% data), (c,d) EIDW partially failing result, (e,f) fusion result (EIDW and model).
5.3 IJssel – Results

IJssel is a river affected by the human interference. In general, it holds very little variations in widths, but the chosen bends have a large difference in average channel width because of their far-apart locations. One of them lies north close to Zwolle where the river is wider (average width: 143 m) and the other to the south close to the beginning of the IJssel near the branching of the Nederrijn (average width: 80 m). It should be noted that although mediated in numbers by the initial choice selection, wherever present, groynes’ and dikes’ artefacts of local pools are impossible to simulate correctly, only partially. Neither the model nor the interpolation methods can capture the specific formation of these pools [Figure 5.21]. However, the general estimate is closer to the expected deepening of the outer bends. Furthermore, dune formations are of course not detectable both due to the model’s assumptions and due to little data available for interpolation. The subsequent smoothing also erases any sharp detected areas.
Larger spans of the river were chosen for the IJssel cases, therefore a higher number of cross-sections was tested (11 to 4 cross-sections). For IJssel bend #1 (North) the RMSE results in Figure 5.22 hold a similarity to the ones detected in Kootenai rivers, with EIDW and Linear interpolations showing very close patterns, but the Fusion method outperforms both for scarce data of less than 11 cross-sections (0.37% data coverage). This corresponds to cross-section spacing distances of more than 385 m. On the other hand, the southern bend of IJssel #2 presents a more linear display of features [Figure 5.23]. This can be attributed to the smaller average width of the channel and the higher water flow, and can also relate to its low curvature ratio. As a subsequence, the Linear interpolation is the most beneficial choice in terms of RMSE, although with little differences from the fused results. Without loss of generality of the foregoing, the fusion method could use instead of the EIDW, the results of the Linear computations to reach a better approximation in cases as these. Contradictorily, IDW fails in this case because of the large gaps between the cross-sections and the lack of any anisotropic considerations.

**Figure 5.22. RMSE values for cross-sectional Test datasets for IJssel #1.**

**Figure 5.23. RMSE values for cross-sectional Test datasets for IJssel #2.**
When the sampled data have a trackline pattern, there lies a certain distinction again between IDW / Nearest Neighbour and EIDW / Linear spatial interpolations. The first two are failing for the same reasons as mentioned in the Kootenai cases in §5.2. The other two are interchanging in RMSE response, yet being very close in their values. As such, the fused results do not bear a much different profile, outperforming the rest only in scarcer dataset cases of IJssel #1 [Figure 5.24]. For IJssel #2 [Figure 5.25], the linear features of the bend match better to the EIDW results for denser samples, mainly due to the ‘zig-zag’ pattern of them. However, because of the bad general result from the model’s estimations, the fusion method’s output is not managing to outperform the rest. In general for the IJssel cases, the trackline Test dataset RMSE values are not better than the ones of the cross-sectional ones for a similar amount of data.

**Figure 5.24.** RMSE values for tracklines Test datasets for IJssel #1.

**Figure 5.25.** RMSE values for tracklines Test datasets for IJssel #2.
Figure 5.26. IJssel #1 computed bed levels for cross-sectional Test data: (a) Test dataset (8 cross-sections, 0.27% data coverage), (b) Physics-based model riverbed topography, (c,d) Linear interpolation and error map, (e,f) EIDW and error map, (g,h) Fusion method and error map.
In all of the RMSE graphs shown, the responses are similar for the EIDW, Linear interpolations and the fusion method, except in IJssel #1 for cross-sectional Test data, where the proposed method performs best. In Figure 5.26, for 8 cross-sections, the two spatial interpolation methods are displaying similar features, but at the same time failing at the bend’s topography estimation. With the fusion method some parts are better reconstructed and the overall result shows less of differences on the corresponding error map. This is also reflected in Figure 5.27 of the NHWS, the slope from the Linear interpolation is also performing well. On the graph, the existence of some wrong peaks and troughs of the physics-based model’s estimations are most probably a result of missing the “lag” factor estimation from the model. This factor is based on the assumption that certain features along the water flow of the river tend to appear later than expected by the model’s equations. This can be viewed for example in between about 1750-2250 m of the channel’s span.

On the contrary, the results of the IJssel #2 show an appeal towards the linear interpolated output. As mentioned above, this is probably because of the relatively straighter planform style of little curvature for that part of the IJssel and because of the stronger currents running though such smaller widths. In Figure 5.29, although small the differences, a better performance by the Linear interpolation can be viewed. The main errors of the fusion method can be attributed mostly to the physics-based model. This can be cross-checked in Figure 5.28 of the NHWS, where the “lag” effect is again visible along the whole span of the channel.
Figure 5.29. IJssel #2 computed bed levels for cross-sectional Test data: (a) Test dataset (7 cross-sections, 0.19% data coverage), (b) Physics-based model riverbed topography, (c,d) Linear interpolation and error map, (e,f) Fusion method and error map.
5.4 Danube – Results

In the final study case, two areas close to the bifurcations in south and north of Borcea were chosen. The initial available data were in singlebeam form, random tracklines and cross-sections merged together in one dataset. In order to extract Test datasets, manual operations commenced. However, the data were not dense enough to have either cross-sections at regular distances or specific sinuous tracklines. Furthermore, since the whole of the riverbed was not covered, no “full” ground-truth dataset covered the whole extent of the grid. Nevertheless, the whole of the single-beam dataset is assumed to be the ground-truth dataset. A precise comparison cannot be made in terms of RMSE or inspecting the NHWS, but to the best possible extent, a discussion is made.

In the north, the Danube bend #1 has little available data [Figure 5.10]. From that only 2 Test datasets were able to be extracted; one of 9 cross-sections and one trackline dataset [Figure 5.30, Figure 5.31]. In both cases, the interpolated results are showing some extensive smoothed-out results. This is most obvious in the cross-sectional case where there is a large gap between two consecutive cross-sections. The fusion method’s results are more natural-looking, with various gaps filled with predicted erosion/sedimentation patterns.

![Figure 5.30. Danube #1 interpolation and fusion method results for cross-sectional Test dataset: (a) Test dataset, (b) model riverbed topography, (c) EIDW result, (d) fusion method result (EIDW and model).](image)

![Figure 5.31. Danube #1 interpolation and fusion method results for trackline Test dataset: (a) Test dataset, (b) model riverbed topography, (c) EIDW result, (d) fusion method result (EIDW and model).](image)
However, the above results could also be misleading. In order to view a more accurate representation of the river, all of the available data [Figure 5.10] are used for interpolation. The resulting EIDW dataset [Figure 5.32 a] shows some slightly unexpected patterns of “lag” effects, especially in the southern part. These would not be able to be assumed by the physics-based model, but once combined, the fused dataset displays a more “natural” look for rivers [Figure 5.32 b]. Because of the method’s processes, some minor artefacts are inescapable.

For Danube River bend #2, a denser single-beam dataset was available. As such, 9 cross-sections and 1 trackline pattern were extracted. The 9 cross-sections were thinned down, with as much as possible regular spacing between the remaining ones each time. The respective RMSE results [Figure 5.33] show a better output for the fused method for less than 5 cross-sections, corresponding to a large spacing of 1300 m. This can be attributed to the small curvature ratio of the channel, but also to the fact that again the lag effects on river morphology are present.
Figure 5.34. Danube #2 computed bed levels for cross-sectional Test data: (a) Test dataset (4 cross-sections, 0.48% data coverage), (b) Physics-based model, (c,d) EIDW and error map, (e,f) Fusion method and error map.
In such cases with limited data, the error maps can only show the difference of results for the points available [Figure 5.34 d,f]. In both the EIDW and the fused output, the depths are quite deviating from the ground-truth, but in the latter one less so. A few overestimated depths of EIDW (pink-colored points) are brought to more normal levels in the fused method. However, the underestimated parts (black points) do not have a better response.

Again, by using the full data coverage of the area [Figure 5.11], a better representation of what is the expected outcome can be retrieved [Figure 5.35]. There is again a definite lagging in the morphology of the river, which cannot be captured by the model, resulting in an intermediate outcome, which although might look more natural, it can have various shifting morphological artefacts.

![Figure 5.35. Danube #2 interpolated and fused datasets using the full single-beam dataset available: (a) EIDW, with smoothened-out riverbed estimations, (b) Fused method results, with some artefacts in the north part of the channel.](image)

**5.5 Summary of Results**

The experiments performed involved river channels of different extents and with different types of sampled data, cross-sections and tracklines. The fusion method is composed of the weighted sum of EIDW interpolation and physics-based model results. Interestingly, in the cases of scarcer data, the fusion method outperformed the spatial interpolation methods and the physics-based model predictions. That was documented in the Ijssel and Kootenai rivers by RMSE values, visually inspected by error maps and by the general view of the NHWS along the channels’ spans. For the Danube due to its limited ground-truth data, only one case could be assessed as such, whereas the rest were mainly visually inspected.

In relation to the RMSE graphs, any inconsistency in the trend as the data are thinned is to be attributed to the differences of the sampled regions. During the data thinning, same areas are not always sampled. Therefore, in some cases various unexpected morphological features are missed out, whereas in others they are included. If they cannot be reproduced by the physics-based model, they are totally omitted resulting in a general bad prediction by the fusion method. These irregularities can
cause the “jumps” in the graphs, evident in Figure 5.15 and Figure 5.16. The basic conclusion from this is that where data is gathered matters for both interpolation and subsequently fusion methods.

It was further noted that EIDW and Linear interpolations displayed better results than IDW and Nearest Neighbour interpolations, especially in the cases of trackline Test data [Figure 5.13, Figure 5.14, Figure 5.16, Figure 5.17, Figure 5.19, Figure 5.20, Figure 5.22, Figure 5.24, Figure 5.26]. That can probably be attributed to the spatial dependency of morphological features happening along the longitudinal direction in rivers. EIDW accounts for it by introducing the anisotropy factor and Linear interpolation for its directional implementation in the flow-oriented system. In fact, Linear interpolation was reported to be equally good or better than the fusion method for a tested straighter bend [Figure 5.23, Figure 5.25, Figure 5.28, Figure 5.29].

Additional differences can be noticed in between the two different types of datasets. Cross-sectional Test data can be thinned and preserve regular distances. Trackline Test data are more difficult to have regular thinning in size. Therefore, larger differences exist in the RMSE graphs. Due to the variations of data samples in between the thinning process, it was not easy to define specific percentage thresholds of data scarcity below which the fusion method performs the best.

Error maps were able to display specific regions on a river channel where predictions stated over- or under-estimations [Figure 5.19, Figure 5.26, Figure 5.29, Figure 5.34]. Even though the model’s predictions and EIDW results had obvious areas of problematic output, the fusion method allowed them to complement each other and the final error map had such areas reduced.

Because the fusion method is a result of the merged datasets of the physics-based model and EIDW outputs, the fusion’s NHWS varies between the two others. In some cases it was clear that the fusion’s result was following closer the ground-truth’s slopes along the river span [Figure 5.20]. However, quite often [Figure 5.28] it is ambiguous which method performs better according to this measure, which is why it must be used with care.
In this thesis, the problematic case of limited availability of bed topography data in rivers has been researched, focusing on meandering alluvial river channels. To deal with such “scarce” data, a method has been proposed which makes use of a physics-based model and spatial interpolation results, combining them to a complete solution. This solution can bear a more thorough and more natural representation of the riverbed topography than the smoothed-out results of interpolation methods. In addition to it, a number of steps have been presented, during which the overall implementation process has been elaborated on.

The knowledge gained from the research performed and the implementation results is divided into four subsections. First, conclusions are drawn (§6.1), with remarks concerning the field of work and answers to the initial research questions. What follows is a discussion on the limitations of the overall procedure (§6.2) and afterwards recommendations of use of the method in its current state are given (§6.3). Finally, closure is given by proposals for future work on the field of study (§6.4).

## 6.1 Conclusions

### 6.1.1 Conclusive Remarks

The most important remarks drawn from the research and experiments performed are the following:

- spatial interpolation techniques in river channels can fail when the available data are scarce or a natural trend exists in the riverbed (§2.2, §5.2, §5.4)
- a water-flow direction based interpolation can bear significantly better results (§4.6)
- anisotropy plays an important role in the bathymetric variability of river channels and bends (§4.6, §5.2 to 5.4)
- a physics-based model, even if simplified in its description, can help interpolation results reach a better outcome (§5.2 to 5.4)
- morphological lag effects in riverbed topography cannot be represented by the zero-order, axi-symmetric physics-based model (§5.4)
- smoothing operations are required to average out natural bed level variations at a smaller scale (§4.5, §4.6)

It has been shown that the case of scarce datasets can be a significant diminishing factor in the performance of spatial interpolation methods. The general fact is that with less data, unreliable estimates are retrieved, regardless of the interpolation method. Scarce trackline and cross-sectional data bear also a specific pattern, which does not allow for geostatistical interpolation techniques like Kriging to reach an acceptable estimation. Deterministic techniques like Natural Neighbour also outputs overly generalized results, whereas the ones by Thin Plate Splines may result in over or under-estimated representations. The methods tested in the thesis (Linear, Nearest Neighbour, IDW,
and EIDW) bear a higher relation to the spatial dependence of the data and distances between them and are therefore more preferable.

Concerning the flow directional dependence of data, rectangular Cartesian coordinates do not define a river channel’s boundaries in the correct manner. Therefore, the direction followed by the main water flow can dictate a boundary-fitted curvilinear coordinate system to base the interpolation upon. To structure this in an applicable manner, a centerline to the river’s polygon is drawn to describe the direction and a curvilinear grid is constructed upon which the interpolation is performed.

Furthermore, due to the natural processes issued by the water flow in channels and bends, the morphological features of the riverbed have a greater correlation along the water flow than transverse to it. This anisotropic dependence can influence the choice of interpolation. It has been shown that methods like EIDW and Linear interpolations can give a more accurate result, especially in the case of scarce data. Even more so, when the sampled scarce dataset has a trackline pattern, IDW and Nearest Neighbour are failing in their predictions, rendering their usage not recommended for scarce data.

Some natural features undetectable by spatial interpolation methods can be predicted by physics-based models, even if the underlying assumptions allow for a simplified one. In this thesis such simplified model is used to combine with the interpolated results. Additionally, bank-line profiles were used to cover the areas where the model equations cannot formulate the riverbed close to river banks.

However, space lag effects may be existent in parts of the river channels, especially close to bends or alternating bars regions. They affect the riverbed topography, changing the expected location of morphological patterns. As such, a simplified physics-based model that does not account for them, such as the one used in this thesis, cannot predict the correct topography in cases where the lag effects are evident. Therefore, higher levels of modelling are required.

Finally, smoothing has been proven to be an important consideration in acquiring a unified representation. In the transverse direction, it can allow for a better cross-sectional portrayal of the model’s results, whereas in the longitudinal direction it can help interpolations without anisotropic considerations (i.e. IDW, Nearest Neighbour) reach a better estimation. However, it would require some further research insight to be able to define the correct smoothing method or degree of window smoothing. In addition, smoothing of the bed topography is generally dependent on its geology and sediment types present. Even if the general classification a river channel labels it as alluvial, there are variations to be considered while smoothing.

6.1.2 Answers to Research Questions

The main research question governing the thesis has been formulated in §1.6 as follows:

“*How can a spatial interpolation method be coupled with river morphology physics in order to approximate better the riverbed topography when input data are scarce?*”

The answer to this question is the “fusion” method as described in §4.7. The fusion method is proposed to combine the datasets resulting from a spatial interpolation (EIDW) with the physics-based model riverbed topography result. In context with the research question stated above, the river morphology physics are incorporated by the use of two equations describing the water depth at the centerline (zero-order solution, Eq. 4.1) and the cross-sectional variations from it (axi-symmetric solution, Eq. 4.5). The spatial interpolation chosen to be used for the combination is EIDW, because it abides to the anisotropic expectations for river morphology and gives a more natural representation.
Conclusions

Scarce data have the form of either tracklines or cross-sections. As such, in order to create a relation between the two datasets and the known data, the concept of weighting distances is brought forth. The further away an unknown point lies to a sampled point, the more the model’s result for that location is considered. Vice versa, the closer an unknown point is to a sampled point, the more the interpolated result is considered. This concept is formulated in terms of weights in the range of \([0,1]\) to apply to the two datasets results (Eq. 4.6). In the case of cross-sections the weighting is applied as a membership function (Eq. 4.7), whereas for trackline datasets the weights are acquired as fractions of distances from a threshold maximum distance (Eq. 4.8). The method is therefore named as “fusion” method because of combining the two datasets.

Along with the main research question, three more sub-questions have been posed for completeness:

1. What is an objective function to measure ‘goodness-of-fit’ of the method?

In order for the method to be evaluated, three ways of measuring the results have been presented. RMSE of the overall result has been chosen as a numerical evaluator, error maps are used for a visual qualitative assessment and the Normalized Half-Width Slope (NHWS) of the transverse cross-sections gives further insight into what happens along the longitudinal direction of the channels, targeted to the areas of interest. From the experimental results, the conclusions vary. RMSE can be arguably the most objective evaluator, since it is a measure that punishes both systematic error and error variance. In every case, it provides a single number that is scale dependent, but it allows a comparison in between the different prediction methods that are under evaluation. However, this measure can have a value that is smaller (better) for a result that in overall has a good response, but in a specific area of interest (i.e. a bend) the prediction fails. This is not notable by a single number, and as such not always desirable. That is why the more qualitative measure of error maps is deployed. With them, the depiction of problematic areas for the method’s predictions can be easier to detect, however it relies on the evaluation by the spectator and does not provide a clear overall and objective result. The NHWS can partially give an understanding of the predicted result on a more centralized area of a river channel. The graph displays how well the predicted results’ cross-sectional slopes follow the ground-truth ones, locating the areas of wrong predictions. However, it also cannot give a general statement for the state of the prediction. Based on the above, although the best course of action for each case would be to investigate all three evaluators, the more objective one and the one that should be considered at least as first definitive assessment is the RMSE value.

2. What coordinate system allows for better predictions on riverbed topography?

As shown in §4.6 and based on [Merwade et al. 2006], interpolation in the Cartesian field \((x,y)\) for river environments is a wrong course of action. The boundaries given by the river’s banklines direct the bathymetric variability and therefore the depth values. An assumption of equal value dispersion in the Cartesian plane is wrong. Therefore, a water flow-oriented system \((s,n)\) is used. The assumption that governs its definition is that the main water flow direction that shapes the river itself can be approximated by the centerline of the river polygon. The flow-oriented coordinate system defines the data points on a plane that has corrected directional dependences and is fit for performing spatial interpolation methods. What was further noted is that the significance of using such a system is even higher with scarce data. Some data that lie closer in the Cartesian plane could actually be much further apart in the flow-oriented system and with scarce data, the interpolated values could be influenced by data samples that would otherwise have a smaller impact.
3. **How much of the full data can be thinned out and still have a successful outcome?**

During the experiments, the data have been iteratively thinned out in terms of number of cross-sections per river bend or sinusoidal lengths for tracklines. This was not possible for the Danube case due to only partial coverage of the riverbed by the sampled data, but nevertheless some conclusions can be drawn. The general assumption that the more data available the better the interpolated result will be can fall short in cases such as rivers where there are feature shaping trends due to natural processes or geometric characteristic of the river. For example, a larger number of cross-sections does not necessarily guarantee a better prediction, if a certain local erosion or sedimentation pattern is not sampled. On the contrary, even 3 cross-sections in one bend can be enough, assuming that at least 1 of them is in the middle or a little downstream of the highest curvature area, depending on the test case. It has been shown [Figure 5.18, Figure 5.19] that even with extremely limited data the fusion method can succeed in its predictions. In all cases, test data of less than 1% of the full channel coverage were used as scarce data. The method could perform well even when less than 0.3% data were used. This is ambiguous to translate into a clear global number of cross-sections or trackline lengths. However, some definite understanding can be drawn about the relation between the density of the data collection and the location of them on a bend or straight part of the river.

### 6.2 Discussion on Limitations

By performing the procedure followed in Chapter 4 on an application level, the manual labour required for achieving a good riverbed representation is significantly reduced from a few weeks of expert work to a number of hours. A single running of the procedure itself is a matter of minutes, since the usual computational time was within 2 to 4 minutes. However, including the pre-processing of data and definition of datasets, that time would expand. Furthermore, the user still has the task to tweak and change each procedure’s output to his or her liking in order to reach the best result possible. However there are some limitations that need to be considered and understood before applying the process and fusion method.

The research performed in this thesis involved a larger number of considerations other than the main product solution of the fusion method proposed. At first, the problem of describing the data on a flow-oriented coordinate system spawned the need for the construction of a curvilinear grid. To acquire it, the centerline problem was visited, where not a single definitive solution exists. The approximated centerline with the Voronoi method used in this thesis is subject to the number of points that describe the river polygon and the distances in between them. That is the reason that the densification of the polygon geometry is required. If the user aims for an as perfect as possible centerline, the densification may result in a polygon with exceedingly large number of edge points and the subsequent Voronoi tessellation will demand higher computation times. A more graceful solution could be drawn from analysing the areas that require such densification.

The centerline is then used for constructing the curvilinear grid. The grid itself is an approximation of the river polygon and the way it is defined has a great impact on the representation and calculation of the whole method. The grid is the foundation of all processes taking place, like data aggregation, physics-based model bathymetry estimation, interpolation and evaluation. For the same river channel if a different grid is described, different outcomes may be drawn. This limitation poses an importance weight on describing the grid with a good resolution that fits the purposes of the user of the tool.
The physics-based model’s prediction for the bathymetry is dependent on the hydrographical values inputted before calculation. Therefore, these values dictate the output. In this thesis, the assumption has been that these values are true and available from start. However, in the real world, some of them are difficult to be precisely described due to the ever-changing nature of rivers. It is proposed to advance these values with further investigation and theoretical considerations. As an example, in this thesis the Chezy roughness coefficient values have been chosen to alternate based on the local widths of the channels (Eq. 4.3). However, for much larger spans of rivers this measure could be misleading. An area or curve-based description of river parts could give a better conceptual answer to this issue.

Considering the experiments performed with spatial interpolation, it has been shown that IDW and Nearest Neighbour methods require extensive smoothing. Although the smoothing applied on the spatial interpolation results can be attributed to physical phenomena, the smoothing degree itself needs to be carefully inserted in order to not exceed the expected outcomes.

As far as the evaluation methods go, the NHWS poses some certain limitations in interpretation. In some cases, it can verify some outcomes or assumptions about the quality of the result, but quite often the response of the Linear interpolation would seem to be the most fitting result, especially with scarcer data or on straighter parts of rivers. This is to be expected, since the measure displayed relates to a best-fitting curve for cross-sectional data. A linearly interpolated result also has fewer variations and that allows for a smoother and seemingly less erred NHWS graph.

### 6.3 Recommendations for Use

Bearing in mind the limitations presented in the previous paragraph, some recommendations for use can be given regarding the method in its present form.

Firstly, it should be noted that the grid’s resolution does not bear a hindrance in terms of running time. For the same stretches, no significant change in computation times was noted when a finer grid was used in comparison to a coarser one. The computations remained within a five-minute stretch. As such, it is recommended to use as fine grid as possible, close to the initial collected data resolution. However, it must also remain clear that since the experiments were performed on short spans of rivers, no clear conclusion can be made for running times for much larger stretches.

The physics-based model’s results can be dependent on the extents of the bankline profiles chosen left and right on the grid. In a real-case scenario, the user would be able to manually assess the coverage of the scarce dataset; if the samples reach areas near the river banks, it is advised to take them into account and include the bankline profile choice. If the data are limited to more centralized parts of the river, the model should yield better predictions if the grid itself is adjusted to the data extents and these profiles are omitted.

Concerning the choice of spatial interpolation for the fusion method, in the overall described procedure in Chapter 4, EIDW was used. However, in cases where the river channel is relatively straight, it was shown that Linear interpolation can also have equally good or even better results. In such cases, it is advised that there is such change of choice based on the user’s estimation. An automated distinction for which parts are straight and which are still curved is left for further research.

Concerning the fusion method, it can produce relatively stable outputs. The pattern of the sampled data however may vary. If the data are in clear, regular cross-sections, the automated calculation of weights is possible ($\S 4.7.1$). The more ambiguous case is when they are in trackline or even random...
format. In these cases, the safest choice is to make an educated guess of the best distance threshold to be given (§4.7.2). The user defines as such from which distance and on the results of the interpolation are not to be trusted and the values opt for the model’s calculations.

Finally, the study cases used in this thesis were just some smaller parts of larger river channels. The method itself can easily be used on larger stretches, however not ones that include bifurcations. Therefore only single channel stretches are recommended for use. Nevertheless, the user can still segment the river in parts and have a separate assessment for each of them.

### 6.4 Future Work

The overall process steps together with the fusion method proposed offer a complete way to mitigate the problem of data scarcity by combining interpolated and model results. There is still room though for further development. A number of topics are listed below, separated in further research to be made within the scope of this thesis and extended work beyond it.

#### 6.4.1 Further Research

- **Validate Fusion method with more test cases.**

  Although a big number of tests were performed on the three chosen rivers, the method proposed would still require to be tested on an extended set of meandering alluvial rivers. These rivers could hold similar properties as the ones chosen here to validate the method further or vary in properties like width, length and curvature to extend the cases covered.

- **Implement the space lag factor in river bends.**

  It has been noted that in some river bends (i.e. Danube), there is a streamwise lag effect in the expected erosion and sedimentation patterns formed by the main water flow. This can be on a first level attributed to the geometric description of the meandering rivers, when there are multiple alternating bends in a short span of the river. This bears a problem, since the used physics-based model cannot predict such cases and if these areas are not sampled, interpolation also fails, leading to a subsequent bad estimation by the fusion method. A first simple recommendation would be to approach the issue from a geometric perspective and treat the water flow as particles. In this context, a ray-tracing algorithm can be applied, where vectors of expected water flow are defining the areas where the water particles “hit” and cause additional erosion. Areas devoid of these rays could be defined with smaller depths. The difficulty lies in defining the intensity or applied weights of this fix. Another recommendation would demand the use of a better described physics-based model. In [Crosato 2008] a steady-state situation is covered where the flow velocity adapts to depth variations with a certain spatial lag. An empirical space lag can also be assumed related to the curvature, like the kinematic meander models of [Ferguson 1984, Howard 1984].

- **Extend application to the whole river by piecewise implementation.**

  The method as is can be implemented on parts or areas of rivers. An extended implementation to a whole river stretch is not impossible though. It would require segmenting the river in specific
parts and by piecewise application all depths of the whole stretch of a river channel would be possible to be computed. However, bifurcations or cases with islands would require special treatment, mainly by redefining these areas by the grid basis.

- **Vary interpolation by semantically classifying river parts.**

  Similar to the previous recommendation, the full river stretch could be segmented and classified by a certain geometrical or physical property. Then, based on that property, an automated choice could be made on which spatial interpolation to use for each segment. This property could be for example the curvature value, using Linear interpolation on straighter parts (small curvature) and EIDW close to bends (high curvature). The classification process however requires substantial research and possibly to consider the boundaries by fuzzy logics or perform customized interpolation at the boundary areas of the connecting parts.

- **Minimize cross-sectional data collection.**

  A recommended course of action for the trackline data can be quite a difficult topic to assess. However some ideas in respect to the positioning of the cross-section data collection can minimize the number of the data required. Usually the areas of problematic or unexpected behaviour are closer to the sharper parts of channel bends. As such it is advised to focus the biggest number of cross-sections in these areas and only collect a few (1 or 2, depending on the river stretch) in straighter parts of the river. A first recommendation to automatize the assessment would be to classify the river by the local curvature ratio. Wherever the ratio is larger (mainly sharp bends and of smaller widths) the more cross-sections are required to have a better assessment.

### 6.4.2 Extended Work

Extending the project’s scope one can reach a vast field for future work. An obvious first area of research would be to expand on the physics-based model’s response with additional considerations such as non-linear effects, sharper bends, greater variations in widths and curvature, bifurcations and islands. Also a more scientific approach could be researched concerning the bankline profiles. A new complete model that would also assess these issues and also stay within logical limits of computations would be ideal for a rapid assessment and combination with the interpolated results.

Another way to approach the problem would be to implement the interpolation on an earlier level of computation within the physics-based model. The physics-based model’s simplified equations could either be implemented as a bias for interpolating or offer the boundary conditions for a Thin Plate Spline interpolation. Assuming a data assimilation technique, the interpolation could also be guided by a set of rules defined by a hydrological model, trying in every step to minimize a set of values.

Finishing with the applicability of the method proposed, the fusion method could be researched further to reach a state where certain conclusions can be drawn concerning navigation using as scarce data as possible. Assuming a more detailed physics-based model and extended assumptions concerning the validity of the resulting depth values, navigational paths can be drawn and investigated whether they are usable by certain classes of vessels. That would give a more application-based result for the whole process and be a significant addition to the RAT-IN tool.
Appendix A: Centerline

This Appendix reviews three possible ways to create the centerline of a polygon. The implementation and running time for computation varies, however the results are relatively the same for the scale required by the project. As such, the more efficient and less time-consuming was chosen for use (§4.3.2). Nevertheless, all three were implemented and tested in QGIS and Python code.

In overview, §A.1 covers the implementation by rasterizing the polygon and iteratively thinning the non-zero raster cells towards the center. §A.2 presents the Medial Axis Transform (MAT), which is a more mathematical description of creating a polygon skeleton. Finally, §A.3 has the method eventually used in the project, which involves the use of a Voronoi tessellation of the river polygon.

A.1 Rasterization and Iterative Collapse

A common way to extract the centerline for a given polygon is through the process of rasterization and collapse. A raster is a spatial data model that, contrary to the continuous vector display, it defines space as an array of equally sized cells of regular rows and columns. As such, it is an approximated view of the real world and it depends on the specified resolution. The steps to follow in order to extract the centerline with this procedure are the following:

- Convert the polygon area to raster [Figure A.1]
- Iteratively thin the non-zero raster values [Figure A.2]
- Transform back to vector format and manually clean extended branches [Figure A.3]
- Smoothen the centerline and points’ distances [Figure A.4]

Figure A.1. Rasterization. White areas denote non-zero values (QGIS).
Figure A.2. Skeleton of the polygon after iterative thinning (QGIS).

Figure A.3. Centerline after vectorization and manual removal of extra branches (QGIS).
This method results in an approximation of a polygon’s centerline, which is highly dependent on the initial resolution of the raster polygon and its thinned-out cell approximation. Its greater drawbacks are its increasing computational time at higher resolutions and the requirement for manual deletion of the skeleton branches, which depending on the case can be large in number. The final outcome requires smoothing, which is in all cases necessary due to the nature of raster cells being rectangular and the approximated centerline has a “zig-zag” pattern. Its main advantage is that all steps can be implemented in any nowadays GIS software or can also be coded. Because however of the drawbacks stated above, this method is not used in the current thesis.

A.2 Medial Axis Transform

The Medial Axis describes a topological skeleton and was initially introduced as a tool for biological shape recognition [Blum, 1967]. For a given polygon, together with the radius function of the maximally inscribed discs, the Medial Axis Transform (MAT) [Vilaplana, 1996] describes the points inside the polygon that are centers of circles tangent in two or more points to the polygon’s boundary. For practical use a version was coded in Python, however the implementation required to define a starting point and direction along which the circles are fitted. Because a precise calculation of the skeleton is usually very computationally intensive, discs of varying thresholds are used to fit on the polygon’s boundaries instead of the circles. The general steps are:

- Define thresholds and starting disc and direction.
- Compute skeleton, storing the network of bifurcation points [Figure A.5].
- Choose parts of network that describe the centerline.
- Smoothen the centerline and regularize points’ spacing.
Figure A.5. Centerline construction through MAT. The “travelling” disc of specified threshold can be seen from the 2 equal-center circles (Python).

As already stated above, this solution is very intensive computationally and requires a well-described algorithm to cover all cases of the different polygons. Furthermore, the threshold of the fitting discs defines the approximation of the centerline’s points. However, the process may stumble across local bifurcations and may encounter issues if the threshold is not defined correctly. If the polygons are well-defined and without sudden bumps to their boundaries, this method can describe the best possible approximation for the centerline. However, due to its requirement for user interaction and necessity for precise description, together with the fact that the coded procedure is prone to failure, it is not used in this thesis.

A.3 Voronoi Method

A more practical and efficient method to use for calculating the centerline is the Voronoi Method. A Voronoi Diagram is retrieved by partitioning a plane based on equal distances from the given points [Figure A.6]. Given the river polygon’s outer boundary nodes as points, the Voronoi tessellation can approximate the polygon’s centerline [Roberts et al., 2005]. The Voronoi polygon’s edges which lie inside the polygon can be chosen by intersection and the resulting skeleton is trimmed to extract the centerline. The procedure requires however a densification of the polygon boundary geometry in cases there are big gaps in between its nodes (long polygon edges). As such the general steps for this method are:

- Densification of polygon geometry (define maximum distance between points and add points in case of exceeding it).
- Calculation of the Voronoi tessellation [Figure A.7].
- Intersection with the polygon geometry to acquire the skeleton [Figure A.8].
- Definition of start-end branch points.
• Trimming of extra skeleton branches based on given points to acquire the centerline [Figure A.9].
• Regularization of points’ spacing along the centerline.

Figure A.6. Voronoi Tessellation example (Grass, OSgeo).

Figure A.7. Voronoi Tessellation and respective river polygon (Python, representation in QGIS).
Figure A.8. Voronoi skeleton extracted from Figure A.7 (Python, representation in QGIS).

Figure A.9. Voronoi-defined centerline (Python, representation in QGIS).
Other than the river polygon, in order to acquire one continuous centreline, the endpoints need to be defined by the user. By setting the coordinates of the start and the end points of the polygon’s extents, the algorithm can simply choose the closest skeleton branch points and keep those branches in order to clean the remaining off from the skeleton. At least 2 points are required to have one continuous centerline, but if more are set, the algorithm breaks the new branches as separate parts of multiple centerlines [Figure A.10]. In the river bends explored, none includes bifurcations, therefore such cases are not prominent.

![Figure A.10. Example of multiple branched centrelines in a braided river part of Danube (Python).](image)

This procedure was implemented in Python code and has been chosen as the one to use in the thesis. The results are approximating very well the centreline of a given polygon and can easily be extended to include bifurcations and holes in the polygon. It is notable to say, that the output is fully automated just by defining a polygon and the starting and ending points. A regular spacing of the centreline points can be chosen in the end, by defining the distance in between two consecutive points.
Appendix B: Data Aggregation

In this Appendix, three options are presented concerning point data aggregation on a specified curvilinear grid. The implementation is solely based on Python programming language.

The process of discretizing a denser point dataset covering an area to a grid cell area is a well-known procedure in GIS. It is essentially a rasterization procedure through which the given dataset is averaged on grid cells. This can be achieved either by simply snapping to the closest point value (§B.1), averaging all point values that fall within a raster cell (§B.2) or by performing an interpolation technique to the points defining the grid cells (§B.3).

![Image of data aggregation methods](image.png)

Figure B.1. Aggregation of data on the grid: (a) Snapping, (b) Averaging by cell centres, (c) Interpolating by radius distance.

B.1 Snapping

In the current context, each intersection node of the grid requires a value. If snapping is the chosen process [Figure B.1 a], the depth value of the closest point to a node is appointed as the depth for that grid point. This method is fit for use when the grid is covered in whole by the data extent and has relatively larger resolution than the sampled data spacing.

B.2 Averaging

If the grid is greatly larger than the data spacing, an averaging method can be adequate. This is performed by calculating the mean value of the points’ depths within a raster cell. In the case of grid intersection nodes, this area can be defined by the centers of the surrounding grid cells [Figure B.1 b]. This averaging can be quite a big generalizing factor in cases where the grid is fine and data have not been cleaned out of outliers.

B.3 Interpolating

Finally, an interpolation scheme can be applied. Assuming an IDW interpolation, a circular neighbourhood area can be measured using as center the grid’s intersection nodes [Figure B.1 c]. All points that fall within the area are weighted by distance and the respective node point receives the interpolated value. The output of this aggregation can be similar to the averaging or snapping stated above, depending on the radius and weighting applied.
B.4 Further Considerations

In the latter two cases (§B.2, B.3) a k-closest version can be performed, where instead of using all the points within the chosen area, at most (or at least) k point values are used. This can moderate the averaging that could happen if the neighbourhood is large, but also to make sure each grid’s intersection node point receives a value.

Furthermore, in order to have an efficient data search amongst a huge number of data points, a spatial tree data structure can be used. By doing so, the sampled points are organized by their minimum bounding rectangles in space. Nearby object points to the current grid’s intersection node point can be queried much faster and the overall aggregation process is much less time consuming. In this project, a KD-tree data structure is used for simplicity, since the only operation required is nearest neighbours search.

In all of the above cases, a geostatistical analysis of the standard deviations of the initial data can be performed as a first step in order to apply a quadrant-oriented data selection or surface analysis to define the neighbourhood areas. However, this is a complex process, which would require a higher computational time than necessary, especially for aggregating a multibeam dataset onto the grids. This step is anyways trivial to the method proposed, supposing that in a real-case scenario the data points are scarce and only few, where simple snapping on a fine grid would be sufficient.
Appendix C: Test Results

In this Appendix, additional results are displayed from testing the proposed method. Additionally, in the following tables the overall outputted RMSE values are documented. All Fusion methods use EIDW and the Physics-based model results.

### C.1 RMSE

#### Table C.1. RMSE values for Kootenai #1. Cross-sections graph: Figure 5.13. Tracklines graph: Figure 5.16.

<table>
<thead>
<tr>
<th>KOOTENAI #1 (North)</th>
<th>1600m (~1.6km)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CROSS-SECTIONS</strong></td>
<td></td>
</tr>
<tr>
<td>%data</td>
<td>0.0432286</td>
</tr>
<tr>
<td>method</td>
<td></td>
</tr>
<tr>
<td>linear</td>
<td>4.2436814</td>
</tr>
<tr>
<td>nearest</td>
<td>4.6219415</td>
</tr>
<tr>
<td>idw</td>
<td>5.0530401</td>
</tr>
<tr>
<td>edw</td>
<td>4.4804821</td>
</tr>
<tr>
<td>model</td>
<td>2.3373918</td>
</tr>
<tr>
<td>fusion</td>
<td>3.2489064</td>
</tr>
<tr>
<td><strong>TRACKLINES</strong></td>
<td></td>
</tr>
<tr>
<td>Dithres (m)</td>
<td>120</td>
</tr>
<tr>
<td>%data</td>
<td>0.0472813</td>
</tr>
<tr>
<td>method</td>
<td></td>
</tr>
<tr>
<td>linear</td>
<td>3.5608768</td>
</tr>
<tr>
<td>nearest</td>
<td>5.0469306</td>
</tr>
<tr>
<td>idw</td>
<td>5.4370088</td>
</tr>
<tr>
<td>edw</td>
<td>3.7241128</td>
</tr>
<tr>
<td>model</td>
<td>2.3373918</td>
</tr>
<tr>
<td>fusion</td>
<td>2.4426472</td>
</tr>
</tbody>
</table>

#### Table C.2. RMSE values for Kootenai #2. Cross-sections graph: Figure 5.14. Tracklines graph: Figure 5.17.

<table>
<thead>
<tr>
<th>KOOTENAI #2 (South)</th>
<th>1788m (~1.8km)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CROSS-SECTIONS</strong></td>
<td></td>
</tr>
<tr>
<td>%data</td>
<td>0.0386268</td>
</tr>
<tr>
<td>method</td>
<td></td>
</tr>
<tr>
<td>linear</td>
<td>2.3802262</td>
</tr>
<tr>
<td>nearest</td>
<td>2.7559924</td>
</tr>
<tr>
<td>idw</td>
<td>3.2414095</td>
</tr>
<tr>
<td>edw</td>
<td>2.8537161</td>
</tr>
<tr>
<td>model</td>
<td>2.0045676</td>
</tr>
<tr>
<td>fusion</td>
<td>1.4973266</td>
</tr>
<tr>
<td><strong>TRACKLINES</strong></td>
<td></td>
</tr>
<tr>
<td>Dithres (m)</td>
<td>120</td>
</tr>
<tr>
<td>%data</td>
<td>0.0797419</td>
</tr>
<tr>
<td>method</td>
<td></td>
</tr>
<tr>
<td>linear</td>
<td>2.8202441</td>
</tr>
<tr>
<td>nearest</td>
<td>3.9922856</td>
</tr>
<tr>
<td>idw</td>
<td>3.8487979</td>
</tr>
<tr>
<td>edw</td>
<td>2.9698663</td>
</tr>
<tr>
<td>model</td>
<td>2.0045676</td>
</tr>
<tr>
<td>fusion</td>
<td>1.9886679</td>
</tr>
</tbody>
</table>
### Table C.3. RMSE values for IJssel #1. Cross-sections graph: Figure 5.22. Tracklines graph: Figure 5.24.

<table>
<thead>
<tr>
<th>IJssel #1 (North)</th>
<th>CROSS-SECTIONS</th>
<th>TRACKLINES</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>%data</td>
<td>4</td>
</tr>
<tr>
<td>4246m (~4.25km)</td>
<td>method</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>nearest</td>
<td>0.9168577</td>
</tr>
<tr>
<td></td>
<td>spw</td>
<td>1.0208368</td>
</tr>
<tr>
<td></td>
<td>eAdw</td>
<td>0.8202111</td>
</tr>
<tr>
<td></td>
<td>model</td>
<td>0.9906568</td>
</tr>
<tr>
<td></td>
<td>fusion</td>
<td>0.750816</td>
</tr>
</tbody>
</table>

### Table C.4. RMSE values for IJssel #2. Cross-sections graph: Figure 5.23. Tracklines graph: Figure 5.25.

<table>
<thead>
<tr>
<th>IJssel #2 (South)</th>
<th>CROSS-SECTIONS</th>
<th>TRACKLINES</th>
</tr>
</thead>
<tbody>
<tr>
<td>2932m (~3.6km)</td>
<td>%data</td>
<td>2</td>
</tr>
<tr>
<td>4246m (~4.25km)</td>
<td>method</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>nearest</td>
<td>0.7012146</td>
</tr>
<tr>
<td></td>
<td>spw</td>
<td>0.8255581</td>
</tr>
<tr>
<td></td>
<td>eAdw</td>
<td>1.2693180</td>
</tr>
<tr>
<td></td>
<td>model</td>
<td>0.8992826</td>
</tr>
<tr>
<td></td>
<td>fusion</td>
<td>0.7025324</td>
</tr>
</tbody>
</table>

### Table C.5. RMSE values for Danube #2. Cross-sections graph: Figure 5.33.

<table>
<thead>
<tr>
<th>Danube #2 (South)</th>
<th>CROSS-SECTIONS</th>
<th>TRACKLINES</th>
</tr>
</thead>
<tbody>
<tr>
<td>6521m (~6.5km)</td>
<td>%data</td>
<td>2</td>
</tr>
<tr>
<td>4246m (~4.25km)</td>
<td>method</td>
<td>linear</td>
</tr>
<tr>
<td></td>
<td>spw</td>
<td>5.3522444</td>
</tr>
<tr>
<td></td>
<td>eAdw</td>
<td>4.790307</td>
</tr>
</tbody>
</table>
C.2 Additional Results

Figure C.1. Kootenai #1 results with Test data of 5 cross-sections.
Figure C.2. Iterative thinning of trackline Test data for Kootenai #1 and results of Fusion method.
Figure C.3. Kootenai #2 results with trackline Test data (0.18% grid coverage).
Figure C.4. Iterative thinning of cross-sectional Test data for Kootenai #2 and results of Fusion method.
Figure C.5. IJssel #1 results with trackline Test data (0.24% grid coverage).
Figure C.6. Iterative thinning of cross-sectional Test data for IJssel #1 and results of Fusion method.
Figure C.7. IJssel #2 results with Test data of 5 cross-sections.
In the latter case of the IJssel river #2 further examples are unnecessary to show, since there are no striking differences. For the Danube river all cases of interest are already covered in the thesis document (Chapter 5).
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Dimitrios-Ioannis Zervakis – 4312775 – Geomatics
“Combining a Physics-based Model and Spatial Interpolation of Scarce Bed Topography Data in Meandering Alluvial Rivers”

This thesis addresses the problem of scarce bed topography data in meandering alluvial rivers. It proposes a method for combining a physics-based model with spatial interpolation methods in order to acquire a better riverbed prediction than that of conventional methods. The research was conducted from November 2014 to October 2015, along with an internship done on the same topic at Deltares Independent Institute of Research. The initial planning included timeslots for literature study, studying of spatial interpolations and their implementation, understanding of river flow dynamics and the physics-based model use, data handling and processing, and finally evaluation and results analysis. The research period was extended to include further experiments and analysis.

The field of Geomatics Engineering includes practices concerned with the collection, manipulation and representation of the natural environment. River data contain geographical information that, depending on the application, play an important role in activities such as environmental monitoring, management of land and marine resources, and real-estate transactions. The thesis focused on problem cases of limited bed topography data of river bends, where the most interesting features are often evident. As such, the results hold a high interest for river navigability applications, where a rapid assessment is required.

The methodical line of approach in Geomatics involves data capture, storage, analysis and visualization, along with quality control. In this thesis the first steps are excluded, as the data were readily available for analysis. In this sense, the largest part of implementation revolved around Python programming and the use of QGIS tools. Through both, ideas were explored on spatial interpolation methods, modeling of physics-based concepts and the way of coupling both, which resulted in the “Fusion” method proposed. The results were assessed in terms of a number of evaluators and the conclusions drawn showed a definite direction towards an actual use of the products and recommendations made throughout the research.

In a wider context, the research and the results are directed towards a fast first assessment of river channel areas where limited information are available, but the need for ship navigability is present. Expeditions that monitor the overall riverbed are expensive and often not possible due to crew and equipment unavailability. On the other hand, the handling of any scarce data available towards a general understanding of the riverbed can be quite demanding in both human and time resources. The procedure followed in this thesis allows for a quick assessment, minimizing the work required from a matter of weeks to some minutes. Therefore, there are evident benefits in both economic and time-related terms.

The final product of this thesis is the Fusion method proposed and the code implementation of all intermediate and finalizing steps. The prospect for continuation of the research is open, as it will become part of the Rapid Assessment Tool for Inland Navigation (RAT-IN), currently under development at Deltares.