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Abstract - This paper presents an efficient algorithm for the solution of the economic dispatch of co-generation systems. The key lies in the exploitation of the high degree of separability of the cost function and the constraints. Test results show that for medium size systems (40 units) the method is more than 20 times faster than a conventional procedure based on quadratic programming. Specific implementation details are given in an appendix.
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I. INTRODUCTION

The economic dispatch problem concerns the question of how to distribute a power load over the units that are in service so that the total fuel cost is at a minimum. In the classic set-up of the problem it is assumed that each unit has a piece-wise linear or quadratic cost function. The optimum distribution is characterized by equal marginal cost for those units that are not fixed at either lower or upper limit. The solution strategy, therefore, is to find that particular value of the marginal cost ('lambda') such that the corresponding electricity production matches the total demand.

A complication arises if one or more units produce both electricity and heat. In this case, not only must the electricity demand be satisfied, but the heat demand as well. In general, with a co-generation system there is one electricity demand and there are a number of distinct heat demands. In figure 1 such a system is schematically depicted. Electricity is produced by both conventional units and co-generation units. In this figure, there are two regions with a heat demand. This demand is satisfied by the production of both co-generation units and additional boiler units. Although in this scheme two heat-regions are shown, the remainder of the paper assumes that there is only one such a region. The method that is presented, however, has no limitation as far as the number of heat demands are concerned.

Basically, the dispatch problem can be formulated as an optimization problem with a quadratic objective function and linear constraints. Such problems can be solved with a general-purpose package that is designed to solve quadratic programming problems, but the computational effort increases at least quadratically with the increasing number of units.

Fig. 1 Schematic picture of a co-generation system. P and Q are used for electricity and heat respectively.

The problem under consideration, however, has a special feature: separability. The objective function is the sum of cost functions of the separate units. Each constraint, except two, is linked to one specific unit only and thus to one or two variables. There are only two constraints that have system-wide impact: the power balances for both electricity and heat.

Such types of problems are well-suited to be solved with dual, partial-separable, programming (DPS). In these techniques the main focus is laid on the determination of the multipliers corresponding to the global constraints. The state variables and the multipliers of the local constraints can be obtained very easily once the global multipliers are known.

In our problem, the determination of the state variables is the determination of the production levels of the distinct units. These production levels are found by solving small optimization problems, one problem for
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each unit. The dispatch problem thus reduces to finding that particular value of the multipliers so that the power-balance constraints are satisfied. In this respect, the method is strongly related to the standard economic dispatch problem and to the Lagrange-relaxation based unit commitment procedure.

This paper is organized as follows. In the next section the mathematical problem formulation is given. Section III presents a solution algorithm (with the specific implementation details in an appendix). Numerical results are presented in Section IV.

II THE PROBLEM FORMULATION

The system under consideration has electricity units, co-generation units and heat units. The sets of these units are indicated with e, c and h respectively. A conventional electricity unit ice has a convex, quadratic cost function that is given by:

\[ c_{c_e}(p_i) = a_i + b_i \cdot p_i + c_i \cdot p_i^2 \]  

and the power output \( p_i \) is restricted:

\[ p_{\text{min}} \leq p_i \leq p_{\text{max}} \]  

A co-generation unit icc has a convex cost function in both \( p_i \) and \( q_i \). Current practice is that the function is a generalization of a standard quadratic cost function in that terms are added that are linear and quadratic in the heat output. In order to guarantee the dependence between the electricity and the heat productions a so-called coupling-term is added that is linear in both \( p_i \) and \( q_i \). The form of the cost function thus is:

\[ c_{c_c}(p_i,q_i) = a_i + b_i \cdot p_i + c_i \cdot p_i^2 + d_i \cdot q_i + e_i \cdot q_i^2 + f_i \cdot p_i \cdot q_i \]  

There are three kinds of possible operating points that are characteristic in the solution procedure: in point A the unit is not bounded, in point B the unit is bounded by one constraint and in point C the unit is bounded by two constraints.

A heat production unit iche has a convex cost function similar to a conventional unit:

\[ c_{h_e}(q_i) = a_i + b_i \cdot q_i + c_i \cdot q_i^2 \]  

and its output \( q_i \) is bounded by:

\[ q_{\text{min}} \leq q_i \leq q_{\text{max}} \]  

With these data we can formulate the optimization problem. The objective function is the sum of the cost functions of the separate units:

\[ C = \sum_{i \in e} c_{i_e}(p_i) + \sum_{i \in c} c_{i_c}(p_i,q_i) + \sum_{i \in h} c_{i_h}(q_i) \]  

The constraints can be divided into two groups: the first group is formed by the global constraints, i.e. the equilibrium constraints of the electricity and the heat production:

\[ \sum_{i \in e} p_i + \sum_{i \in e} p_i \cdot p_{\text{demand}} \]  

\[ \sum_{i \in c} q_i + \sum_{i \in h} q_i \cdot q_{\text{demand}} \]  

The second group of constraints is formed by the local constraints: each of them is unique for one unit only. These constraints are given in (2), (4), and (6).

The solution of the optimization problem will satisfy the first-order Kuhn-Tucker conditions. These conditions, which can easily be derived, are given by:

\[ \frac{\partial c_{sd}}{\partial p_i} \cdot \lambda_p - \mu_{p_{sd}} = 0 \quad \forall i \in e \]  

\[ \frac{\partial c_{sd}}{\partial p_i} \cdot \lambda_p - \sum_j \mu_{p_{sd}} \cdot a_{ij} = 0 \quad \forall i \in e \]  

\[ \frac{\partial c_{sd}}{\partial q_i} \cdot \lambda_q - \sum_j \mu_{p_{sd}} \cdot b_{ij} = 0 \quad \forall i \in e \]  

\[ \frac{\partial c_{sd}}{\partial q_i} \cdot \lambda_q - \mu_{q_{sd}} = 0 \quad \forall i \in h \]  

where:

\( \lambda_p \) the multiplier corresponding to the P-load
\( \lambda_q \) the multiplier corresponding to the Q-load
\( \mu_{p_{sd}} \) the multiplier corresponding to the bound on conventional unit \( i \) (2)
The multiplier corresponding to the bound \( j \) on co-generation unit \( i \) is \( \mu_{a,j} \). The multiplier corresponding to the bound on heat unit \( i \) is \( \mu_{b,j} \).

Further, the equality constraints (8) and (9) must be satisfied, and the inequalities (2), (4) and (6) as well. The sign of the multipliers \( \mu_{a,i} \) and \( \mu_{b,i} \) is an indication of the status of the constraint: if the multiplier is positive, negative or zero then the corresponding constraint is either on its lower bound, or on its upper bound or lies strictly between the bounds. If the multiplier \( \mu_{a,i} \) is positive, then the constraint \( j \) of co-generation unit \( i \) is at its bound.

As we assumed convex cost functions, the second-order optimality condition is always satisfied.

### III The Solution Scheme

The characteristic point of the problem, and the crucial issue for its solution, is that there are only two system-wide constraints: the two equality constraints (8) and (9) that deal with the power balances. All the other constraints refer to only one unit. This structure naturally leads to a solution procedure where the main focus is laid on the determination of the two multipliers \( \lambda_p \) and \( \lambda_q \). For every choice of the multipliers, it is very easy to determine the solution that satisfies the optimality conditions (10), (11), (12), (13) and the local constraints (2), (4), (6). This solution is found by solving as many small optimization problems as there are production units. For each type of unit there is a special type of optimization problem.

For the conventional electricity unit \( i \) the objective function to be minimized is:

\[
c_{e,i}(p) - \lambda_p \cdot p_i
\]

where the bound constraint (2) must be taken into account. The solution of this sub-problem satisfies condition (10).

For the co-generation unit \( i \) the objective function is:

\[
c_{e,i}(p_i,q_i) - \lambda_p \cdot p_i - \lambda_q \cdot q_i
\]

During its minimization the constraints (4) must be taken into account. The solution satisfies (11) and (12).

For the heat production unit \( i \), finally, the objective function is:

\[
c_{h,i}(q) - \lambda_q \cdot q_i
\]

Constraint (6) must be taken into account. The solution satisfies (13).

Once the two multipliers are known, it is very easy to obtain a solution satisfying all the conditions except the two global constraints (8) and (9). Therefore, the optimization problem can be seen as the problem of how to obtain the multipliers such that the global constraints are satisfied. Because the relation between the multipliers and the production levels and the relation between the \( \text{change} \) in the multipliers and the \( \text{change} \) in the production can be obtained very easily, the following procedure can be used:

1. Set the termination tolerance \( \text{tol} \)
2. Initialize the multipliers \( \lambda_p \) and \( \lambda_q \)
3. Determine the electricity and heat production by solving the sub-problem for each unit
4. Determine (or update) the sensitivity matrix \( S \) relating the multiplier changes and the production changes:
   \[
   [\Delta \lambda_p \quad \Delta \lambda_q] = S \cdot [\Delta p \quad \Delta q]
   \]
5. Solve (17) for the change in the multipliers
6. Determine a suitable step length \( \alpha \) with \( 0 \leq \alpha \leq 1 \)
7. Update the multipliers
   \[
   \lambda_p := \lambda_p + \alpha \cdot \Delta \lambda_p
   \]
   \[
   \lambda_q := \lambda_q + \alpha \cdot \Delta \lambda_q
   \]
8. Determine (or update) the production for each unit and the \( \mu \)-multipliers corresponding to the local constraints
9. Determine the total electricity and heat production and the production mismatches \( \Delta p \) and \( \Delta q \)

In this Newton-based iterative process the multipliers are updated such that the final solution is found. A short description of the steps is given here, more detailed information can be found in the appendix.

In the first step the multipliers are initialized. The steps 2 and 3 are trivial. The sensitivity matrix \( S \) in step 4 is determined by adding the contribution of each unit. Because during each iteration only one unit undergoes a change in the status of only one of its constraints, the matrix \( S \) must be re-evaluated in each iteration instead of re-evaluated. Step 5 is straightforward. In step 6 a step length is determined. The step size can be restricted by either a move of the multipliers that causes a non-binding constraint to become binding or a move of the multiplier that causes one of the binding constraints to be released from the bound. If the step size is found to be \( \alpha=1 \) then the problem is solved. In step 7 the multipliers are updated. In step 8 the production and the \( \mu \)-multipliers are updated. In step 9 the production mismatch is determined.
The main point of the solution procedure is that there are two levels: at the lower level the production levels are determined when the multipliers are given, and at the upper level these multipliers are adapted such that the power production equals the demand.

Seen from an economic point of view, the problem is analogous to that of reaching the optimal overall economy. Theory learns us that this optimum occurs if all the markets are cleared (supply equals demand) while each of the participants is maximizing its own profit. In the problem under consideration there are two markets. Each of the units must be seen as a separate supplier on either the electricity and/or the heat market. Both the multipliers $\lambda_p$ and $\lambda_q$ act as the prices at these markets. At the lower level the separate minimization problems describe the profit-maximizing behavior of the $P$ and/or $Q$ suppliers. The production is determined with given market prices. At the upper level the prices (multipliers) are adapted in the direction of market clearing (mismatch reduction). Once the prices are found such that supply equals the demand, the problem is solved.

Finally, the following remarks are in order:

- in the derivation there is only one heat demand. There is, however, no reason to restrict this number to 1. If more than 1 demand (or region) is used, then the only complication is that the dimension of (17) increases. The computation time depends, among other things, on the number of units. The number of heat demands is not relevant (except in the solution of (17))

- the procedure basically finds multipliers that correspond to the global constraints. If initial values can be generated (by simple means) that approximate the final values, then the computational effort can be reduced significantly; examples will be given in the next section

- we assumed a single-segmented convex cost function and a convex feasible region for the co-generation units. It the cost function of either the conventional units or the boiler units is piece-wise quadratic, the method, after a small adaptation, can still be used provided that the marginal cost function is a strictly increasing function of the power output. If segmentation is present in the cost function of co-generation units, similar requirements must be added to these function in order to guarantee optimality. At present, however, we have no experience with segmented cost function.

If the aggregated cost function is not convex and/or the feasible region is not convex, the procedure outlined in this paper is not guaranteed to yield the optimal solution: a duality gap will occur. This phenomenon is similar to the one that occurs in Lagrange-relaxation based procedures for unit commitment. Our experience, however, is that in practice convexity is used.

- the procedure permits the inclusion of other type of global constraints. Among the possible candidates the inter-area exchange restriction is the most likely one. If such a constraint is added and becomes binding, the set (17) will be expanded to a three-by-three problem. As the number of units for which the constraint holds is always less than the total number of units, regularity of $S$ is guaranteed.

- the procedure in this paper is a static economic dispatch. Applications can be found in standard dispatch problems and as part of a unit commitment procedure. The method can be extended to a dynamic economic dispatch problem where time-dependent constraints can be added.

IV Numerical Results

In this section we present the results of tests that were carried out to test the performance of the algorithm. As a reference we used a program based on the solution of a quadratic programming problem (Harwell library routine VE02). This reference program was designed to solve dispatch programs with at most 40 units or 60 variables. Both programs were written in Fortran and were executed on an IBM 386-PC.

In the first test we show the computation times of the new algorithm compared with the reference algorithm for several combinations of generation units. The results are given in Table 1. The number of units is up to 40, the number of corresponding variables is 56. The ratio between the computation time for the reference algorithm (indicated with QUAD, short for quadratic) and that for the new algorithm (indicated with DPS, short for dual partial separable programming) is given in the column "ratio". It ranges from 2.2 up to 26.9. Not surprisingly, the greater the number of units, the larger this ratio is. This is because the reference program does not exploit the separability and, consequently, uses dense matrices in the objective function and in the constraint specifications.

In the second test we analyze the influence of different combinations of loading levels with a constant set of units. This set comprises 15 conventional power units, 9 boiler and 15 co-generation units. The number of variables is 56. The results are summarized in table 2. From this table it is clear that the advantage of the proposed algorithm is not restricted to a specific loading level. The ratio between computation times is between 17.3 and 72.5.

Finally, we analyzed the influence of the initial values of the multipliers $\lambda_p$ and $\lambda_q$ with a constant set of units and different loading levels. The set of units comprises 6 co-generation units, 12 conventional power
### Table 1. The performance of the new algorithm in comparison with the reference algorithm for several combination of units

<table>
<thead>
<tr>
<th>Units</th>
<th>Var.</th>
<th>P-load (MW)</th>
<th>Q-load (MW)</th>
<th>QUAD (sec)</th>
<th>ratio</th>
<th>DPS (sec)</th>
<th>iter</th>
<th>final $\lambda_p$</th>
<th>final $\lambda_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>8</td>
<td>300</td>
<td>150</td>
<td>.44</td>
<td>2.2</td>
<td>.21</td>
<td>6</td>
<td>65.87</td>
<td>9.03</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>450</td>
<td>300</td>
<td>1.24</td>
<td>4.9</td>
<td>.25</td>
<td>7</td>
<td>66.86</td>
<td>11.29</td>
</tr>
<tr>
<td>14</td>
<td>30</td>
<td>1250</td>
<td>300</td>
<td>3.24</td>
<td>10.7</td>
<td>.30</td>
<td>6</td>
<td>55.77</td>
<td>9.42</td>
</tr>
<tr>
<td>25</td>
<td>35</td>
<td>3500</td>
<td>525</td>
<td>13.05</td>
<td>20.3</td>
<td>.64</td>
<td>8</td>
<td>49.58</td>
<td>8.44</td>
</tr>
<tr>
<td>40</td>
<td>56</td>
<td>3850</td>
<td>700</td>
<td>29.23</td>
<td>26.9</td>
<td>1.09</td>
<td>17</td>
<td>49.58</td>
<td>8.37</td>
</tr>
</tbody>
</table>

### Table 2. The relative performance of the new algorithm for different load levels. There are 15 conventional, 9 boilers and 15 co-generation units.

<table>
<thead>
<tr>
<th>P-load (MW)</th>
<th>Q-load (MW)</th>
<th>QUAD (sec)</th>
<th>ratio</th>
<th>DPS (sec)</th>
<th>iter</th>
<th>final $\lambda_p$</th>
<th>final $\lambda_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2120</td>
<td>300</td>
<td>23.35</td>
<td>20.2</td>
<td>1.16</td>
<td>16</td>
<td>44.44</td>
<td>5.54</td>
</tr>
<tr>
<td>2120</td>
<td>700</td>
<td>26.19</td>
<td>30.6</td>
<td>.85</td>
<td>24</td>
<td>44.54</td>
<td>7.72</td>
</tr>
<tr>
<td>2120</td>
<td>1050</td>
<td>28.30</td>
<td>72.5</td>
<td>.39</td>
<td>22</td>
<td>44.35</td>
<td>17.02</td>
</tr>
<tr>
<td>2120</td>
<td>1450</td>
<td>26.33</td>
<td>59.2</td>
<td>.44</td>
<td>14</td>
<td>44.31</td>
<td>30.53</td>
</tr>
<tr>
<td>3000</td>
<td>300</td>
<td>23.39</td>
<td>24.6</td>
<td>.95</td>
<td>20</td>
<td>49.16</td>
<td>5.55</td>
</tr>
<tr>
<td>3000</td>
<td>700</td>
<td>28.69</td>
<td>30.4</td>
<td>.94</td>
<td>21</td>
<td>49.41</td>
<td>8.35</td>
</tr>
<tr>
<td>3000</td>
<td>1050</td>
<td>33.47</td>
<td>49.3</td>
<td>.68</td>
<td>12</td>
<td>49.58</td>
<td>17.78</td>
</tr>
<tr>
<td>3000</td>
<td>1450</td>
<td>31.98</td>
<td>61.8</td>
<td>.52</td>
<td>14</td>
<td>49.58</td>
<td>30.53</td>
</tr>
<tr>
<td>3850</td>
<td>300</td>
<td>21.73</td>
<td>17.3</td>
<td>1.26</td>
<td>9</td>
<td>49.58</td>
<td>5.60</td>
</tr>
<tr>
<td>3850</td>
<td>700</td>
<td>29.23</td>
<td>26.9</td>
<td>1.09</td>
<td>17</td>
<td>49.58</td>
<td>8.37</td>
</tr>
<tr>
<td>3850</td>
<td>1050</td>
<td>24.13</td>
<td>20.2</td>
<td>1.19</td>
<td>24</td>
<td>68.30</td>
<td>18.82</td>
</tr>
<tr>
<td>3850</td>
<td>1450</td>
<td>25.39</td>
<td>24.5</td>
<td>1.04</td>
<td>30</td>
<td>68.19</td>
<td>30.51</td>
</tr>
</tbody>
</table>

### Table 3. The performance of the algorithm for several initial values of the multipliers and for several loading levels. There are 12 conventional, 2 boiler and 6 co-generation units.

<table>
<thead>
<tr>
<th>case</th>
<th>initial $\lambda_p$</th>
<th>initial $\lambda_q$</th>
<th>P-load (MW)</th>
<th>Q-load (MW)</th>
<th>DPS (sec)</th>
<th>iter</th>
<th>final $\lambda_p$</th>
<th>final $\lambda_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>50.00</td>
<td>50.00</td>
<td></td>
<td>1120</td>
<td>100</td>
<td>2.14</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>50.00</td>
<td>0.00</td>
<td></td>
<td>1120</td>
<td>400</td>
<td>2.44</td>
<td>43</td>
<td>39.63</td>
</tr>
<tr>
<td>l</td>
<td>* 37.53</td>
<td>* 5.01</td>
<td></td>
<td>1120</td>
<td>550</td>
<td>3.28</td>
<td>69</td>
<td>39.02</td>
</tr>
<tr>
<td>r</td>
<td>50.00</td>
<td>50.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>50.00</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l</td>
<td>* 37.53</td>
<td>* 20.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>50.00</td>
<td>50.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>50.00</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l</td>
<td>* 37.53</td>
<td>* 34.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>50.00</td>
<td>50.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50.00</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l</td>
<td>* 62.26</td>
<td>* 5.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>50.00</td>
<td>50.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>50.00</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l</td>
<td>* 62.26</td>
<td>* 20.80</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>50.00</td>
<td>50.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>50.00</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>l</td>
<td>* 62.26</td>
<td>* 34.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
units and 2 boiler units. Table 3 shows the results. For each case we performed tests with 2 manually
determined values and with calculated values for the
multipliers (indicated with a *). In all cases, the use of
calculated values speeded up the solution significantly.

V CONCLUSIONS

In this paper a method is presented to solve the co-
generation static dispatch problem. The proposed
methods exploits the special structure of the problem:
separability. The solution procedure basically follows a
two-level strategy. The method works remarkably fast
compared to a conventional procedure. There is neither
a limitation of the number of units nor the number of
heat demands. Other global constraints can be
incorporated easily.
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APPENDIX A

In this appendix we give detailed information on
several steps of the algorithm given in Section III. The
information refers to the steps 4 (the building of the
sensitivity matrix S), 6 (determination of a suitable step
length) and 8 (update the production and/or the
multipliers corresponding with every unit). It will turn
out that each type of unit requires its own special
treatment.

The sensitivity matrix S relates changes in
multipliers and changes in production for all units
together. This matrix is a Jacobian matrix. The general
form is:

\[
S = \begin{bmatrix}
\Delta p & \Delta q \\
\Delta \lambda_p & \Delta \lambda_q \\
\end{bmatrix}
\]  

As the production of p and q is the sum of the
production of the distinct units, the sensitivity matrix is
the sum of the contributions of the separate units. Not
every unit will always contribute: an electricity- or
heat-production unit does not contribute when its output
is at the lower or the upper limit. A co-generation unit
does not contribute if two constraints are active
(example: point C in figure 2).

The desired sensitivity relations are obtained by
linearizing the relevant Kuhn-Tucker conditions and
manipulating them in such a way that changes in
production are expressed as a linear function of changes
in the \( \lambda \)-multipliers. The information embedded in these
relations can also effectively be used for two other
purposes. Firstly, in determining whether the step
length must be smaller than 1, secondly, when updating
the solution of the sub-problems, i.e. the production for
each unit and the multiplier for any active constraint.

The electricity-production and the heat-production
unit are similar with regard to these matters, the co-
generation unit, on the contrary, differs significantly in
the way it is handled in the procedure.

For a conventional electricity unit i.e.e the linearized
(10) yields:

\[
2 \gamma_i \Delta p - \Delta \lambda_p - \Delta \mu_{sid} = 0
\]  

If the actual power of the unit is not at one of its limits,
\( \mu_{sid} \) remains 0 and the contribution to S thus become:

\[
\frac{\Delta p}{\Delta \lambda_p} = \frac{1}{2 \gamma_i}
\]  

Note that this relation can also be used to determine the
step length for a change in the multipliers.

If, on the other hand, the unit is at one of its
bounds, a \( \lambda_p \) change will not result in a power change
and there is no contribution to the sensitivity matrix S.
The bound-multiplier change is given by:

\[
\Delta \mu_{sid} = -\Delta \lambda_p
\]
Similar formulas can be derived for the heat production units. For a free heat unit, the contribution to $S$ is:

$$
\frac{\Delta q}{\Delta \lambda_q} = \frac{1}{2e_i} \quad (A.5)
$$

If the unit is at one of its bounds, the bound-multiplier change is given by:

$$
\Delta \mu_{ij} = -\Delta \lambda_q \quad (A.6)
$$

For a co-generation unit things become more complicated. The correct formulas depend on the current state of the unit: the unit has none, one or two active constraints. These situations correspond to the operating points A, B and C of Figure 2 respectively.

If the unit has no active constraints, the linearization of (11) and (12) yields:

$$
\begin{bmatrix}
2\gamma_k & \zeta_i & -a_{ij} & -a_{ik} & \Delta p_i \\
\zeta_i & 2e_i & -b_j & -b_{ik} & \Delta q_i \\
\end{bmatrix}
\begin{bmatrix}
\Delta \lambda_p \\
\Delta \lambda_q \\
\end{bmatrix} = 0 
$$

The inverse of the matrix describes the desired relation between multiplier changes and power changes and this inverse must be added to the sensitivity $S$. This inverse is also used to determine the direction of the change in the production levels once the multiplier changes are determined. These changes, in turn, are used to check whether one or more of the constraints (4) become violated.

If one constraint of a unit is active, let us say constraint $j$, then this constraint must be considered when linearizing the relevant Kuhn-Tucker conditions:

$$
\begin{bmatrix}
2\gamma_k & \zeta_i & -a_{ij} & -a_{ik} & \Delta p_i \\
\zeta_i & 2e_i & -b_j & -b_{ik} & \Delta q_i \\
\end{bmatrix}
\begin{bmatrix}
\Delta \lambda_p \\
\Delta \lambda_q \\
\end{bmatrix} = \begin{bmatrix}
\Delta \mu_{ij} \\
\Delta \mu_{ik} \\
\end{bmatrix} \quad (A.7)
$$

The inverse of this matrix gives a relation between the $\lambda$-multipliers on the one hand and the generation output and the $\mu$-multiplier on the other hand. The left-upper 2x2 part of this inverse must be added to the sensitivity. This inverse matrix is also used for the determination of the step length: once the $\lambda$-multiplier changes are computed, the production changes are used to verify whether one of the constraints, other than $j$, becomes binding. The $\mu$-multiplier change is used to check whether the active constraint $j$ has to be released from its bound.

Finally, if there are two constraints active, for example $j$ and $k$, the linearization results in:

$$
\begin{bmatrix}
2\gamma_k & \zeta_i & -a_{ij} & -a_{ik} & \Delta p_i \\
\zeta_i & 2e_i & -b_j & -b_{ik} & \Delta q_i \\
\end{bmatrix}
\begin{bmatrix}
\Delta \lambda_p \\
\Delta \lambda_q \\
\end{bmatrix} = \begin{bmatrix}
\Delta \mu_{ij} \\
\Delta \mu_{ik} \\
\end{bmatrix} \quad (A.8)
$$

From the last two rows, it is seen that a $\lambda$-multiplier change does not result in a production level change. Consequently, there is no contribution to the sensitivity matrix. It is neither reasonable nor necessary to check whether one of the other constraints can become active. It is only required to check whether the step length is restricted because of a sign change in one of the two $\mu$-multipliers. Their change is related to $\lambda$-multiplier changes in the following:

$$
\begin{bmatrix}
-\gamma_k & \zeta_i & -a_{ij} & -a_{ik} & \Delta \mu_{ij} \\
\zeta_i & 2e_i & -b_j & -b_{ik} & \Delta \mu_{ik} \\
\end{bmatrix}
\begin{bmatrix}
\Delta \lambda_p \\
\Delta \lambda_q \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\end{bmatrix} 
$$

These relations are obtained by removing the first two columns and the last two rows of (A.9).
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