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Introduction

Human action recognition in videos [5, 7, 25, 44] has gained a lot of attention in the past decade as video becomes a universal source of information and computational power has developed dramatically. Its wide range application in: surveillance systems [29], content-based video retrieval, health-care monitoring system, human-computer interaction, gaming, and socially perceptive interpretation make it be one of the most active research fields. Social Signal Processing, a domain focused on understanding of social interactions through machine analysis, is the interested field of this research. The aim of this work is to develop a method for drinking action detection and temporal localization in videos recorded in a top-down perspective.

Drinking action plays a crucial role in social activities. Researches [3, 6, 10, 42] about the relations between drinking action and other social aspects such as attractiveness, social approval and facilitation have been done in the past years. Empirical evidence [14, 16, 21, 46] suggests non-conscious mimicry creates affiliation, and affiliation can be expressed through non-conscious mimicry. Undeniable, the mimicry in drinking behaviors such as drinking pace, drinking duration, and sip rate is one of the key elements in this analysis [16]. However, no matter which type of analysis we do, they all based on atomic drinking moment detection.

In this work, machine learning algorithms are used to extract drinking action features in crowded mingle scenarios. As motion and shape information are two key elements for human action localization, we used two types of feature descriptors to extract their information independently. After that, a hybrid model that can take both insights from motion and appearance cues into consideration in the final decision-making process is implemented. In the rest of this work, we used dynamic to represent the motion-based features and static to describe the shape-based features. According to our literature review, there are not many works doing action recognition based on both motion and shape features. Laptev and Patrick [25] is an early attempt with using this methodology. The keyframe classifier combined with the space-time classifier is used for human action localization. In recent years, Chéron et al. [9] treated motion and shape as two independent streams as the inputs for two neural networks and fusing their results to detect human action.

In the rest of this chapter, the motivation of this research is presented, After that, the research questions together with the main hypotheses are summarized and an elaboration on the contributions is given. Subsequently, an outline of the rest of the thesis is given.

1.1. Motivation

In this work, we focus on the drinking action detection which is the foundation of all mentioned researches. We propose a specific classification model that capable to determine a precise starting and ending point of a drinking action. We assume the interactions of drinking behavior among participants can also be used as an indication of attractiveness [3, 6]. Attractiveness level determination among participants is one of the most important tasks in the social interactions analysis of mingle related activities.

In fact, the exclusion or engagement level of a person in a group is the key element to show the attractiveness of a person to the others. However, they are hard to measure. Therefore, we start with the detection of mimicking in drinking behaviors. As mimicking in drinking behaviors is detectable, the features of attractiveness could be quantified by using the correlation relationship between them and mimicry.
1.2. Dataset
The dataset used in this project for model evaluation is called MatchNMingle[4]. It is a multi-sensor resource normally used for the analysis of social interactions and group dynamics in-the-wild. Only the video source recorded by cameras mounted on the ceiling is used. In total, there are 92 participants were recorded for 30 minutes at 20 FPS.

Figure 1.1 gives a more intuitive perception. The Region Of Interested (ROI) noted as the green bounding boxes is given by the dataset. So action localization in the space domain is not a task of this report. The red dots and green curves are explained in other chapters.

This dataset has several characteristics. Firstly, participants stand close to each other. It results in strong occlusions among ROIs. The cross-contamination between subjects is another problem caused by this. Moreover, the drinking detection in this dataset becomes more challenging due to the individual variations of participants in the orientation of participants and their motion styles.

1.3. Problem Specification
The goal of this project is to design a classification model that is capable to determine the precise starting and ending point of each drinking action happens in the recorded videos given by MatchNMingle. So, what are the problems that we need to solve to achieve this goal? We assume that both motion and shape can be used as the inputs of the model simultaneously for drinking moments detection. The first task is to find out how to synchronize both parts that belong to a different domain. Meanwhile, we have to figure out what are the features and descriptors that we can use for motion and shape information extraction with the largest descriptive power acquired. it relies on the extraction techniques that we choose to perform this task. The algorithms which are suitable for the features of the dataset mentioned in Section 1.2 are considered.

Although the computational power has developed dramatically in the past decade, it is still computationally expensive if video-based analysis involved. To reduce the requirement of computation, a proper sampling strategy is needed. This is essential while a frame-level classification is implemented.

1.4. Research Questions
The central research topics of this research are listed as questions as follows,

1. **Main**: Will the static shape in frame-level provide extra information besides motion cues while motion-level is low in drinking action detection in a crowded environment?

2. **Sub**: How to fuse these two independent models together?

3. **Sub**: How to synchronize both parts, in other words, how to align both the static and dynamic information in a fixed length window. And if the synchronized strategy respect to a fixed length window is suitable in action localization in the temporal domain?

4. **Sub**: What is the sampling strategy of each part? How to measure the effectiveness of the sampling strategy. In other words, how to check if only the samples with a higher descriptive power are selected by the strategy.

1.5. Hypothesis Formulation
When using a scientific method to solve problem or question, one formulates educated guess or hypothesis which is a possible answer to the problem or question. The hypothesizes that we drawn in this section help
us to find out if the proposed model is working in this project. Also, it helps to answer questions mentioned in Section 1.4.

**Both dynamic and static information are important for drinking action detection**

In general, human action information can either be encoded by its motion or appearance. Experiments in Laptev and Patrick [25] has claimed that the keyframe(shape) classifier appears to be complementary to the space-time(motion) classifier. Intuitively, the motion-based features will have less descriptive power while the motion level is low. This happens while the hand region of participants is actually contacting with their face or lips. However, the appearance-based features have the largest descriptive power in this stage as the shape looks most like drinking.

Figure 1.2: the definition of a complete drinking action

![Figure 1.2](image.png)

Figure 1.2 shows a typical drinking action consists of three stages. In the beginning, people start to move their hand from a neutral position towards their lips, the dominated motion happens around hand and head followed by the second stage when the cup touches their lips. After that, movements occur around the hand and head again while people start to move their cup down at the ending stage of the whole drinking action. Both motion and shape are important for classification problem respect to a fixed window size as we are not sure which stage is included in the current window.

Figure 1.3: the corresponding figures of the stages mentioned in Fig 1.2

![Figure 1.3](image.png)

Figure 1.3 given the corresponding pictures of the stages mentioned in Figure 1.2. Both Figure 1.3a and 1.3c are described as a neutral position while the figure 1.3b is defined as the actual drinking as the cup contacts with the lips of the participant.

**High performance will be achieved using a hybrid model**

Why a hybrid model might give higher performance than each of them? Firstly, we have to be clear about how drinking action is defined in this project. It is clearly interpreted in Figure 1.2. The definition of it in MatchNMingle[4] is the duration that subject’s hand starts to move from the neutral position until it ends at also the neutral position. The actual drinking starts when the cup is touching the subject’s lips. This is also the stage where the appearance information turns dominant, as only a small fraction of motion is happening while people are drinking (Hypothesis 1.5.3). The motion part is dominant at the beginning and ending stage of the drinking action. By observation, the duration of the actual drinking has almost the same length with the combination of the beginning and ending stage or even longer. Therefore, both parts are equally important in classification respect to a window. Furthermore, it is not clear which stage is included in the cutout section after sliding window operation. For example, the motion part will be more important if only the start or end section of the action is included in the current window.

**High performance fusion strategy**

A fusion strategy based on the global motion level and the effective motion in a window is effective. In fact, fusion is the process of finding the contribution weights of all features in the final decision model. Here, I
propose that the contribution weights are relating to two ratios. The first ratio is described as the motion level over the entire period and the second one is the percentage of the motion that is really used for decision making in the current window. For instance, in drinking behavior detection, only the motion related to hand and shoulder will count for decision making, the motion of the rest part of the body is considered as noise.

Motion level decreases as people start to drink
We expect that the calculated motion level will decrease as people start to drink. Intuitively, people trends to be still while they begin to drink to avoid spilling of beverage. More details shown in Figure 1.2.

1.6. Contributions
There are not many works conducted on drinking action detection in a real-world setting. Previous works have either focused on a general human action classification and localization or drinking action detection in a laboratory setting. Besides, appearance information draws quite a few attentions on human action recognition in a real-world setting environment because of its large variation over different objects and actions. However, we strongly believed that drinking is an action that could be recognized by its natural description. It means the shape of drinking itself might also largely contribute to its detection. On the other side, motion is always indispensable to human action detection. Hence, we claim that both motion and shape are equally important for drinking action detection in this project.

Main contributions of this work are:

• Perform the task of drinking action detection in a crowded environment in a top view.

• Create a fusion model which can take the advantages of the strength from both shape and motion information of drinking action.

• Use motion intensity for a fusion model design for drinking action detection.

1.7. Outline
The rest of the paper is organized as follows. Chapter 2 elaborates the related work in details while Chapter 3 contains the proposed technique. The experimental setup and their results are discussed in Chapter 4.5 and 5.3 respectfully followed by conclusion.
Related Work

Normally, human action detection and localization both in spatial and temporal space are studied together[9, 20]. Here we focus on temporal localization only with using the given ROI (bounding boxes) in MatchNMingle. The objective of temporal action localization is both to classify and identify temporal extents of actions in videos. Spatio-temporal features are successful representation for action recognition in videos. There is a large amount of methods [27, 36, 39] for extracting local spatio-temporal features in videos. Kläser et al. [20], Laptev and Lindeberg [22] have introduced spatio-temporal interest points, which are an extension of the Harris detector from image to video. Some other extensions of image descriptors, such as 3D-SIFT([40]), HOG3D([19]), extended SURF([49]), and Local Trinary Patterns([51]). Nevertheless, some other people may have a different opinion. Dollár et al. [13] argued that direct 3D counterparts to 2D interest point detectors are inadequate for the detection of spatio-temporal feature points since true spatio-temporal corners are quite rare. Also, 2D space domain and 1D time domain in videos show different characteristics. It is, therefore, more intuitive to handle them in a different manner than to detect interest points in a joint 3D space. We have agreed on this opinion and treated them independently in our work.

A survey done by Borges et al. [2] separates Video-based Action Detection methods into three main groups, namely, appearance-based, motion-based, and hybrid methods. Appearance-based techniques are a specific case of action detection in still images and are used for example edge information. Motion-based methods consider temporal information for the definition of features defining an action, in particular, the movements of the hands. Hybrid methods use combinations of the previous two classes. Our literature review is conducted also based on this division.

2.1. Appearance-based

Delaitre et al. [12] indicates that a natural description of many still images is provided by the action itself. Shape representations in terms of histograms of image gradients have shown excellent performance on object recognition problem [11, 23, 30]. However, the global histograms [38] do not suit for our case due to a large variation in both appearance and orientation of participants, a better approach supported in consists of computing histograms over local image regions. Now, the problem turns to be where those image regions should be and what are the size of them. Laptev [23] using the given training dataset for solving these problems. They choose the position and the shape of histogram features to minimize the training error. And then AdaBoost[15] is used to select histogram features and to learn an object classifier. This method performs well while a set of scale and position normalized object images with similar views. It is not true in our case. Another proposal for appearance information extraction is through BoF. Previous works [13, 24, 39, 48] trend to use BoF together with space-time features for action detection. Here, it is only used for extracting the shape information. No matter which uses of BoF, it has its limitation. Ullah et al. [45] indicate that it needs to balance a trade-off between discriminative power and the invariance needed to overcome irrelevant variations in the video. The solution offered by this paper is by integrating non-local cues available at the region-level of a video to improve discriminative power. However, this might not be a solution for us. Our research topic is specified to be a temporal action localization problem as ROI is given in MatchNMingle [4]. Moreover, the scene presented in the video is crowded. Overlapping over different ROI is inevitable.
2.2. Motion-based

The motion cues here in our work are used to overcome the limitation of using region-level based features. Researches\[33, 47\] show good results of leveraging the motion information of trajectories. There are several ways could be used for generating trajectories. Messing et al. \[35\] extract feature trajectories by tracking Harris 3D interest points with a KLT tracker \[31\] while \[43\] compute trajectories by matching SIFT descriptors between two consecutive frames. We are using the method mentioned in \[47\] as he has already done a comparison among different approaches. A new feature called Trajectory-Set (TS) is proposed in \[34\] compared with the DT defined in \[47\]. It encodes only trajectories around densely sampled interest points, without any appearance features as they think that motion information is discriminative enough for classifying different actions. Besides, the way of aggregating trajectories is different. In TS, the frame is divided into cells of M x M pixels and group the trajectories in each cell.

Back to our topic with the specific MatchNMingle dataset, Cabrera-Quiros et al. \[5\] is already one of the implementations of gesture detection on the MatchNMingle dataset. It shows a method used bags of dense trajectories combined with Multiple Instance Learning via Embedded Instance Selection (MILES) to achieve gesture detection in a real-world setting. To compare with gesture detection, the appearance-based analysis seems to be more important as the natural description of the static drinking frames are more meaningful than gesture contained frames. In our approaches, we suggest to extract appearance information individually and integrating it with the motion part instead of using space-time features directly. Experiments in \[25\] claims that the keyframe classifier appears to be complementary to the space-time classifier. In our research, we suggest that the still image classifier will complementary to the motion-based classifier for a drinking action in a fixed length window.

Another research \[20\] that is specifically focused on human action localization in videos has also worked on datasets with a crowded, dynamic environment, partial occlusion and cluttered background, such as the Coffee&Cigarettes dataset and the new Hollywood-Localization dataset. HOG3D features are used for human action localization in spatial space. The sliding window approach extracts descriptors at varying locations and scales is an outstanding point in their method. When training the sliding window classifier, the temporal slices are aligned with the ground-truth begin and end timestamps of the action. At test time, a sliding window with multiple temporal scales is used to localize actions.

2.3. Hybrid

An early attempt on fusion is mentioned in the work of Laptev and Perez \[26\]. It found the most “active” parts of the space-time classifier are associated with the regions of hand motion while the learned keyframe classifier shows most of its selected (spatial) features being located at the head and the face regions on the keyframe. They appear to be complementary with each other. Their fusion strategy is based on this property. On the other hand, a combination of motion and appearance information learned by two separate CNN networks has been proposed in \[37\]. Moreover, Chéron et al. \[9\] is another recent research fusing both appearance and optical flow by using a recurrent localization network (RecLNet). It has successfully modeled the temporal structure of actions on the level of person tracks and is based on two-layer gated recurrent units (GRU) applied separately to two streams, i.e. appearance and optical flow streams. After that, a last fully-connected layer with softmax converts the recurrent output to an action probability for all actions. It shows to treat appearance and motion independently working for temporal localization of human action. Recently, Ullah and Jaffar \[44\] proposed a collaborative approach based on holistic and motion information for human activity localization and recognition.

2.4. Others

Besides, some other types of approaches in action localization are also studied. Jain et al. \[18\] encode the presence of object categories for action classification and localization. It shows that they are semantically relevant, especially when the actions interact with objects. For instance, the presence of cups must be relevant with drinking action detection, however, it is not enough for drinking detection if only the information of the presence of cups is given. The selection from multiple objects appeared in the scene is necessary. Action recognition is a popular and well-studied topic. However, more recently CNN and RNN-based methods \[1, 32, 41, 52\] have shown gains for action localization.
3.1. Method motivation

Jain et al. [18] revealed that object-action relations are generic, which allows transferring these relationships from the one domain to the other. Objects, when combined with motion, improve the state-of-the-art for both action classification and localization. It is undeniable that both shape and motion are crucial in action recognition. Previous works try to use spatial-temporal features to encode both information simultaneously and train a classifier based on these 3D features. We do not fully agree with this type of methods as we believe spatial and temporal features have different characteristics. It is more valuable if we can treat them independently. Chapter 2.4 has already given a large group of alternative approaches for motion information extraction. Experimental results have shown DT is one of the optimal solutions for trajectory information retrieving. Delaitre et al. [12] has shown the value of appearance in human action recognition, especially for temporal action localization. Boosted Histograms [23] and BoF are normally used for appearance information extraction when images contain a large variation. In this project, we select BoF for shape information extraction due to the orientation of subjects are also variations in a large scale. None of them can achieve a pursued performance on our dataset with people stand fairly close with each other and cameras recorded in a top-down perspective. Both of them have their corresponding limitation in action detection in this situation. To fuse them with a strategy that can take advantage of both strengths is needed. Moreover, Laptev et al. [27] has proved that both parts appear to complement with each other especially for drinking action detection. Therefore, a hybrid solution for drinking action detection is one of the optimal choices. Hauptmann [17] is another example about fusion.

3.1.1. Why BoF instead of HOG?

Several difficulties appear if HOG extraction is implemented in this case. First of all, the size of the bounding boxes is not consistent. Therefore, the number of descriptors extracted from the bounding boxes are also various. Secondly, the orientation of subjects in bounding boxes is different. To answer the first question, we have to resize all bounding boxes to the mean size of all images before feature extraction. It seems that the problem is solved, but we think it is necessary to have a certain aspect ratio regarding to all images. An extra doubt is that if HOG feature is scale invariant or not. Another suggestion is to use a method that combines AdaBoost learning with local histogram features mentioned in [23]. This is what they call boosted histograms.

We can also set the same number of cells for all images instead of resizing them. For example, dividing images into $5 \times 10$ cells, the dimensions of the cells for each image will be different. The related consequence is not clear. In contrast, BoF selects the feature patches in different positions of an image and use them to represent the current image. It reduces negative influence on the experiment’s implementation caused by differences in image dimensions. Therefore, BoF is selected after all these analysis and considerations.

3.1.2. Why extra BoF?

Although a drinking action can be detected by utilizing the trajectories extracted from DT, the start and end points of each drinking cannot be specified if only motion data is available. Nevertheless, appearance-related
information has already been considered into the method of DT, then why we still need BoF to obtain static information? The reasons are given below:

- As shown in Figure 3.1, only the regions around interesting points are analyzed. The definition of the interesting points here is the start point of all selected trajectories. Trajectories are classified as invalid when their variances are out of the range. It also leads to the removal of the points that belong to them. However, it is not clear if the appearance information around these points is influential in decision making. For instance, if these points are around a cup or hand.

- For subject independent, the shape and orientation of subjects are diverse. This leads to a poor performance by using motion cues only. Another approach that can ignore spatial information is needed.

- In MILES, Classifier selects meaningful instances through the training process. In other words, some of the feature points are dropped. However, the regions around them can be interesting if there exists a method making decisions via learning still images.

### 3.2. Motion

Motion is defined as "the change in position of an object with respect to its surroundings in a given interval of time". Two types of motion descriptors are used to describe the motion level of a frame or a window. The first one is the distance of trajectories defined in Section 3.2.1 as \( l \). The motion level of a window is the mean distance of all trajectories that either start or end in this window. And the motion level of a frame is the sum of the optical flow magnitude happening around the selected interesting feature points. The interested regions are shown in Figure 3.1.

There are two main functions of motion related elements in this project. The most important usage is acting as descriptors of drinking action. So, drinking action could be identified according to the motion trajectories appearing around hand and arm. Another usage of them is for weights calculation. We assume that the frames with less motion involved will contribute more in final decision making. The normalized motion level mentioned in the previous paragraph is regarded as the weight of each frame in a window.

![Figure 3.1: Appearance-based feature extraction on a static image](image-url)
3.2. Motion

3.2.1. The features of Dense Trajectories
The first 9 elements are information about the trajectory and the other 5 elements are descriptors:

- **f**: The trajectory ends on which frame
- **s**: The trajectory is computed on which scale
- **1**: The length of the trajectory \( \left( \sum_{i=1}^{n-1} \sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2} \right) \)
- **m_x**: The mean value of the x coordinates of the trajectory
- **m_y**: The mean value of the y coordinates of the trajectory
- **\( \sigma_x^2 \)**: The variance value of the x coordinates of the trajectory
- **\( \sigma_y^2 \)**: The variance value of the y coordinates of the trajectory
- **x_o**: The value of x coordinates of the starting point of trajectory
- **y_o**: The value of y coordinates of the starting point of trajectory

Trajectory: 2x[trajectory length] (default 40 dimension)
HOG: 8x[spatial cells]x[spatial cells]x[temporal cells] (default 96 dimension)
MBHx: 8x[spatial cells]x[spatial cells]x[temporal cells] (default 96 dimension)
MBHy: 8x[spatial cells]x[spatial cells]x[temporal cells] (default 96 dimension)

Therefore, the total dimension of each feature is 9+40+96x3+108 = 455. Some of them are spatial related. Only the spatial unrelated one are chosen as the feature for subject independent classification. More details are discussed in the following sections.

3.2.2. Motion Vs Activity
Gmotion, standing for the Global Motion of trajectories, belong to each frame. In Section 3.4.2, it is defined as the mean of trajectories’ length. In this section, we want to find out if there is exactly a correlation relationship between the global motion and the drinking activities. This is also our fundamental hypothesis mentioned in Section 1.5. Figure 3.2 shows a relation between the global motion level and the ground truth when the testing data from the first fold of subject 3 used. The binary result of the blue line represents the ground truth while the purple curve is the measured global motion.

In general, there are two types of motion behaviors could be observed in the graph while drinking activity is taking place. The motion level at a rather low position, such as bar 2,4,8,9 or there is a valley observed during the drinking duration, such as bar 1,6,7,8,9. Besides, bar5 could be viewed as fault detection if we take the result shown in Figure 5.2 as reference. In bar5, the motion level starts to increase while drinking motion starts. The low-level motion could be explained as people trends to move less while starting to drink. And the valley could be interpreted as the motion level is high both for the starts and ends of drinking activity and low when people are really drinking.

However, for some narrow bars, such as 2,4, and 8, the motion various may still seem problematic. It is because only partial of the current action are included in its corresponding window while sliding window is used on the original dataset. It could be seen in Figure 6.1.

Figure 3.3 shows the different drinking and motion status of a subject. The upper part gives the appearance information and the lower part presents the motion information through the corresponding trajectories. For the upper part, Figure 3.3a and 3.3c are the frames annotated as non-drinking in the given ground truth while Figure 3.3b is labeled as drinking. The lower pictures with the selected feature points(red dots) and their corresponding trajectories(green curves) are placed under their original images. The trajectory is defined as the Euclidean movement over the past 20 frames. The average trajectory length is short while people are motionless shown in Figure 3.3d and it is relatively long while the subject is moving shown in Figure 3.3f. 3.3e shows the trajectories’ distribution while an actual drinking action is undertaken. Most of the trajectories occur around the hand and arm of the subject.

Previous sections have already discussed a point that motion and shape appear to be complementary to each other. Here is some evidence. It is hard to say whether the subject in Figure 3.3c is drinking or not if
we only take the appearance information into consideration. However, the trajectories shown in Figure 3.3f indicates that the motion level for the current frame is relatively high. In other words, it is most likely that the person is not drinking as we assumed people try to reduce the overall body motion level if they are starting to drink. On the other side, it is also hard to judge if only a few motion information available shown in Figure 3.3d. However, we can see from the original image shown in Fig 3.3a is not drinking.

3.3. Appearance
In this segment, the technique used for feature extraction from still images is elaborated. It is wise to learn about the dataset characteristics before exploring the methods used for feature extraction. In MatchNMingle, both the appearance and orientation of subjects vary tremendously. Besides, people’s drinking behaviors are also diverse. It is necessary to have a robust method which can be insensitive to spatial information.

3.3.1. Interested regions
The “interested regions” in this project is defined as the area inside of the annotated bounding boxes. Figure 3.1 shows the feature points and their corresponding blocks, which were collected on the first scale.

3.3.2. Subject orientation
A comprehensive study on the dataset needed before the actual methodology selection process or any experiment starts. We find that the MatchNMingle dataset has an enormous variation both in the appearance and
3.4. Fusion

The method of fusing both dynamic and static part given in this section. Normally, fusion is done by training a classifier on the concatenated scores which come from different classifiers. However, we fuse the results from different parts manually by using the motion level of the frame or window to calculate the contribution weight belongs to each of them. This is based on our assumption mentioned in Section 1.7.
3.4.1. Model
Figure 3.5 gives an overview about the fusion model. It could be divided into two parts. The dynamic part collects information brought by motion using Dense Trajectories (DT) while the static part catches information from the appearance of a static image or bounding box by using Bag of Features (BoF). Each section will have a score on how sure the current window is a drinking. If both of them agree on a same decision, then the classification process is finished. Otherwise, a ratio consists of both global motion weight and local motion weight will be calculated. According to this ratio, the scores from both sections are fused to make the final decision.

![Drinking activity detection Flowchart](image)

3.4.2. Fusion ratio
In action detection, both dynamic and static information are important. According to the fusion ratio, the dynamic and static scores for a window could be joined together to make a final decision. It contains two parts that are global ratio and local ratio. The global ratio respects to the whole duration (30 mins) and the local ratio respects to a single window (60 frames).

Global ratio
The function of the global ratio is to evaluate the motion level of a window over the entire period. Trajectory length is definitely the most crucial element in this section. Besides, the coordinate's variance in both x
and y direction are also important. Here, the motion feature vector is formed by 4 elements. They are listed as follows:

- \( m_l, \sigma^2_l \): the mean and variance of the trajectories’ length in a window
- \( \sigma^2_x \): the variance of x coordinates of trajectories in a window
- \( \sigma^2_y \): the variance of y coordinates of trajectories in a window

The following paragraphs are used to describe how to get those elements from a set of trajectories in a window. For instance, if there are \( n \) trajectories \( t_i, i = 1, 2, ..., n \) in a window (e.g. \( n = 30 \)). For each \( t_i \), a motion related feature vector could be formed as

\[
x_i = [\sigma^2_{x_i}, \sigma^2_{y_i}, l_i, s_i]^T (3.1)
\]

where \( l, \sigma^2_x, \sigma^2_y \) are the trajectory length, and variance in both x and y coordinates of the trajectory respectively. Besides, \( s_i \) describes the current trajectory is traced under which scale. All of them are defined in the section 3.2.1.

In Wang et al. [47], 8 spacial scales spaced by a factor of \( 1/\sqrt{2} \) are used. The global motion should be computed while a same scale of trajectory is used. Here, only the trajectories under the first scale are used for window global motion calculation. The set of selected feature vectors is given as \( \{x_i : s_i = 1\} \)

Now, each elements in the global motion feature vector could be calculated as:

\[
m_l = \frac{1}{n} \sum_{i=1}^{n} l_i \quad (s_i = 1) \quad (3.2)
\]

\[
\sigma^2_l = \frac{1}{n} \sum_{i=1}^{n} (l_i - \mu_l)^2 \quad (s_i = 1) \quad (3.3)
\]

\[
\sigma^2_x = \frac{1}{n} \sum_{i=1}^{n} \sigma^2_{x_i} \quad (s_i = 1) \quad (3.4)
\]

\[
\sigma^2_y = \frac{1}{n} \sum_{i=1}^{n} \sigma^2_{y_i} \quad (s_i = 1) \quad (3.5)
\]

As the target of this project is not finding the motion level of a subject in a window. A more precise way for motion level definition is to learn the weights for each element in the motion feature vector. Here, we only use the average of the trajectories’ length \( (m_l) \) for the global ratio calculation.

The global ratio of the current window \( i \) is calculated as

\[
G_i = \frac{m_l - \min(m_l)}{\max(m_l) - \min(m_l)} \quad (3.6)
\]

where \( m_l = (m_{l1}, m_{l2}, ..., m_{lk}) \).

Local ratio

The ratio between the motion of the trajectories selected by MILES [8] and used for decision making and the motion of the rest trajectories in this window is called local ratio. The contribution of each instance \( x_{ij}^* \) to the classification of the window \( W_i \) is determined as

\[
g(x_{ij}^*) = \sum_{k \in I_{ij}^*} \omega_k^* s(x_k, x_{ij}^*) \quad (3.7)
\]

If \( g(x_{ij}^*) > \tau \), \( x_{ij}^* \) belongs to positive class; otherwise, \( x_{ij}^* \) belongs to the negative class. The parameter \( \tau \) is chosen to be the same as \( -b^* |U| [8] \).

where the index set \( U \) is defined as

\[
U = \{j^* : j^* = arg \max_j \exp \left( -\frac{||x_{ij} - x_{ij}^*||^2}{\sigma^2} \right), k \in I \} \quad (3.8)
\]

Now, we have the weights for both instances in the positive and negative class of window \( W_i \). And the local ratio is calculated as

\[
L_i = \frac{\sum_{j=1}^{p} g(x_{ij}) \cdot l_{ij}}{\sum_{k=1}^{n} g(x_{ik}) \cdot l_{ik}} \quad (3.9)
\]
where \( l_{ij} \) and \( l_{ik} \) are the normalized value of the clustered trajectory length in window \( i \). The final fused ratio for the current window \( W_i \) could be written as

\[
\beta_i = G_i \ast L_i
\]

**Fusion: weighted sum of the vectors vote**

Figure 3.5 shows there are three inputs of the decision block fusion. They are ScoreM, ScoreA and Ratio respectively. Assume that the ratio \( R_i \) has a value \( r \), to make summation of the contribution from both dynamic and static part to 1, it should have

\[
\sum_{i=1}^{n} \text{Score}A_i = \beta_i \\
\sum_{j=1}^{m} \text{Score}M_j = 1 - \beta_i
\]

The Error for the current window is defined as

\[
E_i = (1 - \beta_i) \ast \sum_{\theta=1}^{n} \alpha_{\theta} e^{-y_i y_{\theta} k_{i}(x_{\theta})} \ast \beta_i \ast e^{-y_i \sigma_{i} k_{\text{m}}(T_i)} \quad y_i \in \{1, -1\}
\]

where \( \beta_i \) is the fusion ratio of the current window. Here, I also introduce the notation \( k_{i}(x_{\theta}) \) which denotes the predicted label of the current bounding box \( x_{\theta} \) and the notation \( k_{\text{m}}(T_i) \) is the predicted label of the current window using the clustered trajectories. Parameters \( \alpha_{\theta} \) describe the influence of the decision in frame \( \theta \) on the overall decision of the current window if only static information used. The simplest choice for \( \alpha_{\theta} \) is

\[
\alpha_{\theta} = \frac{1}{n}
\]

while can be interpreted as decisions from all previous frames contributing equally to the final decision. This is a good choice when we consider all detection of the action equally valuable, regardless of when they are obtained. Whether all detection are considered equally valuable will depend on the nature of the problem, for instance, in the case of the hand moving towards the lips, the later detection would probably be more valuable, as they would have less motion information to use, also, the appearance looks more like a drinking. One possible way of giving more weight to the newer detection is making the weight negatively correlated with the motion level which is defined as the average motion over the previous 20 frames. In this case, it can be shown that the parameters \( \alpha_{\theta} \) are:

\[
\alpha_{\theta} = \frac{m_{\text{max}} - m_{\theta}}{m_{\text{max}} - m_{\text{min}}}
\]

At the end, the ratio between \( E_p \) and \( E_n \) is used as the score for current window. \( E_p \) is calculated when \( y_i \) is 1 and \( E_n \) is calculated when \( y_i \) is -1. The smaller the ratio is, the higher the confidence of the current window to be positive is. E stands for the predicted error.
Experiment Setup

In this section, the configuration of each experiment is explained. It includes the initial dataset formulation for both training and testing. Also, the motivation of each experiment is given. For experiments, two types of configurations are involved in this project. The first one is called Subject Specific (SS) and the second one is entitled as Subject Independent (SI). In SS, both training and testing dataset come from the same participant while SI may have them from different participants.

The experiments could be divided into three categories, one is relating to subject specific and the other one is relating to subject independent. Besides, there is another division under these two of categories. So for both categories, a set of motion related and static related experiment are set separately.

4.1. Subject selection
The first thing that needs to be clarified is the dataset using in all experiments. The MatchNMingle [4] dataset contains 92 participants. However, some of them have a high loss rate (over 40%). Moreover, some other participants have only taken a few drinking actions during the whole period. These will bring unexpected effects on the result of the experiments. Therefore, a group of subjects are removed from the original dataset before the actual experiments to avoid it. They are listed as follow:

- Subjects have a loss rate higher than 40% . Here, the loss rate stands for the time that a subject is out of the scene (all 3 cameras) or no ground truth available. [7, 11, 19, 44, 48]
- Subjects have the number of positive bags lower than 10. [7, 10, 17, 19, 29, 37, 41, 42, 44, 50, 51, 55, 65, 77]

So, in total, there are 76 subjects taken as the dataset for experiments related to subject specific. To remain the consistence, the experiments of subject independent also use the same dataset.

4.2. The appearance-based features
SURF features are extracted from the selected features point locations. The GridStep is [8 8] and the Block-Width is [32 64 96 128]. K-means clustering is used to create a 500(default) word visual vocabulary.

4.3. Subject Specific
The nested cross validation is used for both parameter tuning and model validation. the level for tuning with 5 folds while the level for validation has 10 folds. So each fold has at least 1 positive bag as we keep only the subjects with at least 10 positive bags for experiments.

4.4. Subject Independent
In total, there are 2258 positive bags and 42049 negative bags. This is too large for calculation, the creation of the matrix of distance $m(B)$ for the MILES becomes significantly consuming in terms of memory and computing time. So we first divide the whole data into 10 folds in a stratified manner. therefore, each fold will have around 240 positive bags and 4200 negative bags. 0.6203 (l: 0.0005, KPAR: 20)
4.4.1. Parameter tuning
In the MILES model, there are two parameters need to be tuned. They are $l$ and $KPAR$ separately. In order to tune the value of parameters in a reasonable range, we have to understand what is used for in the model. In the model, the importance of an instance on the final decision making is evaluated as a weight. The value of weight is ranged from 0 to 1. $KPAR$ is used for defining this range. Another parameter $l$ is used for setting a threshold. This threshold decides how many instances will be taken for the final decision making. The larger the value of $l$ is, the less of instances will be used for the final decision making.

The tuned range for these parameters in each case are given as follows:

- **Subject specific**
  - $l$: the range is from 0.001 to 0.1 with a step size 0.0005
  - $KPAR$: the range is from 15 to 25 with a step size 1

- **Subject independent**
  - $l$: the range is from 0.0001 to 0.1 with a step size 0.0005
  - $KPAR$: the range is from 15 to 25 with a step size 1

The range for $KPAR$ for both cases is the same while the minimum value of $l$ in subject independent case has a smaller value. This is because a much larger amount of instances are used in the second case, hence, more instances needed for the decision making.

4.5. Measures
Measurements are used to assess what is the performance of an architecture. However, before a measure process, it has to be clear that what are the metrics could be used for performance evaluation. [50] proposed some other standards besides of the classical one such as Recall, and Precision, as well as ROC curve.

- **Logarithmic Loss**
  Logarithmic Loss or Log Loss, works by penalizing the false classifications. It works well for multi-class classification. When working with Log Loss, the classifier must assign probability to each class for all the samples. Suppose, there are $N$ samples belonging to $M$ classes, then the Log Loss is calculated as below:

\[
\text{Logarithmic Loss} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{M} y_{ij} \cdot \log(p_{ij})
\]  

(4.1)

where,

- $y_{ij}$ indicates whether sample $i$ belongs to class $j$ or not
- $p_{ij}$ indicates the probability of sample $i$ belonging to class
5.1. Measures of imitation
After the definition of the metrics could be used to describe a drinking behavior performed by our participants, the next step is to define when an imitation is occurred. An often-used experimental paradigm to test these imitation processes consists of exposing participants to condition in which confederates vary in the levels and pace of their alcohol consumption. By comparing individual’s consumption across such conditions, it is possible to stringently test whether people adapt their drinking behavior to that of others. Nonetheless, we do not have this confederates participants set in the MatchNMingle dataset. Some other standard is needed. Luckily, we have group formulation information. A hypothesis that imitation will only happen between participants in the same group, therefore, the comparison is only necessary for ingroup participants. Here, we implemented a method mentioned in [28]. Imitation is scored as ‘1’ if a participant’s sip taken within 10s after another group members’ sip. No imitation is scored as ’0’. In addition, the proportion of participants’ previously imitated sips before their imitated sip (i.e., number of previously imitated sips divided by the number of the group members’ previous sips) is also examined.

5.2. Subject specific
In this section, subjects are investigated individually. For auc calculation, both training and test data come from the same subject in a two level nested cross-validation. The first level is used for auc calculation with 10 folds and the second level is used for parameter tuning with 5 folds. To make sure each fold has at least 1 positive bag, the subjects with a positive bag number lower than 10 are removed from the data using for experiments.

5.2.1. Motion-based
Figure 5.1 gives the result with only motion cues used. The red dot line represents the average auc that has a value of 0.62. The range at the top of each blue bar are the variance introduced by cross validation.
5. Experiment Result

Figure 5.1: auc and var calculated with normalized features used for each participant while a nested cross-validation is used for model parameter tuning. The mean of the auc over all participants is 0.7721 indicated by the red dot line while the green dot line shows the value of 0.5 located.

5.2.2. Appearance-based

Figure 5.2 gives a comparison result between the calculated posterior probability and the ground truth. In this experiment, all bounding boxes of subject 3 were assigned into 10 folds in a stratified way. One out of them is used for testing and the rest for training. In the figure, color blue represents for ground truth while the orange line are calculated posterior probability of each testing bounding box while only static information is used. The probability lower than 0.5 are suppressed to 0. If most of the PP (posterior probability) in a blue bar have a value higher than 0.5. Based on that definition, eight out of nine drinking actions are detected correctly. However, there are more than 4 positions were detected as drinking while it is actually not (orange peak is not in a blue bar).

The bounding box with the coordinates (2424,1) is given as figure 5.3. The appearance shows that the subject has a high probability of drinking. However, the ground truth annotated this bounding box as not. In this situation, The introduce of motion section is assumed to reduce this false positive rate.

Figure 5.4 gives the result while only appearance information used. The AUC calculated for all 76 participants. The error bar on the top of each stem stands for the variance calculated in the cross-validation process. The red dot line is the mean value (0.8983) of all measured results.
5.2. Subject specific

Table 5.1: The detail result for the test set of fold1, subject3

<table>
<thead>
<tr>
<th>Actual</th>
<th>Drinking</th>
<th>No-Drinking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drinking</td>
<td>0.72</td>
<td>0.28</td>
</tr>
<tr>
<td>No-Drinking</td>
<td>0.18</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Figure 5.2: A comparison between appearance-based predicted result (green line) and the ground truth (blue line) for fold 1, sub 3

5.2.3. Hybrid

The key element in this testing process is how many positive bags that we can have for training. It is also true for these same type problems. Therefore, we decided to use half of the positive samples for training and the rest used for testing. To avoid the overlap between the training and testing dataset, one tenth video segment of the subject is used as the gap between them. In some cases, the total number of instances for a single subject is too large for MATLAB to generate the matrix $m$. So a simple sampling process which selects the same negative bags as the positive one is used to decrease the dimension of $m$. 
5.2.4. Result

Table 5.2 shows the result of experiment for SS. The best performance is when only appearance information is used for action detection. The motion-based method gives the worst performance.
Table 5.2: Results of three scenarios in Subject Specific case

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>0.89 ± 0.014</td>
</tr>
<tr>
<td>Motion</td>
<td>0.62 ± 0.014</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.73 ± 0.025</td>
</tr>
</tbody>
</table>

5.3. Subject independent

Leave-n-subjects-out cross validation Table 5.3 shows the result of the experiments for SI. Leave n subjects out is used as the cross validation. The baseline is the result shown in [5] while a general gesture detection is studied. In general, our result of drinking detection is not as good as the baseline. Overall, fusion presents the best result in our case.

Table 5.3: Results of three scenarios in Subject Independent case

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>0.52 ± 0.045</td>
</tr>
<tr>
<td>Motion</td>
<td>0.48 ± 0.014</td>
</tr>
<tr>
<td>Fusion</td>
<td>0.59 ± 0.032</td>
</tr>
</tbody>
</table>
6.1. Threshold selection

Frame-level classifier is computationally expensive. Hence, a threshold is used to filter the frames with a relatively high motion level out. We have assumed the appearance information plays a less important role while the motion level of frames are relatively high. It helps us to reduce the computational requirement. So, what should the value of the threshold be. The first try is to set it at the mean of the motion level of all drinking frames. The result is shown in Table 6.2. The True Positive rate decrease from 0.48 to 0.44 while we have increased the threshold from 9 to 10. Of course, we can not decide on which value that we should use for this threshold only based on two experiments. We leave it as the future work due to the tuning process is fairly time consuming. In this project, we select 9 as the threshold.

Table 6.1: The matrix for the first configuration. The training set consists of 14827 images while the threshold is set to 9

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Drinking</td>
<td>No-Drinking</td>
</tr>
<tr>
<td>Drinking</td>
<td>0.48</td>
<td>0.52</td>
</tr>
<tr>
<td>No-Drinking</td>
<td>0.44</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Table 6.2: The matrix for the second configuration. The training set consists of 36206 images while the threshold is set to 10

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Drinking</td>
<td>No-Drinking</td>
</tr>
<tr>
<td>Drinking</td>
<td>0.44</td>
<td>0.56</td>
</tr>
<tr>
<td>No-Drinking</td>
<td>0.39</td>
<td>0.61</td>
</tr>
</tbody>
</table>

6.2. Validation method selection

The parameter tuning on motion-based classifier plays an essential role in this project. It is specially because of the parameters used in MILES. So the tuning strategy combined with the validation method is another topic should be discussed. Two totally different situations appear in SS and SI. In SS, the dataset that can be used for training, testing and validation is limited. We have to use the data as efficient as passive. Therefore, a two level cross-validation is implemented. The first level of cross validation with 5 folds is used for parameter tuning while the second level of cross validation with 10 folds is used to evaluate the model. Each fold is ensured to have at least one positive bag as only the subjects with at least have 10 positive bags are sued in experiments. For SI, the whole dataset with 76 subjects are divided directly into 3 groups because the dataset is large enough. Leave-n-out cross validation is used here. 76 subjects are divided into 11 groups. So each fold has either 6 or 10 subjects for testing and the rest is used for training. As shown in 4.1. the rest 70 subjects are divided into other 2 groups with 40% and 60 % of this 70 subjects in a stratified way. 40 % is used for parameter tuning while the other 70 % is used for training in the current fold.
6.3. Ground truth vs Window labels

To compare the fused result with the individual one or compare results between individuals, such as static and dynamic, we have to standard the metrics that we will use for evaluating all results. Here, we use AUC respecting to a frame instead of a window. In paper [5], the calculated AUC respects to a window. However, as shown in Figure 6.1, the error has already introduced if a majority voting used for determining the labels of windows. Bar 2, 4 and 8 are regarded as negative bags, although the ground truth says they are drinking. Hence, it is not a good idea of taking the AUC respect to a window as the metric for the tested model evaluation in this case.

![Ground truth Vs Window labels](image)

Figure 6.1: A comparison between the determined window labels with majority voting utilized and the ground truth for fold1, subject3

6.4. Number of positive bags vs AUC

In this section, the relation between the quantity of positive bags and the calculated AUC for each participant is examined. In Figure 6.2, the number of positive bags is represented as blue bars and the calculated AUC are noted as red crosses on top of them. The value of AUC is multiplied by 100 times to put the two factors on the same scale. In order to find the relation, the number of bags is plotted in ascending order. Additionally, the green curve fitted from all AUC values provided. We can see that there is no explicit connection could be observed between them. A slight drop is seen on the variance of AUC along with the growth in the number of positive bags. The highest AUC is achieved while the number of positive bags is about 28. Moreover, the red and blue dot line denotes the mean of AUC (0.77) and the number of bags(30) respectively.
Figure 6.2: AUC calculated with normalized features used for each participant while nested cross-validation is used for model parameter tuning. The mean of the AUC over all participants is 0.7721 indicated by the red dot line. In addition, the bar graph shows the number of positive bags each participant has while the blue line shows the average bag number of all participants.
Conclusion

The aim of this project is to localize the drinking action in the temporal domain in crowded mingle scenarios. We propose to use both appearance and motion features to achieve this target. The action detection tasks in MatchNMingle have additional challenges due to the videos were recorded in a top view. It leads to the result that the extracted action trajectories emitted by different participants are not consistent both in length and direction. For instance, people located at the left part of the scene (shown in Fig. 1.1) have the trajectories (used to describe drinking action) moving from right to left and people stand at the right side have the trajectories with the opposite direction. BoF and MILES are implied to overcome this variety.

SS and SI are the two types of experimental configurations studied in this report using our proposed model. As expected, the performance of experiments that both training and testing dataset come from the same subject is higher than the case that a different set of subjects are used for training. In SS, the appearance-based classifier gives the best performance while it appears in the fusion model in SI. In addition, we found the temporal splitting with fixed window size and labelling them by using majority voting may introduce some fundamental error in the labeling stage. Another methodology splitting a dataset with a different window size is elaborated in Sec. 7.1. To avoid the bias introduced by the labeling stage, we take AUC in frame-level as the metric to evaluate our model instead of using it with respecting to a window.

Furthermore, we investigated the relationship between the number of positive bags and the calculated AUC with the motion-based classifier. There is no evidence shown that a correlation relation exists between them.

Besides, we have proved that static information plays a crucial role in the drinking action detection besides motion cues. Also, a fusion model that can use both results from two independent classifiers are defined. The weight given to each segment is calculated based on the motion level of a window. Nevertheless, the later experiments indicate that the fusion of information respect to a window is redundant. We can simply fuse the information in frame-level as the AUC is calculated respect to a frame. Although the fusion model does not give an obvious improvement over individual models, there is also no proofs saying fusion is not the right direction to go. More parameter tuning work may need for the model to be able to have a higher performance.

7.1. Future Work

This project conducts drinking action detection under the assumption that memory and time are unlimited. However, this is not true in real life. In practice, personal behavior detection is most likely to be applied in a real-time situation. Then, the computational efficiency might be a valuable point for future researches especially when the frame-level experiments are involved as they are computationally expensive both in memory and time.

Another direction is to apply DT in an orientation irrelevant way. The results of experiments from SS give a much better performance compared with the results from SI while only the motion information is applied. One of the guesses is the drinking action related trajectories appearing in a different orientation from the camera view. A possible solution that is analogous to SIFT could be rotating the exist trajectory in a few directions and consider the set of all rotated and the original trajectories as a unit. In MILES, The similarity is calculated between each unit instead of a single trajectory.
Furthermore, 3D space-time descriptors could be used for drinking action description due to its big success in general human action recognition and localization. Here, we have only used 2D descriptors extracted respect to a single frame and then aggregating their decisions made on each frame with a manually calculated weight. However, a 3D descriptor which can extract features from multiple frames is worth to try in this case. Some other potential topics on drinking action detection in crowded situation are discussed as follow.

7.1.1. Action localization
The spatial extent of the action is already fixed due to ROI in MatchNMingle is given. Therefore, we only need to delimit the beginning and length of an action. In this work, the temporal slices used in both training and testing dataset with a fixed length have introduced some problems. Error is introduced when we label the sliding window with majority voting. It is shown in Fig. 6.1. Kläser et al. [20] have proposed a more advanced way to do this job. When training the sliding window classifier, the temporal slices are aligned with the ground-truth begin and end time stamps of the action. At test time, a sliding window with multiple temporal scales is used to localize actions.

7.1.2. Samples selection
In MatchNMingle, the number of positive samples is much less than the number of negative one in drinking action detection. How to select the most representative samples turns to be one of the key questions in this problem. Samples selection consists of two segments. They are motion descriptor and image descriptor selection respectively. It is needed as the video related analyzes are computational heavily, hence, only the descriptor with the highest discriminative power are used as the input of the model. In the current stage, samples of motion are randomly selected in a stratified way while the static features are simply filtered out by setting a threshold in an intuitive way.

7.1.3. Fusion model
In this work, we present the fusion method that gives weights to motion and static based on the motion level of the current frame and the overall motion level of the current window. All scores of both parts are manually integrated together. There may be a way that can learn the weights automatically from the concatenated scores calculated by both classifiers.
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