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Abstract

To further improve the light management and optical performance of solar cells, research into
nano-textured interfaces has led to a need for a fast and accurate wave optics model. Currently,
within the PVMD group at the TU Delft a optical solar cell simulation tool, GenPro4, is being
developed to allow for the quick optimization and analysis of solar cell designs. However, the
implemented wave optics model has limited accuracy and thus an alternative model is sought.

In this thesis, we researched several rigorous wave optics simulation methods such as: finite
element method, finite difference time domain, transfer matrix method, and rigorous cou-
pled wave analysis. Based on three decision criteria (speed, accuracy, and compatibility) the
choice of implementing rigorous coupled wave analysis (RCWA) was made. Besides the stan-
dard RCWA formulations a few improvements were made. S-matrices were used to increase
speed and memory efficiency of the program. Furthermore, calculation of the local E-field al-
lowed for the determination of absorption per material in our cell. Lastly, an angular intensity
distribution, known as scatter matrix, was produced as output to allow for the full integration
with GenPro4.

We validated our new model by comparing results of a nano-textured GICS solar cell with pre-
viously conducted finite element method (FEM) simulations. Over a large wavelength range
our model showed good agreement with the FEM data. However, slight inaccuracies were ob-
served at longer wavelengths (>1000 nm) as simulation of the metal back reflector became
infeasible. Highly absorbing materials, such as metals, potentially required several hundred
Fourier modes to be modeled accurately. However, simulations with such a high number
of Fourier modes is not feasible as the computer resources (RAM) and computational time
needed grow exponentially. Furthermore, for very small textures, RCWA converges with the
GenPro4 flat model as is expected for sufficiently small textures.

Nevertheless, integration of RCWA with GenPro4 was achieved. To demonstrate the ability to
quickly and easily simulate real work cell designs, a case study of a perovskite/silicon tandem
cell was conducted. In the case study a combination of 16 interface mythologies was simulated
and compared. With the optimal combination showing a potential improvement of 2% over
the reference cell.
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1
Introduction

Solar cell technology has made incredible advancements in the last decades. Due to constant
improvements, researchers have been able to produce a single junction c-Si solar cell with a
record efficiency of 26.7% [1]. We are now several percentage points from the theoretical limit
set by William Shockley and Hans Queisser back in 1961 of 33% [2]. This is, in part, thanks
to the improved light trapping and management techniques current solar cell manufacturers
use.

Solar cells are dependant on the absorption of photons to generate energy. When light falls
incident on a medium with a different index of refraction it is split into a reflected and trans-
mitted beam, as was first described by Augustin Jean Fresnel in 1821 [3]. Ideally, for a solar
cell, all light would be transmitted and none would be reflected thus allowing all photons to
be absorbed and generate electricity. However, this is not physically possible. Two methods are
often used to limit the reflective losses: anti-reflective coatings (ARC) and surface texturing. To
develop the best solar cell design, understanding of how light interacts with these ARCs and
textures is crucial. Often times, computer models are used to optimize the thickness of coat-
ing and dimensions of textures as this eliminates the need for expnsive and time consuming
experimental measurements.

1.1. Solar Cell Optical Modeling
A solar cell needs to perform under a range of wavelengths and incident angles. Computer
modeling has been used to determine how a solar cell design performs under all these cir-
cumstances. Within the Photovoltaic Materials and Devices (PVMD) group of the TU Delft an
optical model for solar cell is being developed, known as GenPro4 [4]. This model is aimed
at providing a quick and accurate way of modeling optical effects in solar cells. Large micro-
textures are modeled using ray optics, where light is represented as a infinitely thin ray. These
large, with respect to the wavelength of light, structures are modeled using the ray tracer fully
integrated in GenPro4.

Recently, improvements in solar cell manufacturing have allowed for the manufacturing of so
called sub-wavelength structures (SWS). As the name suggests, the dimensions of these sur-
face textures are at or below the wavelength of the incident light. This has the benefit of lim-
iting reflections and diffracting light into large angles to increase the absorption in the layers
below [5]. However, unlike the larger macro-statures, these much smaller nano-structures can

1



2 1. Introduction

not be modeled using the same ray optics. Due to the size in relation to the wavelength of
light incident, wave optics need to be used to simulate this interaction accurately. This is done
by modeling the electromagnetic waves-material interaction through the solving of Maxwell’s
equations.

Integrated in GenPro4 is a wave optics model known as the scalar scattering model developed
by Jäger [6]. Although this model can quickly generate a solution for the wave interaction with
SWS, it lacks accuracy in a variety of situations as it does not directly solve Maxwell’s equations
[4], as will be further explained in chapter 2. Therefore, a more rigorous model is desired to
overcome these limitations and provide a robust model for all SWS within a solar cell.

In the last decades, computer processing power has increased significantly. Complex simula-
tions such as optical modeling for solar cells, as introduced above, have now become possible.
This has led to numerous methods, previously not computationally stable or feasible with his-
toric computer resources, now gaining popularity [7, 8].

1.2. Research Goal and Thesis Outline
To further optimize solar cell performance, optical modeling is used to gain insight in the effect
of cell structures on performance. GenPro4 aims to quickly and accurately model any solar cell
design with either ray or wave optics. However, currently, the wave optics model is limited in
accuracy and an alternative is desired. This leads to the research goal of this master thesis:

Research and implement an improved wave optics model into GenPro4.

To achieve this the following questions will be addressed:

• Which alternative wave optics model is best suited for integration with GenPro4?

• Can any speed or accuracy improvements be made?

• What computational or accuracy limits, if any, does the new model face?

In chapter 2, an overview of GenPro4, the current wave model, and alternative wave models
is given. Followed by chapter 3, where the chosen wave model is further explained and then
validated in chapter 4. Additionally, a case study of the fully integrated new wave model will be
given in chapter 5. Lastly, concluding remarks and recommendations will be given in chapter
6.



2
Optical Models

In this chapter we will first discuss the different methods used to manage light within a solar
cell. Next, a review of the optical solar cell software GenPro4 as well as the current wave op-
tics model (Scalar scatter model, 2.2.1) will be given. This is followed by a brief overview of
alternative wave models. Lastly, an alternative model will be chosen based on a few criteria,
namely: speed, accuracy, and compatibility.

2.1. Light Management in Solar Cells
The understanding of how light interacts with solar cells is crucial to develop an optimal cell
structure. Throughout the last few decades, researchers have gained great insight into different
methods of managing the light to allow for limited reflections and better absorption in specific
layers. Ideally, for a solar cell, all light would be transmitted and none would be reflected thus
allowing all photons to be absorbed and generate electricity. However, this is not physically
possible. Two methods are often used to limit the reflective losses: anti-reflective coatings
(ARC) and surface texturing. Both techniques will be discussed and compared in the following
subsections.

2.1.1. Anti-reflective coatings
The Fresnel equation for reflection at normal incidence (θ = 0) is given by equations 2.1 below
[9].

R =
∣∣∣∣n1 −n2

n1 +n2

∣∣∣∣2

(2.1)

Reflectively is dependent on the relative difference in the index of refraction between the first
medium n1 and the second medium n2. ARCs can help minimize reflections by acting as an
intermediate layer between two layers with different index of refraction. A material with an in-
dex of refraction equal to the geometric mean of the two adjacent materials is ideal. Equation
2.2 shows this relation, with n being the index of refraction of the new intermediate ARC layer.

n =p
n1 ∗n2 (2.2)

3



4 2. Optical Models

Figure 2.1: Reflection values for glass, single layer ARC (a), double layer ARC (b), triple layer ARC (c) [9]

Additionally, interference properties of light can be used to further minimize the reflectance
at the front surface of this intermediate layer. When two perfectly out of phase light waves
interact, they cancel each other out; this is known as destructive interference. This occurs at
an ARC optical thickness of a quarter wavelength (λ4 ), and therefore is known as the quarter
wavelength rule [10].

Unfortunately, this only eliminates the reflections for one wavelength of light. Therefore, ARC
are often chosen to have thickness of 125 nm to target the peak of the AM1.5 solar spectrum
of 500 nm [10]. Multiple coatings can also be applied to the front surface of the solar cell
to further improve the optical performance. This does come at an increased cost and still
produces high reflection values for a few wavelengths as can be seen in figure 2.1. ARCs can
also lead to parasitic absorption which, just like reflection, lowers the performance of the solar
cell.

2.1.2. Texturing
Surface texturing is often used to limit reflections as well as increase the light trapping proper-
ties of solar cells. By etching away portions of the surface, a non-flat interface can be created.
When light falls onto a non-flat surface it’s reflectance, and thus also it’s transmittance, be-
comes a function of the angle of incidence, as can be seen in equation 2.3.

R =
∣∣∣∣n1 ∗ cos(θi )−n2 ∗ cos(θt )

n1 ∗ cos(θi )+n2 ∗ cos(θt )

∣∣∣∣2

(2.3)

This equation is similar to equation 2.1, but now we also introduce an incident and transmis-
sion angle, θi and θt respectively. The transmittance angle can be calculated by using Snell’s
law for every incident angle:

n1si n(θi ) = n2si n(θt ) (2.4)

This angle dependence of reflection allows for the manufacturing of specific front surface tex-
tures that allows for the reflection of light into adjacent surfaces and then back into the ab-
sorbent layer, as can be seen in figure 2.2. Light trapping can also take place when the incident
angle is above a critical value, this is known as total internal reflection, and is seen as secondary
benefit of surface texturing. Pyramid micro structures, such as the ones visible in figure 2.2,
in combination with ARCs have proven to be able to reduce reflection to below 2% [11]. These
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Figure 2.2: Reflection minimizing and light trapping effect of pyramid textured surface [10]

types of structures are generally much larger then the wavelength of light. This allows for easy
simulation using the ray trace method. More on this will be explained in section 2.2.

An interesting phenomenon occurs if the surface structure size is reduced to or below the
wavelength of light incident on the surface. Namely, reflections are almost entirely eliminated.
These structures have been given the name sub-wavelength structures (SWS). First observed
in nature on the surface of moth eyes, these structures can reduce reflection values below 0.1%
for visible light; effectively making the moths invisible to predators at night [5]. This effect is
due to the specific size, shape, and period of the SWS located on the moth eyes. When light
falls upon a SWS the effective refractive index is governed by the ratio between the ridges and
channels as described by the effective medium theory (EMT) [12]. By adjusting the shape of
the SWS, a gradient index of refraction is created, as can be seen in figure 2.3, and reflections
are almost entirely eliminated. This can be understood by adjusting equation 2.1. As n2 ap-
proaches the value of n1 the numerator reduces and total reflectance approaches zero. Not
only do they produce minimal reflections, SWS are able to preform better than ARC even at
large angles of incidence [5]. Additionally, the diffraction of light into large angles creates a
larger optical path through the absorbing layer. This effect is especially useful for thin-film
solar cells [13].

Figure 2.3: Analogy between SWS and respective index of refraction: (a) with ridged structure and (b) with
parabolic structures thereby forming gradient index. [5]
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Figure 2.4: Schematic of multijunction solar cell (Left) modeled by net radiation method (Right) [14]

Unfortunately, this is an oversimplification of how these structures interact with light. Due
to the complex relation between SWS size and wavelength, the EMT can lead to inaccuracies
when simulating complex structures. Therefore, a more comprehensive understanding of how
SWS interact with light can be gathered through the use of wave optics.

2.2. GenPro4
As previously mentioned, GenPro4 is aimed at providing a quick and accurate way of modeling
optical effects within a solar cell. This software can be used to gather useful information about
reflection and absorption losses by a variety of materials, cell structures, and AR techniques.
Additionally, the ability to determine absorption per cell layer, allows GenPro4 to quickly cur-
rent match different layers in a multijunction solar cell [4].

This model is built upon the net radiation method as first formulated by Siegel [15]. As the
name implies, net transmittance and reflectance are calculated at every interface. This pro-
duces the set of four linear equation at every interface as given in equation 2.5.



qi a = τ(i−1)q(i−1)d

qi b = ri qi a + ti qi c

qi c = τi q(i+1)b

qi d = ri qi c + ti qi a

(2.5)

With ri the reflection for interface i , transmittance at the same interface ti = 1− ri , and τi the
transmittance through layer i calculated using the absorption coefficient of the material [14].
A schematic of the net radiation method can be seen in figure 2.4.

The net radiation method as described above is limited to flat interfaces [14]. As explained
in previous sections, flat interfaces generates undesirable reflection values. Therefore, this
model needs to be adapted to allow for the implementation of textures surface like the ones
described in section 2.1.2. To achieve this, the reflection and transmittance per angle of in-
cidence needs to be calculated. The values in equation 2.5 then become matrices with every
element in the matrix representing a reflection or transmittance probability for a given angle
of incidence. This generates four matrices (r+i ,t+i ,r−i ,t−i ) known as scatter matrices for every
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Figure 2.5: Scatter matrices for three different interfaces: flat (a), nanotextured (b), and micro-textured (c). Plots
(a) and (c) are modeled using the GenPro4 ray tracer, whereas plot (b) is modeled using the scalar scatter theory.
[4]

interface i . These four matrices can be placed in a 2×2 array for visualization, as can be seen
in figure 2.5. Generating these scattering matrices can often be computationally intensive for
complex surface tinctures. GenPro4 has implemented two methods to do this: ray and wave
optics models.

When light interacts with a micro-textured surface (larger than it’s wavelength), the scattering
can be described by simple ray optics [4]. GenPro4 has an integrated ray tracer that forms a
scatter matrix by determining reflection and transmittance angles for every angle of incidence.
A plot of the scattering matrix for a pyramid textures glass surface can be seen in figure 2.5c.
The figure shows a large angle distribution for every angle of incidence. Each column has a
unit sum, thus demonstrating the conversion of energy. Additionally, symmetry can be seen
along the diagonal. This is expected and also a requirement as per the reciprocity theory of
optics, also known as Helmholtz reciprocal principle. Light from point A to B will follow the
same path and with the same magnitude if traveled in the reverse direction [4, 16]. These two
key properties can also be seen in figure 2.5a, light incident on a flat glass surface.

GenPro4 also incorporates a wave optics model developed by Jäger [6] based on the scalar
scattering model (SSM). A brief overview of this model and it’s limitations will be given in the
following section 2.2.1

2.2.1. Scalar Scattering Wave Model
As previously mentioned, simulating SWS requires the solving of Maxwell’s equations. Often
times this can lead to incredibly long computational times or a very limited scope of simula-
tion due to the computational complexity of this task. The scalar scattering model (SSM) de-
veloped by Jäger [6] allows for the quick computation of large solar cell areas. Unfortunately,
this model does have a few limitations.

In figure 2.5(b), a smearing effect of the spectral reflection (figure 2.5(a)) can be observed. This
is due to the diffracting effect of SWS. Each point in the interface is simulated as a point source
for a scalar wave but with a phase shift dependent on the height of the SWS [4]. This phase shift
assumption can be inaccurate if large textures are used. The emitted scalar waves interact
either constructively or destructively to create the scatter matrix seen in the figure. Similar
to the other two plots, every column adds up to 1 and thus energy is conserved. However,
the scatter matrix generated from the scalar scattering model does not follow the reciprocity
theory as is required for all optical interfaces.
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The scalar scattering model assumes the total reflectance and transmittance of a textured sur-
face can be modeled by a flat surface, however, at large incident angles and large structures
this assumption is incorrect [17]. This assumption also accounts for the large black spot in the
scatter matrix, figure 2.5(b). Here, light travels form a material with higher refractive index to
one with lower refractive index (i.e. light traveling from the bottom of the cell to the top). At
roughly -30 degrees and below, all incident light is reflected back into the incident medium,
also known as total internal reflection.This is clearly not correct as we always expect a portion
of light to be transmitted by SWS due to their diffractive effect [5, 9].

Due to the possible errors the scalar scatter model can produce, care needs to be taken when
implemented. Alternative, rigorous, wave optics models have been developed and validated
by several research groups. Several models will be discussed in the following section.

2.3. Alternative Wave Models
As mentioned by Santbergen et al. [4], GenPro4 is able to incorporate many different models
for textures surfaces. The only requirement is that these models give an angular distribution
of reflectance and transmittance at every angle of incidence in the form of a scatter matrix. In
this section a brief overview will be given of several alternative wave optics models. Following
this a decision will be made on which model will be further developed and implemented into
the new optical solar cell simulation.

2.3.1. Transfer Matrix Method
The transfer matrix method (TMM) is a fast and simple method able to calculate reflectance
and transmittance at multiple wavelengths and angle of incidence [18].This is done by slicing
the ARC into homogeneous layers at which reflectance, transmittance, and absorbance can
be calculated. To determine the properties of each layer, often times the effective medium
theory is used. As previously explained, this translates the ARC into a effective medium with
a constant, homogeneous, refractive index. In figure 2.6 demonstrates the theory behind the
TMM. For thin coherent layers, such as the thin ARC seen in figure 2.6, the TMM is often used,
as is also the case within GenPro4. Unfortunately, the inability to simulate complex structures
[18] as well as the generalization due to the use of the EMT prevents from using this method
to simulate SWS.

2.3.2. Rigorous Coupled Wave Analysis
Also known as the Fourier modal method, rigorous coupled wave analysis (RCWA) is a semi-
analytical method originally developed to simulate wave guides. Similar to the TMM, RCWA
slices the AR structure into numerous sublayers to create a simplified structure. However, un-
like TMM, RCWA only creates homogeneous layers in the direction of propagation (Z axis) and
can therefore handle any morphology in the other two directions (X-Y axis) [18]. Throughout
each sublayer, the wave propagation can be calculated. At the interface between sublayers,
boundary conditions need to be matched. This is achieve by solving Maxwell’s curl equa-
tions in the Fourier domain. To correctly model any arbitrary structure, an infinite number
of Fourier modes is needed. By truncating the Fourier modes a finite and computationally
solvable method arises.

By increasing the number of sublayers, the shape of the SWS can better be approximated, as
can be seen in figure 2.7. The exact number of layers needed is dependant on the shape of the
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Figure 2.6: TMM being implemented for a ARC by slicing it into k-1 layers [7]

structure, with steeper structures needing less layers and vice versa. Additionally, the number
of diffraction modes needed for an accurate simulation is difficult to determine beforehand, as
this is dependent on numerous factors such as: size, shape, and refractive index of the struc-
ture. Fortunately, solar cells make use of dielectric materials with low refractive indices. This
allows the number of Fourier modes to be truncated significantly, allowing simulations to be
completed in just a few seconds [8].

Figure 2.7: Visualization of RCWA subdivision of SWS with 100 sublayers and 3 diffraction modes [19]

Although this method was first implemented for wave guide analysis, RCWA has proven to be a
useful tool in the development of SWS. Numerous research groups have proven the usefulness
of this robust and fast simulation method [8, 18–20]. The uncertainty on this method lies in
the need for periodic structures. Sub-wavelength structures can be developed to be periodic,
however, for the solar cell application a low reflection value is desired over a large range of
wavelength and incident angles. As Kuo et al. [5] proved, random textured SWS have the best
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performance in this case. Thus a limitation of this method is evident: random SWS can not be
simulated accurately. However, Lokar et al. [19], Lehr et al. [21], and Agrawal and Frei [22] have
all developed novel approaches to overcome this limitation through the use of large unit cells
with a pseudo-periodic geometry.

2.3.3. Finite Difference Time Domain
Finite difference time domain(FDTD) is a well known and widely used rigorous simulation
method. It’s robust nature comes from the discritization of any material, device, or structure
via the Yee cell, first introduced by Yee in 1966 [7]. By spacially discretizing the simulation
domain into cubes, Yee was able to solve any EM model by offsetting Maxwell electric and
magnetic components as can be seen in figure 2.8. This allows one point to be calculated and
used as input for the neighboring cells. In this way the FDTD steps through the cell structure
and calculates the field strength at every point for every time step. Once all cells have been
updated the next time step can be simulated. Given enough grid points and computational
power any structure can be modeled in this way.

The finite difference time domain method is often used as an alternative to RCWA as it is
more robust for complex aperiodic structures. For periodic dielectric structures this method
is slower. For steep oblique incidence, > 70 degrees, simulation time increases greatly as the
propagation speed through the device becomes slower. However, unlike RCWA, the electric
and magnetic field strength at every point in the structure is directly given as output [7]. This
can give added insight into the SWS effects and therefore has been proven useful in structure
optimization [7, 23].

Figure 2.8: Spacily discretization of free space through the Yee cell [7]

FDTD is a very simple, yet powerful, simulation method. Due to the number of sequential cal-
culations needed for this method it benefits greatly from using simple computer languages,
such as C++. Generally, such low-level languages are less user friendly, however, several open
source FDTD tools have been developed and are available online, such as MEEP [24] and
OpenEMS [25].
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2.3.4. Finite Element Method
Lastly, the finite element method (FEM) is widely accepted as being the most accurate and
computationally expensive Maxwell solver. This is due to the complex and crucial meshing
procedure. The generated mesh can conform much closer to the actual structure morphol-
ogy than the stair step methods used in RCWA and FDTD [7]. Additionally, infinitely complex
and anisotropic structures can be simulated with, of course, computational time as trade off.
Commercial software is often used for this method as they generally have an optimized mesh-
ing algorithm that exceeds in-house performance. Similar to the FDTD, FEM gives the full field
strength at every point as output and is often used for final verification of other models.

2.3.5. Compatibility
As this decision criteria is less straightforward than the other two, a short discussion will be
held here. Methods such as RCWA and TMM require the solving of eigenvalue problems. High
level programs such as MATLAB and Python are well suited for this task. As GenPro4 is already
implemented using MATLAB, these models can seamlessly be added to the existing GenPro4
code. Contrarily, FEM and FDTD both require external programs for optimal use. These pro-
grams, especially commercial programs, are very powerful but not always user friendly; lead-
ing to steep learning curves. Additionally, FEM and FDTD both require post processing as the
outputs need to be adapted to integrate with GenPro4. These factors lead to increased user
complexity as, generally, more steps need to be taken to utilize these programs.

2.4. Conclusion
GenPro4 aims to model the optical effects within a solar cell in a simple user friendly, yet ac-
curate way. The current wave optics model, scalar scatter model, has accuracy issues as were
clearly seen when plotting the scatter matrix of a SWS. Therefore an alternative model was
sought. A brief overview of several wave optics models have been presented, each with its
benefits and drawbacks. Throughout this research a clear trade off can be seen: accuracy for
computational complexity. This fact makes an optimal model difficult to choose. The compu-
tational power of computers has increased significantly since several papers referenced in this
introduction have been written. Methods such as FDTD weren’t even solvable on the nanome-
ter scale when they were first developed as the computer memory needed far exceeded what
was then the norm. Increases in computer resources, namely computer RAM, would benefit
all methods mentioned. Nonetheless, a method needs to be chosen and an overview of the
alternative models with respect to our decision criteria is given in the table below.

Table 2.1: Summery of optical model decision criteria

Features TMM RCWA FDTD FEM

Accuracy - -/+ -/+ +

Compatibility + + -/+ -/+

Speed + + -/+ -

As previously mentioned our criteria were as followings: speed, accuracy, and compatibility.
Due to accuracy issues TMM is completely eliminated as option. With respect to speed, RCWA
is the winner but this advantage quickly disappears for more complex structures. Compatibil-
ity also favors RCWA as it can easily be implemented using MATLAB, the language which Gen-
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Pro4 is implemented in [4]. Similarly to the SSM, RCWA can be implemented without further
user input, allowing the user to easily switching between models within GenPro4. Therefore,
RCWA will be implemented and incorporated into GenPro4. Additionally, a few features will
be added to the standard RCWA as will be further explained in the following chapter.



3
RCWA

RCWA is considered a semi-analytical method of solving Maxwell’s equations in the Fourier
domain. Through the slicing of a complex structure into several layers, a simplification of the
partical differential equations can be made, thus allowing for the quick and efficient simula-
tion of these structures. Often times the longitudinal directions (x, y) are solved numerically
and the transverse direction (z) analytically, thus being semi-analytical. Although a stable im-
plementation of RCWA has been published in 1995 by Moharam et al. [26], further improve-
ment has been published in the recent year by authors such as Auer [27] and Rumpf [28].

In this chapter a basic explanation of RCWA will be given based on formulation given by Auer
[27] as well as some adaptations needed to incorporate this method into GenPro4. Namely, a
fast and memory efficient implementation of the S-matrix formulation of RCWA developed by
Rumpf [28], as well as the angle intensity distribution of the reflected and transmitted fields.
Lastly, a method of calculating the internal E-field will be demonstrated.

3.1. Standard RCWA
We start with the time-harmonic Maxwell curl equations

∇×~E = k0µr
~̃H (3.1)

∇× ~̃H = k0εr~E (3.2)

Where µr and εr are relative permeability and permittivity respectively. Due to ~E and ~H (elec-
tric and magnetic field) having greatly different orders of magnitude problems may arise with
numerical accuracy. To overcome this issue ~H will be normalized to the same order of magni-
tude as ~E given a unit amplitude incident wave:

~̃H = i Z0~H (3.3)

Here, Z0 is the impedance of free space given by
√

µ0
ε0

and i representing the imaginary num-

ber. Equations 3.1 and 3.2 can be further expanded to the six partial differential equations
given below:

13
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∂Ez

∂y
− ∂Ey

∂z
= k0µr Hx (3.4)

∂Ex

∂z
− ∂Ez

∂x
= k0µr Hy (3.5)

∂Ey

∂x
− ∂Ex

∂y
= k0µr Hz (3.6)

∂Hz

∂y
− ∂Hy

∂z
= k0εr Ex (3.7)

∂Hx

∂z
− ∂Hz

∂x
= k0εr Ey (3.8)

∂Hy

∂x
− ∂Hx

∂y
= k0εr Ez (3.9)

By solving for Ez and Hz in equations 3.6 and 3.9, substitution into the remaining four equa-
tions can be made. The first equation will become

− ∂Ey

∂z
+ ∂

∂y

1

k0εr

(
∂Hy

∂x
− ∂Hx

∂y

)
= k0µr Hx (3.10)

Similar equations can be formulated for Ex , Ey , and Hy .

As previously stated, RCWA takes place in the Fourier domain. However, to translate the given
Maxwell’s equations to the Fourier domain we need to focus our simulation domain to a single
unit cell within our structure. The Fourier transfer of this unit cell will effectively transform
our device to infinitely repeating unit cells in the x and y direction, as can be seen in figure
3.1. Due to the periodicity of the system, a Fourier transform can be taken of the remaining
four Maxwell equations. To further simplify the formulation can be written in matrix form as
given below:

Figure 3.1: Simulation domain as seen in RCWA , with a single unit cell wiht period Px and Py given in red [27]
The incident wave, represented by the k vector Ki , is being reflected and transmitted, represented by the conical
diffracted k vectors kr ;m,n and kt ;m,n respectively.



3.1. Standard RCWA 15

∂

∂z

(
ex

ey

)
= k0P

(
hx

hy

)
(3.11)

∂

∂z

(
hx

hy

)
= k0Q

(
ex

ey

)
(3.12)

P =
[

Kx[ε]−1Ky [µ]−Kx[ε]−1Kx

−[µ]+Ky [ε]−1Ky −Ky [ε]−1Kx

]
(3.13)

Q =
[

Kx[µ]−1Ky [ε]−Kx[µ]−1Kx

−[ε]+Ky [µ]−1Ky −Ky [µ]−1Kx

]
(3.14)

Equation 3.11 and 3.12 represent the matrix formulations of the first four partial differentials
(euations 3.4,3.5,3.7,3.8). With [µ] and [ε] correspond to the truncated Fourier expansion of a
layers relative permeability and permitivity respectively. Additional information will be given
in following section 3.2. Matrices Kx and Ky correspond to all possible wave modes along these
directions, as formulated in section A.2. Lastly, ex , ey ,hx , and hy now represent the amplitudes
of the spacial harmonics in Fourier space. Although equations 3.13 and 3.14 can directly be
used to solve for the systems electric and magnetic field solutions, one additional substitu-
tion can be made to further reduce the computational complexity of this system. By inserting
equation 3.14 into equation 3.13 and normalizing the z coordinate ẑ = k0z the final differential
equation becomes

∂2

∂ẑ2

(
ex

ey

)
= PQ

(
ex

ey

)
(3.15)

∂2

∂ẑ2

(
ex

ey

)
−Ω2

(
ex

ey

)
= 0 (3.16)

Ω2 = PQ (3.17)

By re-normalizing z the given equation becomes dimensionless. From here we can calculate
the eigenvectors W and eigenvalues λ2 of Ω2. This describes the eigenmodes of the electric
field throughout a single layer. The eigenvalues of a matrix PQ are equivalent to the values
from matrix QP . Thus, the eigenvectors of the magnetic field can be calculated by using those
of the electric field, given by equation 3.19. This leads us to the general field solution

ψ(ẑ) =


ex(ẑ)

ey (ẑ)

hx(ẑ)

hy (ẑ)

=
(

W W

−V V

)(
e−λẑ 0

0 eλẑ

)(
Cf

Cb

)
(3.18)

V =QWλ−1 (3.19)

Where the terms e−λẑ and eλẑ represent the forward and backward propagating waves
throughout the layer. The coefficients C f and Cb describe the amplitudes of every eigenmode
in the forward and backward directions.
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It is worth noting that the eigenvalue problem as stated in equation 3.16 is not always valid.
Namely, when the period is an integer multiple of the wavelength the determinate of matrix
PQ becomes zero. This lead to a zero solution and thus is not a valid eigenvalue problem.
To overcome this problem a slightly different wavelength needs to be used. For example, a
structure with period 900 nm will lead to computational errors at wavelengths of 450 and 900
nm. A small step of 1 nm is enough to produce a valid output. As this issue is know before
simulation, these wavelength values can be adjusted beforehand.

We now have a generalized, dimensionless, normalized solution for both the electric and mag-
netic fields within a layer in our solar cell. To fully simulate a nanostructure we need to solve
this eigenvalue problem for every layer in our device. A computationally efficient and mathe-
matically stable way of doing this is through the use of S-matrices. The use of S-matrices will
be further explained in the section 3.3.1.

3.2. Permittivity and Permeability Truncation
RCWA approximates the textured surface in terms of spacial harmonics by Fourier series ex-
pansion. Similar to all previous steps, the z component of the permittivity is not taken into
account and thus the Fourier series becomes:

ε(x, y) =∑
n

∑
m
εnme i n 2π

Px
xe

i m 2π
Py

y
(3.20)

This is equivalent to taking the fast Fourier transfer (FFT) of the permittivity. Again, m and n
(Fourier modes in x and y direction) need to truncated due to the inability to simulate infinite
systems. This will be achieved by truncating m to p and n to q . However, it is important to
realize that by limiting the Fourier components we effectively lose resolution in real space. To
ensure equal resolution in both direction (x and y) we need to fix the relationship between
period and number of Fourier modes

Px

p
= Py

q
(3.21)

In some cases (e.g. Px << Py ) this can lead to the conclusion that only a few Fourier modes are
needed. This can lead to incorrect simulations because p and q also determine the number of
wave modes we simulate in each direction. The use of similar number of Fourier components
is necessary because ε is convolved over every wave mode as seen in equation 3.13 and 3.14.

This convolution is performed via the 2D Toeliptz matrix [ε] with all diagonal values being
equivalent.

[ε] =


ε0 ε1 ε2 ... εpq

ε−1 ε0 ε1 ε2 ...

ε−2 ε−1 ε0 ε1 ε2

... ε−2 ε−1 ε0 ε1

ε−pq ... ε−2 ε−1 ε0

 (3.22)
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A similar matrix can be generated for the relative permeability. However, almost all solar cell
materials are non-magnetic, thus leading to a homogeneous unitary permeability [27]. If a
Fourier transfer were to be taken from such a material all values would be zero except for the
zero order mode, ε0 in equation 3.22 . To save computational time we can therefore create a
identity matrix of size pq ×pq donated by [µ].

3.2.1. Gibbs Phenomenon
As seen in the previous section, the surface of our device is translated to the frequency domain
via a combination of Fourier modes. Due to the truncation of the Fourier transfer, jumps in
permittivity at boundaries can lead to significant errors. This can lead to over or under esti-
mates at boundaries even if an infinite number of modes were to be used, this is known as
the Gibbs phenomenon. Unit cell complexity can also increase the effect of the Gibbs phe-
nomenon. A simple binary structure, such as the one seen in figure 3.2, can often be modeled
by just a few modes 1. Increasing the unit cell complexity would require the use of an increased
number of Fourier modes. This leads to runaway computational time as the eigenvalue prob-
lem that needs to be solved for RCWA grows cubicly with the number of modes.

The use of Fourier series to approximate a surface, theoretically limits RCWA to only being
able to model periodic interfaces. However, quasi periodic structures may still be able to be
modeled with RCWA through the use of large unit cells. Again, larger unit cells require more
Fourier modes to be used to model the cell accurately. Exactly how many modes needs to
be used is not easily determined ahead of time. Therefore, a convergence analysis needs to be
done to determine the accuracy of the simulation. If an inadequate number of modes are used,
the surface will not be represented correctly, but this will not be observed at the output. The
simulation will appear correct as energy will always be conserved. Thus care needs to be taken
with complex structures, and several simulations need to be done with a varying number of
modes.

Figure 3.2: The Gibbs phenomenon is observed at the boundaries between two materials with different relative
permittivity as can be seen in the lower figure [29]

1Given that the relative permittivity difference is not too large (e.g. 1 -> 1.5)
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3.3. Improvements Made to Standard RCWA
In this section we will present a few improvements and added features that were chosen to
allow for better integration or more accurate results. We start with the S-matrix formulation,
based on the work of Rumpf [28], which simplifies the computations and allows for a much
more memory efficient simulations. Next, we introduce the an angle intensity distribution
which allows RCWA to match it’s outputs with GenPro4. Lastly, we incorporate local absorp-
tion to determine where in our material the light is absorbed, similar to the method introduced
by Brenner [30] and Kim et al. [31].

3.3.1. S-Matrix Formulation
S-matrices, also known as scatter matrices2, are often used in other area of optics and quan-
tum mechanics as a way of coupling input modes to output modes. Due to the robust nature
of their formulation as well as ability to be computed in parallel, the S-matrix formulation of
RCWA has gained popularity in the previous years [18, 22, 27].

S-matrices allow for the coupling of input and output waves via a single matrix multiplication.
In essence this method allows us to determine the power in each wave mode as it transitions
from one layer to the next. A generalized form of the S-matrix equation is given by equation
3.23, and a visual overview can be seen in figure 3.3.

[
C b

1

C f
2

]
=

[
Si

11 Si
12

Si
21 Si

22

][
C f

1

C b
2

]
(3.23)

Here the the mode coefficients C b
1 ,C b

2 ,C f
1 , and C f

2 describe the field just outside the i th
layer. The subscript indicate which layer and the superscript indicate the forward and back-
ward propagation direction. The S-matrix values are square matrices that quantify how much
energy is transferred into every eigenmode. Any arbitrary input field can be used and the S-
matrix for layer i will determine how much energy remains in each mode after the incident
field travels through that layer. A full derivation of how these S-matrices are calculated is given
in appendix A.

2Not to be confused with the scatter matrices used in GenPro4, which represent the angle intensity distribution
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Figure 3.3: The scatter matrix described how much energy is transferred throughout layer i as well as the bound-
ary conditions at interface ẑ1 and ẑ2

To calculate the S-matrix values we need the material properties and eigenvalues of the cur-
rent layer as well as the surrounding two layers. Not only does this require solving and storing
the eigenvalue problem for every layer to be used in the previous and next layers, it also pre-
vents us from parallelizing the computations. Fortunately, Rumpf [28] has re-formulated the
S-matrix approach to overcome these challenges and shown a speed increase of 23% com-
pared to the current formulation as given above.

By surrounding each layer in our device by a zero thickness vacuum layer we can eliminate the
need to store, or compute, the two surrounding medium eigenvalue problems. Additionally,
by now having a perfectly symmetric system (medium 1 & 2 in figure 3.3 being identical) the
scatter matrix calculations are further simplified. Each layer S-matrix can now be computed
with a single eigenvalue problem for the current layer i as well as the eigenvalues of free space.
These can be calculated beforehand and are used for every layer in our device.

Multiple S-matrices can be combined into a single global matrix through the use of the Red-
heffer star product [32] as given below

[
S AB

11 S AB
12

S AB
21 S AB

22

]
=

[
S A

11 S A
12

S A
21 S A

22

]⊗[
SB

11 SB
12

SB
21 SB

22

]
(3.24)

S AB
11 = S A

11 +S A
12

[
I−SB

11S A
22

]−1
SB

11S A
21

S AB
12 = S A

12

[
I−SB

11S A
22

]−1
SB

12

S AB
21 = SB

21

[
I−S A

2 SB
11

]−1
S A

21

S AB
22 = SB

22 +SB
21

[
I−S A

22SB
11

]−1
S A

22SB
12

(3.25)

In the case of a multi layer RCWA analysis, SB would represent the current scatter matrix and
S A would be the previous layer. To be further memory efficient we can generate global scatter
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matrix that will be updated after every layer. Then S A would represent the previous global
matrix, SB the current layer matrix, and S AB the new global scatter matrix.

By updating the global scatter matrix for every layer we have no need to remember all scatter
matrices for every separate layer, as these are incorporated into the global matrix. This has the
benefit of being much more memory efficient as only two matrices need to be remembered,
the current layer matrix and the global scatter matrix. After calculations of all layers has been
completed, the reflection and transmitted field can be calculated. To do this we need to create
a source plane wave. As we are working the the Fourier domain, this corresponds to a delta
function at the zero order mode given by ci nc .

The incident light propagates in the forward direction from medium one into the structure.
We make the assumption that no light is incident from the opposite direction. This isn’t al-
ways correct within solar cells. Therefore, the simulation will be run twice to account for light
incident from the opposite direction. This is done because the RCWA as formulate here cal-
culates relative power transmitted and reflected. As we don’t know the relationship between
the relative power reflected back into the structure we can ignore it and re-run the simulation
for light incident from the bottom of the cell. This also fits the procedure used by the SSM and
other models currently incorporated into GenPro4.

The reflected (cr e f ) and transmitted (ctr n) wave modes can now be calculated via the following
relation:

[
cr e f

ctr n

]
=

[
Sg l obal

11 Sg l obal
12

Sg l obal
21 Sg l obal

22

][
ci nc

0

]
(3.26)

We can now use the mode coefficients and equation 3.18 to calculate the transmitted and re-
flected fields

[
rx

ry

]
= Wr e f cr e f (3.27)

[
tx

ty

]
= Wtr nctr n (3.28)

Lastly, to determine the overall field solution we need the longitudinal component of the field.
This can be done by using Maxwell’s divergence equation leading to

rz =−Kxrx +Ky ry

kr e f
z

(3.29)

tz =−Kx tx +Ky ty

k tr n
z

(3.30)

Now we can calculate the total reflection Rtot and transmission Ttot power of all wave modes

|~r |2 = |rx |2 +
∣∣ry

∣∣2 +|rz |2 (3.31)
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R =
Re

[
−kr e f

z

]
Re

[
ki nc,z

] |~r |2 (3.32)

Rtot =
∑

R(p, q) (3.33)∣∣~t ∣∣2 = |tx |2 +
∣∣ty

∣∣2 +|tz |2 (3.34)

T = Re
[
k tr n

z

]
Re

[
ktr n,z

]∣∣~t ∣∣2
(3.35)

Ttot =
∑

T(p, q) (3.36)

3.3.2. Angular Intensity Distribution
To incorporate RCWA in to GenPro4 the angular intensity distribution (AID) is needed as this
is used in the net radiation method as mentioned in section 2.2. Given that RCWA is a Fourier
method, the solution to the diffraction problem takes place on the flat k-space as can be seen
in figure 3.4.

Figure 3.4: Coordinate transfer from curved spherical coordinates to the flat k-space [6]

We can make use of the coordinate transform between k-space and the spherical coordinates
(φ,θ) to determine the direction of each wave.

Kx = k0n1,2si nθcosφ (3.37)

Ky = k0n1,2si nθsi nφ (3.38)

We can now relate every point on k-space to a combination of angles (φ,θ), however, GenPro4
only makes use of the inclination angle θ. This simplification is due to the isotropic nature of
solar cell materials, thus allowing the AID to be independent of φ. We can therefore average
over all azimuth angles (φ) and simplify the coordinate transfer to

K 2
x +K 2

y = k2
0n2

1,2si n2θ (3.39)

This method is similar to that used by Jäger [6]. We can now use RCWA to determine the power
transmitted or reflected in every point in k-space. A simple validation of this model through
the simulation of a binary grating is given in section 4.1.1.
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3.3.3. Local Absorption
Within solar cells light is absorbed due to the complex index of refraction of the material, also
known as the extinction coefficient. RCWA used the law of conversation of energy to determine
a global absorption value Ag l obal :

Ag l obal = 1−Rtot −Ttot (3.40)

Within solar cells many layers are absorbing and may not contribute to the energy produced by
the cell. This is often referred to as parasitic absorption. Therefore, a general global absorption
as given by equation 3.40 does not give the spacial resolution needed to determine how much
light is parasitically absorbed and not. We must therefore determine the local absorption.
Brenner [30] has developed a simple and stable method to achieve this. We can calculate the
absorbed power Pa per unit volume as given below

Pa = ε0ω

2

Ñ
Im(ε(r ))|E(r )|2dV (3.41)

Here, the product of the complex permittivity and magnitude of the electric field gives us the
local absorbed power per unit volume. Given the incident field is of unit amplitude, this equa-
tion can be further simplified, thus allowing us to use the relative dimensionless electric field
as given by RCWA. Discretizing leads the following summation:

Pr el ,a = δz

N x N y

k2
0

ki nc,z

N x∑
j=1

N y∑
i=1

N z∑
k=1

Im
(
ε(x j , yi , zk )

)∣∣Er (x j , yi , zk )
∣∣2 (3.42)

With N x,N y ,N z the total number of points in the x,y , and z directions respectively. The spa-
cial resolution in the z direction is given by δz and the incident wave in the z direction ki nc,z

(see equation A.8). Lastly, the electric field at every point within our structure is not directly
an output given by RCWA, however, this can easily be calculated given the mode coefficients
within each layer.

Internal Mode Coefficients
The mode coefficients within each layer describes the power of each wave in both the forward
and backward directions, as described in section 3.3.1. In our implementation of RCWA, we
make use of S-matrices to couple the mode coefficients of one layer to the two surrounding
layers. In this way we can we can use the global scatter matrix to solve for the unknown, exter-
nal, coefficients cr e f and ctr n as given in equation 3.26. These values can now be used to solve
for the mode coefficients between each layer of our device, similar to the method developed
by Kim et al. [31].

The reflected and incident waves, and thus their mode coefficients, remain constant indepen-
dent on which internal modes we calculate as they are only dependent on the total device
scatter matrix SN

g . To determine the internal modes, we need to solve for the incident and
reflected wave modes previous to every layer i , as given in equation 3.44.

[
cr e f

ctr n

]
=

[
SN

G

][
ci nc

0

]
(3.43)
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[
cr e f

c f
i

]
=

[
Si−1

G

][
ci nc

cb
i

]
cb

i =
(
Si−1

G(12)

)−1 (
cr e f −Si−1

G(11)ci nc

)
c f

i = Si−1
G(21)ci nc +Si−1

G(22)c
b
i

(3.44)

As previously explained, our device layers are separated by zero thickness free space. The

Figure 3.5: The global scatter matrix for layer N −2 is used to calculate the wave mode coefficients for the layer
N −1

mode coefficients as currently given are within the free space gap medium. We can use equa-
tion A.1 to solve for the mode coefficients directly within the layer i at ẑ = 0. Given the mode
coefficients we can determine the local E field at every point within our simulation domain. A
derivation for this is given in appendix section A.3. For the internal E field calculations we need
the eigenmodes, eigenvalues, and eigenvectors per layer. This greatly increases the memory
resources needed, and thus will affect the maximum number of Fourier modes that can be
calculated.

3.4. Conclusions
We have introduced a basic overview of RCWA as well as a few improvements, such as S-matrix
formulation, angle intensity distribution, and the internal mode coefficients needed to deter-
mine local absorption. We also discussed the Gibbs phenomenon and how it can lead to in-
accuracies within RCWA. For a more thorough explanation of RCWA and its components Auer
[27] and Moharam et al. [26] can be referenced. In the following chapter, we will validate our
RCWA model and demonstrate the integration with GenPro4.





4
Model Validation and Integration

In this chapter we will validate the RCWA implementation as described in the previous chap-
ter. This will be done through comparing with a simulation of a CIGS solar cell with nano-
textures. Additionally, we will demonstrate the fully integrated RCWA model in GenPro. Lastly,
a discussion with lessons learned can be found in the final section.

4.1. Nano-textures CIGS Solar Cell
As mentioned in the chapter 2, nano-textured interfaces have been implemented into solar
cells to limit the reflection. Within the PVMD group research into solar cells with these types
of surface texturing has been conducted. Due to the lack of alternatives, FEM commercial pro-
grams have been used to investigate the optical effect of these cell structures. We can use the
results from previous research to validate the RCWA model, thus creating a direct comparison
between RCWA and FEM.

We will use the FEM results from Rezaei et al. [33]. A simple overview of the cell structure can
be seen in figure 4.1. Rezaei et al. optimized layer thickness to maximize current generated in
a 750 nm CIGS absorber layer within a solar cell. Above the thick absorber layer, there are sev-
eral non-conformal layers, from top to bottom: aluminum-doped zinc oxide (AZO), intrinsic
zinc oxide (i-ZnO), cadmium sulfide (CdS), and underneath a molybdenum (Mo) back con-
tact. Due to confidentiality, the exact dimensions and thickness of the top layers can not be
presented here. However, it can be noted that the period of all interfaces is 330 nm. The metal
back contact is an exception to this with smaller texturing with a period of 30 nm.
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Figure 4.1: Solar cell structure to be simulated with FEM model and RCWA [33]. The exact dimensions of all layers
is confidential.

With a period of just 330nm this solar cell makes use of subwavelegth structures for almost the
entire AM 1.5 spectrum. To validate the RCWA model we will be modeling the entire structure
with only the improved RCWA as presented in chapter 3, thus not yet integrating with GenPro4.
This will allows use to determine where differences arise and how they directly correlate to
RCWA. All simulations were done on a workstation with 2× 6 core Intel® Xeon® (3.47 GHz)
CPU with 128 GB of system memory (RAM). An overview of simulation parameters can be
seen in the table below:

Fourier Modes 17

Layers 1750

Wavelength Range 350-1100 nm

Resolution x 1 nm

Resolution y 1 nm

Resolution z 0.5 nm

Due to limited time, steps of 50 nm were taken throughout the entire wavelength range. To
minimize the effect of the staircase approximation a large number of layers were used, leading
to a layer thickness just under 1 nm. All simulations were done with only TE polarized light at
normal incidence. The results of all simulations for both RCWA and FEM are given in figure
4.2.

We see very good agreement between the FEM and RCWA model over a large wavelength
range. However, at the tail end of the wavelength (> 1000nm) we see clear deviation in both
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(a) Total Reflection (b) Absorption AZO

(c) Absorption iZnO (d) Absorption CdS

(e) Absorption CIGS (f) Absorption Mo

Figure 4.2: RCWA vs FEM validation for nano-textured CIGS solar cell
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the reflection and molybdenum back reflector absorption values, 37% and 12% difference re-
spectively . This is due to the difficulty of simulating materials with high (complex)refractive
index. Generally this mismatch can be solved by increasing the number of Fourier modes.
Unfortunately, for metals, this would require a hundred or even several hundred modes, as
demonstrated by Fitio et al. [34]. Due to our large simulation domain, this is not possible.
Additionally, simulations with this number of Fourier modes would require an extraordinary
amount of computer resources, as will be further explained in section 4.2. By not accurately
modeling the back metal reflector we observe an increased reflection back into, and out of,
the cell (figure 4.2a). This also leads to increased absorption in the other layers as the e-field in
these layers is also higher. However, due to these layers having very low extinction coefficients
very limited error is observed in the dielectric layers (figures 4.2 b-e).

Lastly, we can also observe a slight divergence at 350 nm in figure 4.2e. Unlike the error at the
higher wavelength, this is not due to the inability to correctly model the back reflector with 17
Fourier modes. Evident from the reflection and Mo absorption value (zero due to all light being
absorbed) being equivalent to the FEM model. However, these two phenomena are related as
they are both solved through the use of additional Fourier modes.

At 350 nm GIGS has an refractive index of 2.35− i 0.724. Although 17 Fourier modes should
be enough to correctly model a material with a index of refraction in this order, instabilities
still occur. This is mainly due to the inversion of the s-matrix when calculating the internal
mode coefficients, see chapter 3.3.3. If an insufficient number of modes are used, materials
with higher complex refractive index can cause instabilities in this step of the calculations,
although this is not guaranteed. The simple solution is to increase the number of wave modes:

RCWA 17 modes 0.1016

RCWA 23 modes 0.0476

FEM 0.0470

Table 4.1: GIGS absorption values at 350nm. By increasing the number of Fourier modes used we can increase
the accuracy of the RCWA model.

It is also worth noting that this error is also wavelength dependant. By increasing the wave-
length the amount of energy found in the higher diffraction modes decreases. This also has
the benefit of creating a more stable internal mode calculation. So even though at 400 nm the
refractive index increases, to 2.72− i 1.03, the error with just 17 Fourier modes decreases, as
can be seen in figure 4.2e. Here, the GIGS absorption value is 0.274 with the RCWA model and
0.258 with the FEM model.

4.1.1. Scalar Scatter Model vs RCWA
In section 2.2.1 we saw the limitations of the current wave model, scalar scatter model, when
modeling a interface with light traveling from an area of high refractive index to an area of low
refractive index (see figure 2.5b bottom right quadrant). To demonstrate the ability of RCWA
to overcome this drawback we will simulate a binary grating, see figure 4.3.

This structure was chosen as the angle distribution is given by the grating equation

ntr n si nθtr n = ni nc si nθi nc +m
λ

P
(4.1)
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Figure 4.3: Binary grating to be simulated with RCWA and the scalar scatter model. The exact number of diffrac-
tion order is not correct for these parameters, but is illustrated to demonstrate the diffraction effect of such a
grating.

All values are given in figure 4.4. As we are only interested in the accuracy of the output angles
and not necessarily the output power we can use any number of Fourier modes larger then 5
(as this is the minimum umber needed to simulate all allowed wave modes over all angles).
The angle distribution as calculated by equation 4.1 can be seen in figure 4.4. Additionally, the
scatter matrix from the SSM and RCWA can be found in figure 4.5a and 4.5b respectively, now
with logarithmic scale.

Figure 4.4: Angle distribution as calculated form the grating equation.
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(a) Transmission scatter matrix for
binary grating from SSM.

(b) Transmission scatter matrix for
binary grating from RCWA.

As we are simulating a two dimensional grating with a three dimensional simulation, we can
see an interesting phenomenon in the RCWA scatter matrix, figure 4.5b. We can observe ad-
ditional very faint blue lines at angles larger than 50 degrees. These lines are not observed in
the angle distribution form the grating equations, so they are not excepted. However, as this is
a three dimensional simulation, we also simulate the diffraction in all three dimensions. This
leads to conical diffraction, despite that not being expected with a two dimensional grating.
This has the effect of having slight energy leakage into these allowed diffraction angles. Fortu-
nately, these lines are several orders of magnitude lower than the expected diffraction angles
and only become observable with a log plot such as this.

4.1.2. RCWA vs Ray Model
Within GenPro we can choose between three different models to simulate an interface: flat,
ray, and wave model. The ray tracer can be used to model flat and large (micro) textured sur-
faces. The flat model, per definition, can only model flat interfaces and the wave, now RCWA,
model can be used for flat and small (nano) textures. Ideally we would like to transition seam-
lessly from one model to the next, however, it is difficult to determine when these models are
valid for the structure they’re simulating. To investigate the ability of the wave (RCWA) model
to simulate larger textures a periodic sine form structure was investigated with a period of 3
micrometers. For the material ITO was chosen as this has a low index of refraction, thus lim-
iting the number of allowed diffraction modes. The reflection values for this simulation for
several Fourier modes and layer numbers are given in table 4.2. Unfortualty, RCWA did not
converge for any structures significantly larger than its wavelength. We could try and combat
this issue by using a very large number of Fourier modes, however, due to time limitations this
was not pursued in this thesis. As modeling 53 Fourier modes requires a simulation time in
excess of 16 hours, and computational complexity grows to the fifth order with respect to the
number of Fourier modes [19, 27]. Other researchers, did see good agreement between ray
tracer and RCWA [19]. This leads us to believe this is possible, at least for specific materials
and texture shape.
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Table 4.2: Reflection values for sine textured ITO with a period of 3 micrometers and incident wavelength of 900
nm.

Ray model 0.0289

RCWA 43 modes 50 Layers 0.0195

RCWA 43 modes 100 Layers 0.0198

RCWA 53 modes 50 Layers 0.0202

4.1.3. RCWA vs Flat Model
Alternatively, we can decrease the textures surface and compare the results with that of a flat
interface. By keeping the aspect ratio (ratio of height to period, 1:4) and wavelength (300 nm)
constant, we decreased the period and compared the results to a perfectly flat interface. As ex-
pected, with sufficiently small textures the reflection values converge to that of the flat model,
see figure 4.6.

Figure 4.6: By decreasing the texture period we can see an converges with the flat refection values at significantly
small period size.

4.2. Discussion
During these simulations a few note worthy things have been discovered and will be discussed
here.

Firstly, materials with high absorption are difficult to simulate with RCWA. Due to the large
contrast in permittivity at the interfaces in combinations with the higher number of allowed
wave modes, highly absorbing materials require a large number of Fourier modes to simulate.
Generally, all dielectrics are much more absorbing at the lower wavelengths and less absorb-
ing at higher wavelength. Therefore, when the number of Fourier modes used in the RCWA
is not varied we see that the accuracy of our results becomes lower at these high absorbing
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wavelength. As was the case for the CIGS simulation at 350 nm, where the inadequate number
of Fourier modes resulted in inaccuracies in the local E-field calculations.

A simple solution to this issue would be to do additional sensitivity analysis and vary the num-
ber of Fourier modes used per wavelength. This can become very time intensive, thus alter-
natively a single sensitivity analysis can be done at the lowest wavelength when the dielectric
materials are the most absorbing and these parameters can be used throughout the whole
simulation.

At longer wavelengths we also observed a deviation from the FEM model. This was due to the
inability to accurately model a metal interface with the number of Fourier modes used. Unlike
dielectrics, metals are highly absorbing at all wavelengths. To accurately model these materials
other researchers have used several hundred Fourier modes [34]. This is neither time efficient
nor physically possible with the computer resources available. Fortunately, when integrating
with GenPro every interface can be simulated separately and with unique RCWA setting (i.e.
number of layers and Fourier modes). For this case specifically, the simulation domain for
the GIGS- Mo interface could have been simplified significantly. As the period of the metal
interface texture is just 33nm.

Additionally, computer resources are often times the bottle neck with respect to the simulation
complexity. In RCWA we can adapt several factors to adjust the computational complexity of
the simulation: number of Fourier modes, number of layers, and local E-field resolution. The
standard RCWA (without local E-field) is much more memory efficient due to the S-matrix
formulation. We are then limited by the large permittivity function as this grows quadratically
with the number of Fourier modes, and linearly with the number of layers. If the local E-field
calculation is desired, we must save the S-matrix parameters for every layer. This significantly
increases the memory resources needed. The resolution of the E-field has a linear effect on
memory resources as well as computational time.

For the CIGS simulation, our large domain and high E-field resolution was the largest con-
tributing factor to the simulation time. Contrarily, for the Ray vs RCWA simulations (section
4.1.2), the local field was not needed thus the simulation time was dominated by the number
of Fourier modes used. The simulation time with high number of modes became so long that
further analysis of this topic was not pursued. Nevertheless, computer resources are ever ex-
panding, and the ability to model materials with very high resolution and Fourier modes will
be possible in the future.

Lastly, a few key takeaways with respect to RCWA settings:

• The height matrix of your texture needs to be very high resolution. From this, the Fourier
transform is taken and an inadequate resolution will give an inaccurate Fourier trans-
form if very thin layers are used.

• Larger textures require more layers to overcome the staircase effect.

• Materials with high complex permittivity need a high number of Fourier modes to over-
come instabilities.

• Local E-field calculations can be unstable if an insufficient number of modes are used.
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4.3. Conclusion
We have proven validity of RCWA over a large wavelength range through the comparison with
a FEM analysis previously conducted by Rezaei et al. [33]. Additionally, we have seen the abil-
ity of RCWA to integrate fully with GenPro4 and overcome the drawback of the current wave
model (SSM) by producing an accurate scatter matrix for a binary grating. Unfortunately, we
were not able to demonstrate convergence between wave and ray optics, as the system be-
comes too large for RCWA to simulate. For very small textures, RCWA converges with the
GenPro4 flat model as is expected for sufficiently small textures. In the next chapter we will
present a case study of perovskite/silicon tandem cell to further demonstrate the ability of
GenPro4 plus RCWA to quickly and accurately optimize nano-textured interface.





5
Perovskite/Silicon Tandem Cell

In this chapter we will present a case study of a perovskite/silcion tandem cell. The aim of this
case study is to demonstrate the ability of the new RCWA plus GenPro4 to quickly and easily
model real world cell structures. This will be achieved through simulating a perovskite/sil-
icon tandem cell as presented by Jäger et al. [35], and by comparing a variety of interfaces
morphologies to improve overall cell performance. We will first introduce some modification
made to the RCWA code to better integrate with GenPro4.

5.1. Integration with GenPro4
Up until now we have demonstrated the validity of only the RCWA model. However, the goal of
this research is to demonstrate how RCWA can be properly integrated into GenPro4. To achieve
this we must first adapt the RCWA code used in the previous validation to better integrate
with GenPro4. Other then slight modification to incorporate GenPro4’s input variables (i.e.
refractive index, coatings, and texture height matrix), we also have to adjust the simulation of
the reflection and transmission regions.

In the previous validation, the incident/refection region was air. With an extinction coefficient
of zero, air is non-absorbing medium. This allows us to easily calculate the reflected field as
the incident field is of unit amplitude and completely real. However, if the incident medium
is absorbing, the incident field become non-unitary and this leads to errors in our reflection,
transmission, and absorption calculations. To overcome this issue we will ignore the complex
portion of the refractive index. This will allow us to use RCWA at interfaces embedded in the
solar cell, where the incident medium is also a dielectric. It should be noted that this could
lead to slightly inaccurate reflection and transmission values if the incident medium is highly
absorbing.

Lastly, GenPro4 currently does not provide a method of outputting the absorption of the trans-
mission layer as this would not be compatible with the calculation of depth resolved genera-
tion profile. Therefore, the complex refractive index for the transmission region will also be
ignored. This will allow all the light to pass through to the following layer and allows GenPro4
to determine the absorption. Similarly, this will also affect the transmission and reflection
values calculated by RCWA. This can be demonstrated by plotting the reflection values for a
variety of extinction coefficients for a planar air/perovskite interface, given in figure 5.1.
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Figure 5.1: Reflection values for air/perovskite planar interface for varying wavelength. With extinction coeffi-
cient ignored (blue) and included (orange)

For dielectrics, such as perovskite and silicon, the complex portion of the refractive index is
of the same order of magnitude as the real portion at shorter wavelengths (<400 nm). This
leads to significant discrepancies in the reflection values, as is indicated by the orange line in
figure 5.1. However, at longer wavelengths, the extinctions coefficient decreases an order of
magnitude and leads to similar reflection values to that of non-absorbing (zero extinction co-
efficient) material. We must, therefore, be cautious with results at shorter wavelengths, where
the extinction coefficient would lead to higher reflections than we will simulate.

5.1.1. GenPro4 Dashboard
To better understand the usability of RCWA within GenPro4 we will introduce a small portion
of the dashboard used in this case study.

1 ...
2 %interface 1: between layer 1 and 2 (air/Perovskite)
3 Int(1).model = 'wave'; %choose model ('ray' 'flat' or 'wave')
4 Int(1).Z = height_matrix; Int(1).xy = [0.15,0.15]; %Period in um
5

6 Int(1).coat(1).med = 'LiF';
7 Int(1).coat(1).thi = 110; %in nm for wave model else um
8

9 Int(1).coat(2).med = 'IZO';
10 Int(1).coat(2).thi = 090; %in nm for wave model else um
11

12 Int(1).coat(3).med = 'SnO2';
13 Int(1).coat(3).thi = 010; %in nm for wave model else um
14

15 Int(1).coat(4).med = 'C60';
16 Int(1).coat(4).thi = 023; %in nm for wave model else um
17 ...

Parameters such as structure height, layer and coating thickness, and even optical model used
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can be identified and adjusted with a single line of code. The interface morphology, line 4,
is given by a single matrix. This matrix can either be self generated, which was done in this
case study, or taken from a atomic force microscope measurement. All coatings, lines 6-16,
are places on-top of the interface and form conformal textured layers. Given table 5.1 and
minimal coding knowledge, all data used in this case study can be easily reproduced with just
two days of simulations. This helps demonstrate the usability of RCWA in future solar cell
design. A full overview of the code used, with further explanation, can be found in appendix
B.

5.2. Simulations
All simulations will be done with GenPro4, with the nano-sine form textured being modeled
using RCWA. We start with three different cell structures: all planar layers, nano-sine texture
between the silicon and perovskite, and a fully textures conformal nano-sine form layers. An
overview of all three cell designs can be seen in figure 5.2. Unlike the nano-sine textured inter-
faces described in the paper [35], we will simulate all textures with a period of 150 nm and a
variety of heights: 50, 100, 200 nm. By reducing the period of the nano-textures we can reduce
the number of Fourier modes needed to accurately simulate the cell. This will allow us to sim-
ulate the nano structures more quickly as only a 17 Fourier modes are needed for a texture of
this size. An overview of all layers and simulation parameters is given in table 5.1.

Figure 5.2: The three cell structures to be simulated using GenPro4 with RCWA [35]. The rear textured cell has
nano scale sinus form between the perovskite and silicon layers. The full textured cell has has a conformal texture
from the silicon layer to the top, and the planar design has only flat interfaces.
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Table 5.1: All layer thickness given in manometers expect form crystalline silicon which is in micrometers [35].
Below is the RCWA settings where the number of Fourier modes is decreased at higher wavelengths to conserve
time.

Lithium fluoride (LiF) 110

Indium zin oxide (IZO) 90

Tin oxide (SnO2) 10

C60 23

Perovskite 569

Indium tin oxide (ITO) 21

Nanocrystalline silicon oxide (nc-SiO) 107

Intrinsic amorphous hydrogenated Si (a-SI:H) 5

Crystalline Silicon (um) 300

Fourier modes 300-500 nm 17

Fourier modes 600-1200 nm 15

Layers 100

Local E field res. x (nm) 4

Loacl E field res. y (nm) 4

Loacl E field res. z (nm) 3

Within GenPro4, we can choose the dimension of every texture at every interface between lay-
ers. On top of these layers, coatings can be added to be simulated coherently; with RCWA if
nano-textured or TMM if planar. The layers, in our case crystalline silicon and perovskite, will
be simulated incoherently. It is worth noting that the coherence length of sunlight is approx-
imately, 0.6 micrometers Lee et al. [36]. Thus the assumption that the perovskite layer can be
simulated incoherently may cause inaccuracies in our results compared to experimental data.
Nevertheless, it was chosen to split the cell in this way to allow for the simulation of different
texture sizes between each layer: air-perovskite and perovskite-silicon.

In figure 5.3, we can see the area plot of the fully planar reference cell. Followed by figures 5.4a
and 5.4b, where the different textured cell area plots are given with the mythologies as seen in
figure 5.2. With a reflection value of 1.4 mA/cm2, the fully textured cell has far superior reflec-
tion performance compared to the remaining two designs, with refection value of 2.3 mA/cm2.
However, the rear textured cell has the best performance. Tandem cells have absorption layers
in series, meaning the total current of the cell is controlled by the layer with the lowest current,
in our case the c-Si layer. Due to the rear textured cell having a higher current in the c-Si layer,
see figure 5.4a, this cell will perform best.



5.2. Simulations 39

Figure 5.3: Area plots of GenPro4 with RCWA simulation of planar Perovskite/Silicon tandem cell. With the orange
and purple lines representing the area absorbed by perovskite and silicon respectively.
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(a) With a period of 150 nm and height of 200 nm, the rear textured tandem cell area plot.

(b) The fully textured conformal tandem cell are plot, with a period of 150 nm and height of 200 nm



5.2. Simulations 41

We will vary the texture in a single layer while keeping the other constant, this will allow us to
compare all combinations of texture dimensions as given in figures 5.6. Additionally, we can
see the effect on absorption by varying the fully textured design height in figure 5.5.

Figure 5.5: Absorption plot for a variety of texture heights. All heights are conformal for the first two interfaces:
perovskite-air and perovskite-silicon. In the legend the current for every absorption layer with respect to the
texture height can be seen.

Figure 5.6: All combinations of texture heights and the respective current per absorption layer. All values are
given in mA/cm2.
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Figure 5.7: The summation of current generated in perovskite and silicon layer with varying front interface
heights (x-axis) and varying rear interface heights (y-axis).

As can be seen in figure 5.6, the cell with front texture height of 100 nm and rear texture height
of 200 nm has the best performance with a current of 20.4 mA/cm2. Further performance can
be gained by adjusting the layer thickness to better balance the current over both layers, this
is known as current matching. To determine the performance of the current matched cell, we
take the sum of the current generated in each layer as given in figure 5.7. After current match-
ing, the total cell current will be approximately equal to the values given in figure 5.7 divided
by two. Giving us an optimal performance of 20.75 mA/cm2. A significant improvement over
the 20.35 mA/cm2 generated by the current matched planar cell. Additionally, electrical per-
formance can also play a major role with cell design. However, nano-sine form structures on
perovskite have shown to have good electrical performance [37].

5.3. Conclusion
In conclusion, we set out to demonstrate the ability of GenPro4 plus RCWA to quickly model
difference nano-textured cell structures. This was achieved within just two days of simula-
tion, allowing us to compare 16 different cell designs and choose a optimal texture size per
interface. If, additionally, current matching was applied, a current increase of 2% could be
realized. All simulations were achieved by only adjusting a single value for the height of the
nano-texture. This truly demonstrates the ability for RCWA to be used in combination with
GenPro4 without any advanced coding knowledge. Although no simulation model is perfect,
RCWA is user friendly, accurate, and quick for nano-textured interfaces.
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Conclusion and Recommendations

6.1. Conlusion
To further improve the light management and optical performance of solar cells, research into
nano-textured surfaces has led to a need for fast and accurate wave optics model. Currently,
within the PVMD group at the TU Delft, an optical solar cell simulation tool, GenPro4, is being
developed to allow for the quick optimization and analysis of solar cell designs. However,
the implemented wave optics model has limited accuracy and thus an alternative model was
sought. This thesis focused on the implementation of an improved wave optics model, and
the following research question were answered:

• What alternative wave optics model is best suited for integration with GenPro4?
Several alternative models were investigated and compared. The models were chosen
based on three selection criteria: speed, accuracy, and compatibility. Due to its robust
nature and adaptive complexity, the rigorous couple wave analysis (RCWA) was cho-
sen. This model has increased in popularity as stability improvements and numerical
efficiencies have been recently published. RCWA allows the user to choose the compu-
tational complexity by adapting the number of Fourier modes and sublayers used. Al-
lowing us to accurately simulate small nano-textures within several seconds, thus, much
faster than alternative modes (FEM or FDTD). Additionally, this model can be fully inte-
grated into MATLAB together with GenPro4. A single program can be used to model all
forms of interface texturing adding to the compatibility of this method.

• Can any speed or accuracy improvements be made?
By implementing the S-matrix formulation of RCWA we have increased the memory ef-
ficiency and speed. To fully integrate with GenPro4, we modified the output to generate
reflection and transmission angle intensity distributions known as scatter matrices. Ad-
ditionally, the local E-field was calculated to determine the absorption per unit volume
in our simulation domain, thus increasing the accuracy. This allows GenPro4 to deter-
mine the current generated per material in our device. All these improvements over the
standard RCWA allow for a fast and accurate integration with GenPro4.

• What computational or accuracy limits, if any, does the new model face?
To validate our version of RCWA we simulated a CIGS cell with nano-textured interfaces.
The results were compared to a previously conducted FEM analysis. We saw good agree-
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ment between the two models over a large wavelength range. However, the molybde-
num back reflector proved difficult to simulate leading to an absorption error of 12%
for this layer. To overcome this discrepancy, potentially several hundred Fourier modes
were needed for an accurate simulation. As this was not possible with the given compu-
tational resources, a clear limitation was discovered: highly absorbing materials, such as
metals, can not accurately be simulated given the current computer resources. Further-
more, we successfully simulated the angle distribution from a binary grating to prove
the ability of RCWA to overcome a limitation of the previous wave model. An additional
limitation was discovered when trying to simulate large micro-textures as these also re-
quire far more Fourier modes, and thus computer memory, than the computer resources
allowed.

Lastly, we presented a case study to demonstrated the fully incorporated RCWA plus Gen-
Pro4 model by simulating a perovskite/silicon tandem cell with nano-sine interfaces. Within
two days, 16 combinations of structure height were simulated and compared, and an optimal
height per interface was discovered. This exemplifies the ability of our new wave model to ac-
curately and easily be used in real world cell design. We have, therefore, achieved our research
goal of implement an improved wave optics model into GenPro4.

6.2. Recommendations
Lastly, a few recommendations are given below:

• Currently, only absorption in coating is able to be given to GenPro4. We can improve the
accuracy of the wave optics simulation by incorporating absorption for transmission re-
gion. The RCWA method is already able to do this, but GenPro4 does not yet support this
information. It is recommended to implement this as it would provide a more accurate
result.

• Further research into the transition from wave to ray optics for nano- to micro-textures
to better understand at which scale RCWA is valid. To start, the simulation done by Lokar
et al. [19] can be recreated.

• Implement adaptive Fourier modes. As we transition through the wavelength range we
can adjust the number of Fourier modes to speed up the total simulation.

• Due to the difficulty of knowing the number of Fourier modes necessary to accurately
simulate a specific structure/material it is recommend to create a database where previ-
ous simulation parameters can be recorded and used as indicator for future simulation
parameters.

• Lastly, re-run the validation simulation with the fully integrated RCWA plus GenPro4 to
determine if a metal interface with sufficiently small period can be modeled with current
computer resources.
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A
RCWA Derivations

In this chapter some derivations of RCWA components will be explained. These will give the
user further in site into the specific formulation used in this form of RCWA.

A.1. S-matrix
By choosing the ẑ to be equal to zero at every interface, the exponential term in equation 3.18
equals to zero expect within layer i . We can now use the generalized field equation (3.18) to
solve for the scatter matrix values within layer i .

[
W1 W1

−V1 V1

][
C f

1

C b
1

]
=

[
Wi Wi

−Vi Vi

][
C f

i

C b
i

]
(A.1)

[
Wi Wi

−Vi Vi

][
e−λẑ 0

0 eλẑ
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C b
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=
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2

C b
2

]
(A.2)

By substituting equation A.1 into equation A.2 and rearranging the terms to match the scatter
matrix form ( eq3.23), we are left with

Si
11 = (Ai 1 −Xi Bi 2 A−1

i 2 Xi Bi 1)−1(Xi Bi 2 A−1
i 2 Xi Ai 1 −Bi 1)

Si
12 = (Ai 1 −Xi Bi 2 A−1

i 2 Xi Bi 1)−1Xi (Ai 2 −Bi 2 A−1
i 2 Bi 2)

Si
21 = (Ai 2 −Xi Bi 1 A−1

i 1 Xi Bi 1)−1Xi (Ai 1 −Bi 1 A−1
i 1 Bi 1)

Si
22 = (Ai 2 −Xi Bi 1 A−1

i 1 Xi Bi 1)−1(Xi Bi 1 A−1
i 1 Xi Ai 2 −Bi 2)

(A.3)

Ai j = W−1
i W j +V−1

i V j

Bi j = W−1
i W j −V−1

i V j
(A.4)

Xi = e−λk0Li (A.5)

We can now simplify this formualtion by surrounding each layer with a zero thickness vacuum
layer. Since a vacuum is homogeneous and has unitary permitivity, the S-matrices become:
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Si
11 = Si

22 = (Ai 1 −Xi Bi 2 A−1
i 2 Xi Bi 1)−1(Xi Bi 2 A−1

i 2 Xi Ai 1 −Bi 1)

Si
12 = Si

21 = (Ai 1 −Xi Bi 2 A−1
i 2 Xi Bi 1)−1Xi (Ai 2 −Bi 2 A−1

i 2 Bi 2)
(A.6)

Ai j = W−1
i W0 +V−1

i V0

Bi j = W−1
i W0 −V−1

i V0
(A.7)

Each layer S-matrix can now be computed with a single eigenvalue problem for the current
layer i as well as the eigenvalues of free space given by W0 and V0.

A.2. Wave K vector
The wave vector k represents the Fourier decomposition of a plane wave. All allowed wave
modes can be determined using the grating equation as given bellow:

kx(p) = kx,i nc − k0pλ

Px

ki nc = k0n1(si n(θ)cos(φ), si n(θ)si n(φ),cos(θ)
(A.8)

With k0 the free space wave number as previously defined, λ the wavelength, and Px the
period structure in the x direction. The wave modes m are integer values between −∞ and
∞. These mode coefficients create a diffraction pattern around the spectral (zero order) mode
given by kx,i nc . A similar equation can be derived for the y direction by replacing all x values
with y and m with n. The incident wave vector in Cartesian coordinates is given by ki nc , where
θ and φ equaling the polar and azimuth angles of the incident light.

The z component can be determined via the following equation

k2
z,r e f ,tr n = k2

x +k2
y +k2

z

kz,r e f ,tr n = 2π

λ
nr e f ,tr n

kz,r e f ,tr n(p, q) =
√

k2
0nr e f ,tr n −k2

x(p)−k2
y (q)

(A.9)

The longitudinal wave vector (kz) needs to be calculated for both the reflection and transmis-
sion regions. If the reflection medium is losses, nr e f is purely real, kz,r e f will be either fully real
or fully imaginary. When the values become imaginary the wave corresponds to an evanescent
wave, or in other words, non-propagating waves. If a absorbing material is being simulated, kz

will always be complex due to the refractive index being a complex number. However, when
the real part become zero this again corresponds to an evanescent wave.

Clearly, a infinite number of wave modes is not possible to simulate, thus truncation needs to
take place. As can be seen in equation A.9, the x and y wave vectors are now limited to p and
q respectively. With p now being integers between −M and M . This leads to a total number
of modes in x direction p = 2M +1. Similarly, the toal number of modes in the y direction is
now q = 2N +1. The longitudinal wave vector kz needs to be calculated for every combination
of kx and ky . This can easily be done by using the MATLAB function meshg r i d(kx ,ky ). This
leads to the 2D arrays given below
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kx =

kx,−M ,kx,−M+1, ... ,kx,M−1,kx,M ,︸ ︷︷ ︸
Repeat q Times

...


T

(A.10)

ky =

ky,−N ,ky,−N , ... ,ky,−N ,ky,−N ,︸ ︷︷ ︸
Repeat p Times

...,ky,N ,ky,N


T

(A.11)

The kx array consists of all the wave modes in order and then repeated q time to give a total
number of elements equal to pq . The ky array is generated by repeating a all wave mode
q times in increasing order, thus also leading to an array size of pq . These two arrays can
now be placed into a diagonal matrices of total size pq ×pq . This is an important steps as all
calculations need to be done for all allowed wave modes. By placing the x and y components
into diagonal matrices, all calculations can be easily done with matrix algebra. The matrix
form of kxand ky are donated by Kx and Ky respectively.

A.3. Local E Field
Here a we will walk through the method of determining the loval E field value at every point in
our simulation domain. To start we need z components of the eigenvectors Wz and Vz

Wz = [ε]−1[−Ky ,Kx]V (A.12)

Vz = [−Ky ,Kx]W (A.13)

We now know how the wave propagate (their eigenvectors) and with how much energy (their
eigenmodes). The last thing we need to determine is the phase shift at every point in our
device

φx(x) = e−k0Kx x (A.14)

A similar equation can be determined for the y direction. In the z direction the phase shift is
determined by the calculated eigenvalues λi , thus varying per layer.

φz(z) = e−k0λi z (A.15)

Φz(z) =
(
φz(z) 0

0 φz(L)φz(−z)

)
(A.16)

The z phase component needs to be given in this way because it represents the forward and
backward propagating waves, as also is given by the forward and backward propagation wave
modes Ci We can now form the final formula in a similar from to equation 3.18.

Φx y z =φxφy MΦz Ci (A.17)

Matrix M represents the eigenvectors of all wave components:
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M =


W W

−Wz Wz

−V V

Vz Vz

 (A.18)



B
Case Study Example and Code

Here we will present the GenPro4 dashboard as used in the case study. Due to size of the RCWA
code, this will not be presented in this thesis. However, all components have been presented
in chapter 3 and appendix A.

1 clear Lay Int %clear workspace
2

3 load('AFM.mat','pyramids_20um') %load 20x20um height map
4

5 %===LAYERS===
6 Lay(1).med = 'air'; Lay(1).thi = inf;
7 Lay(2).med = 'perovskite'; Lay(2).thi = 0.569;
8 Lay(3).med = 'c-Si'; Lay(3).thi = 300;
9 Lay(4).med = 'air'; Lay(4).thi = inf;

10

11 %===INTERFACES===
12 Lx= 1000; %resolution of height matrix
13 h0 = 50; %sine height
14 height_matrix = Nano_sine(Lx,h0);
15 %interface 1: between layer 1 and 2 (air/Perov)
16 Int(1).model = 'wave'; %choose model ('ray' 'wave 'flat')
17 Int(1).Z = height_matrix; Int(1).xy = [0.15,0.15]; %period in um
18

19 Int(1).coat(1).med = 'LiF';
20 Int(1).coat(1).thi = 110; %*in nm for wave model
21

22 Int(1).coat(2).med = 'IZO';
23 Int(1).coat(2).thi = 090; %*in nm for wave model
24

25 Int(1).coat(3).med = 'SnO2';
26 Int(1).coat(3).thi = 010; %*in nm for wave model
27

28 Int(1).coat(4).med = 'C60';
29 Int(1).coat(4).thi = 023; %*in nm for wave model
30

31 %interface 1: between layer 1 and 2 (Perov/c-Si)
32 Int(2).model = 'wave';
33 Int(2).Z = height_matrix; Int(2).xy = [0.15,0.15]; %period in um
34 Int(2).coat(1).med = 'ITO';
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35 Int(2).coat(1).thi = 021; %*in nm for wave model
36

37 Int(2).coat(2).med = 'a-SiOx';
38 Int(2).coat(2).thi = 107; %*in nm for wave model
39

40 Int(2).coat(3).med = 'a-Si_i';
41 Int(2).coat(3).thi = 005; %*in nm for wave model
42

43 %interface 2: between layer 2 and 3 (c-Si/air)
44 Int(3).model = 'ray'; %use RAY-optics model
45 Int(3).Z = -pyramids_20um; Int(3).xy = [20,20]; %period in um
46 %=====================
47 S.wav = 00.3000:0.1:1.20;
48 S.n_rays = 100;
49

50 [Lay,Int,out] = GENPRO4(Lay,Int,S); %run simulation
51

52 function height_matrix = Nano_sine(Lx,h0)
53

54 height_matrix= zeros(Lx,Lx);
55 for i = 1:Lx
56 for j=1:Lx
57 height_matrix(i,j) = h0/2*(1+cos(2*pi*i/Lx)*cos(2*pi*j/Lx));
58 end
59 end
60 end

To start, we must introduce all layers in our device. Layers are calculated using GenPro4 and
are always modeled incoherently. The first and last layer are always of infinite thickness, the
remaining layers thickness is given in micrometers.

Next, we must determine the interface textures. In this case we generate our own height matrix
via the function Nano_sine (lines 52-60). It is very important to use a sufficiently high resolu-
tion grid, as this is crucial for an accurate Fourier transform. If this is not done, instabilities
can occur if a high number of layers is used.

Alternatively, we can use a atomic force microscope (AFM) measurement for our height matrix.
This is done in line 44 for the micro-textured silicon/air interface. Again, if AFM data is used
for the wave model, care needs to be taken to ensure high resolution. Thus, interpolation of
data may be needed.

For the wave model, all coating thickness need to be given in manometers, this includes the
height matrix. Contrarily, the period can be given in micrometers. An arbitrary number of
coatings can be added to an interface. All coatings are conformal to the height matrix and are
numbered from top to bottom. For example, LiF is the top coating and C60 is directly on top
of the perovskite layer. A figure of the real values in the permittivity matrix is given below:
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Figure B.1: Slice of the real values of permittivity matrix for sine texture with height of 50 nm.

The permittivity matrix is inverted to ensure that layer 1 of our permittivity matrix corresponds
to the top of our interface plus coatings. We can also check the thickness of each layer by
following these simple steps:

Number of layers = 125 (B.1)

total interface thickness (nm) = 50+110+90+10+23 = 283 (B.2)

thickness per layer = 283/125 = 2.264nm (B.3)

thickness of last coating (C60) = (103−93)∗2.264 = 10∗2.264 = 22.64nm (B.4)

We calculated a thickness of 22.64 nm. The discrepancy with the actual value of 23 nm is due
to the limited number of layers. Additionally, a clear staircase effect can be seen in figure B.1.
Both issues can be reduced with additional layers. However, visual inspection (such as this)
will not help determine the accuracy of simulations.

Lastly, simulation of a new morphology can easily be done by modifying either the height (line
13) or period of the sine texture (lines 17 and 33). Additionally, new GenPro4 settings have been
added to choose RCWA parameters: number of layers, resolution of local E-field calculations,
and number of Fourier modes.

1 function S = gp4_settings
2 ...
3 %===RCWA settings===
4 S.NL = 125; % Total number of layers
5 S.res_x= 4; % Resolution in nm in x direction for local field
6 S.res_y= 4; % Resolution in nm in y direction for local field
7 S.res_z= 3; % Resolution in nm in z direction for local field
8 S.PQ = 17; % Number of Fourier modes (must be odd)
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