
Abstract

The flow about a Series-60 (CB = 0.6) in a
channel is computed by a new hybrid approach to
capture most of the free-surface and viscous effects.
First, a fully nonlinear wave resistance code com-
putes the potential free-surface flow predicting the
squat. Then the Reynolds-averaged Navier-Stokes
equations are solved using the Baldwin-Lomax tur-
bulence model. This step uses the squat predicted in
the first step and the velocities at the lateral bound-
ary of the RANSE domain, which spans only a small
part of the channel width. The free-surface deforma-
tion is still neglected. An integrated propeller model
interacts automatically with the RANSE computa-
tions. Results for flow details agree well with ex-
periments for deep water and reproduce qualitatively
all influences of the shallow water. Remaining dif-
ferences are explained mainly by not capturing the
free-surface deformation in the second step.

1. Introduction

Consider a ship moving steadily ahead in the
center of a channel of constant depth and width at a
subcritical depth Froude number = Uo/../. <z 1,
where (J is the ship speed, g = 9.81m/s2, and h the
channel depth. The flow about the ship is steady
except for turbulent fluctuations. it is considerably
influenced by the shallow water. The influence of the
channel walls is for usual channel geometries of sec-
ondary importance. Resistance and sinkage increase
strongly near the critical depth Froude number, trim
may change its sign. These global changes reflect
changes in local flow detsils such as the wave pattern
or the pressure distribution on the hull. The 20th
IITC [1] surveys measurements of global and local
flow details for a Series-60 (C = 0.6) in a channel.
A correct computational prediction of the pressures
at channel bottom or the flow ¡n the aft region of the
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ship is difficult, because both viscous and free-surface
effects play an importent role.

Classical approaches following e.g. Sretensky
[2] or Inui [3] focus on the prediction of wave resis-
tance and wave pattern. They usually do not capture
e.g. the influence of squat on the flow field and neglect
ail viscous effects. We refer to Lap [4] and Thck [5] for
a more comprehensive review of classical and semi-
empirical approaches. More recently, Rankine singu-
larity methods (RSM) have been applied to compute
shallow-water flows about ships, using SHIFFLOW
[6], [7], [8], BEVA in Nautas [9], [10], panel codes of
the IfS in Hamburg [11) to [17], and Yasukawa's code
[18]. Delhonimeau [10], Bertram, [15] to [18], and
Yasukawa [18] include also side-wall effects for ships
in channels. Bai [19] used a finite-element approach
for simplified hull forms. The Duisburg Model Basin
VBD [20] investigatas various methods including an
finite-volume Euler solver around a river cargo vessel
in a channel. All these methods still neglect viscosity.
Linear RSM ([13, [18]) and methods based on volume
grids ([19], (20]) do not account for squat. Thus they
improve hardly results compared to clRssic& methods
in most cases.

Cura uses a different approach calculating
the flow for a Series-60 in a channel, [21], [22:1. His
RANSE (Reynolds-averaged Navier-Stokes equations)
solver captures viscous effects but neglects free-surface
effects, namely squat and trim. Cura predicts the
pressure at the channel bottom quite accurately and
discovers au error in published measurements,

Ei],
[23J, which "most probably explains previous differ-
ences between computations and f...] measurements"
Remaining discrepancies are attributed to turbulence
modelling, large grid cell distortion due to the wide,
but shallow channel, and the neglect of free-surface
effects.



We will present a combined numerical ap-
proach to capture most of these remaining effects.
In a first step, a nonlinear Rankine source method
will predict squat and trim for a ship in a channel.
In a second step, a RANSE solver will use a grid for
a ship fixed at the predicted squat and trim. The
latetal extent of the grid will be considerably smaller
than the actual channel. The velocities at the lat-
eral boundary of the RANSE computational dòmain
will be determined by the Ranidne source code. How-
ever, the free-surface elevation will still be neglected
assuming a flat undisturbed surface instead.

2. Computational Procedure

The flow is assumed to be symmetrical with
respect to the hull center plane coinciding with the
center plane of the channel. The problem is solved in
two steps. In the first step, the inviscid free-surface
flow in the channel is computed by a Rankine singu-
larity method (RSM). Linear source panels are dis-
tribu ted above, a finite section of the free surface.
The 'panels are numerically evaluated by approximat-
ing them by a four-point source cluster, [24}. On
the hull and the channel side wall, higher-order pan-
els (parabolic in shape, linear in strength) are '-dis-
tributed. Mirror images of the sources at the chan-
nel bottom enforce that no water flows through the
channel bottom. The nonlinear free-surface bound-
ary condition is met in an iterative scheme that lin-
earizes differences from arbitrary approximations of
the potential and the wave elevation, Fig.1, [121. The
radiation and open-boundary conditions are enforced
by shifting sources versus collocation points on the
free surface. [25] gives more detlls on the method.

We describe now the automatic grid genera-
tion for the free-surface grid. The base 'wave length'
is taken as A = The upstream end of the grid
is 1.5 max(0.4L, A) before FP for shallow water.
(For infinite water, the factor is 1.0 instead of 1.5).
The downstream end of the grid is max(O.6L, À)
behind AP. The outer boundary in transverse direc-
tion Bc is 0.35 of the grid length for unlimited flow,
but taken at the channel wall (0.SL in our case) for
a ship in a channel. The intended number of panels
per wave length is 10. The intended number of pan-
els in transverse direction is (BG - ¿x)/(1.5..x) + 1,
where x is the grid spacing in longitudinal direction.
However, if the intended number of free-surface pän-
eis plus the number of hull panels exceeds 2500 the
grid spacing in x- and y-direction is increased by the
same factor until this condition is met. The inner-
most row of panels uses square panels, the rest of the
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panels is rectangular with a sideratio (iy/x) of ap-
proximately 1.5. The panels follow a 'grid waterline'.
This is the upper rim of the discretized ship (1.5m
above CWL in our case) which is modified towards
the ends to enforce entrance angles of less than 310.
The channel wall grid follows the free-surface grid in
longitudinal dirèction. In vertical direction the num-
ber of panels is the next integer to (h.r)/(2a.x)+1,
but at least two. The uppermost row uses square pan-
els. The free-surface panels are desingularized by a
distance of z.

Input; initialize flow
field with uniform flow

'I
Set up system of equations

for unknown source strengths

Solve system of equations

Compute velocity etc. (up to 2.
derivatives) on free surface

Compute new wave height

Compute pressure on bottom

(STOP)

Fig.1: Flow chart of iterative solution

In a. second step, the viscous flow around the
ship is solved. The ship is assumed fixed at the squat
calculated in the first step. The deformation of the
water surface is neglected and the water surface sub-
stituted by a flat symmetry plane. The computa-
tional domain does not extend in lateral direction to
the channel walls. Instead, the inviscid velocities of
the first step are taken as boundary condition on the
lateral boundary. The RANSE solver is based on Ko-
dama's method, [26]. It solves the continuity equa-
tion including a pseudo-compressibility term and the
three momentum equations for incompressible turbu-

under-
relax c

Compute velocity on hull

Compute velocity etc.
on new free surface

Pressure integration

New sinkage and trim



lent flows. These equations are discretized in space by
cell-centered finite volumes. The inviscid fluxes are
evaluated by a third-order upwind scheme (MUSCL)
with the flux difference-splitting method. The vis-
cous fluxes are determined by central differences. The
algebraic Baidwin-Lomax model accounts for turbu-
lence, [27]. [29] gives more details on the method.

The propeller effect is considered by applying
an equivalent body force in the right-hand side of the
RANSE. Our RANSE solver with propeller effect is
based on Hinatsu's method, [29]. This considers the
body force in both thrust direction and rotative di-
rection. The propeller force distribution is estimated
by Yamazald's [30J an infinite-blade propeller theory.
The distribution obtained by this method depends
on the propeller inflow and has to determined by an
iterative procedure:

Solve the FtANSE for the ship without pro-
peiler

Calculate the wake distribution at the propeller
plane

Define the required propeller thrust as ship re-
sistance minus corrective towing force

Calculate the propeller forcedistribution using
a propeller program with inflow and required
thrust (as computed above) as input data

Solve the RANSE with equivalent body forces

If the resistance is equal to the required thrust,
end the calculation. If not, calculate the new
propeller inflow by subtrating the propeller in-
duced velocity from the wake distribution at
the propeller plane and go back to step 3)

This cycle is actually performed every 10 outer itera-
tions of the RANSE computation. No problems with
convergence were ever observed.

An H-O type grid is generated using Ko-
datna's implicit geometrical method, [31]. An ini-
tial algebraicly generated hull grid is modified so as
to satisfy requirements of orthogonality, smoothness,
clustering towards the ends, and minimum spacing.
Grid lines are clustered towards bow and Stern pro-
files in streamwise direction, and towards the hull in
radial direction. Bow and stern profiles are followed
by vertical grid lines avoiding the step curve approx-
imation of Cura, [21], [22]. The horizontal lines are
approximately orthogonal to the vertical grid lines,
and also to both the bow and stern profiles.
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3. Test Case: Series-GO

The method was applied to a Series-60 ship
(CB = 0.6, L = 6.096m, À =1:20). Results are com-
pared to experimental data of the Duisburg Model
Basin VBD. The lateral wall of the towing tank lies
O.8L from the center plane. Experiments were per-
formed for water depth-to-draft ratios h/T = 3.2,
2.0, 1.5, 1.2. We computed the cases given in Thble
I, Fig.2. We denote the case hIT = 3.2 as 'deep'
water, h/T 1.5 as 'shallow' water.

Thble I: Computed cases for Series-60

h/T = 3.2 'deep'

h/T = 1.5 'shallow'

H

-

Fig.2: Computed cases for Series-60 at F,.. = 0.15;
dotted line RANSE grid boundary

503 elements discretized the hull up to a height
of 0.23 T above the CWL, Fig.3. The free-surface
grid extended O.8L in lateral direction (to the chan-
nel wall), 0.6L ahead of FP and 05L behind AP.
96. 19 = 1824 elements were used to discretize this
area. This discretization resolve th wave pattern
coarsely, but is deemed sufficient to capture effects
relevant for squat and induced pressures. 962 = 192
elements were used to discretize the channel wall for
hIT = 1.5, 96 3 = 288 elements for h/T = 3.2.

Figs.4 show the RANSE grid for hIT = 1.5.
The grid extended 0.5E ahead of FP and L behind
AP. The lateral extent was O.2L. 100 24.50 = 120000
cells were used in total. The computations assumed
a kinematic viscosity of t' = 1.01. 106m2/s and a
water density of p = 1000kg/rn3.

hIT F,,, F, R,
3.2 0.15 0.363 7.0. 10
1.5 0.15 0.530 7.0. 10
3.2 0.16 0.387 7.5. 10
1.5 0.16 0.565
3.2 0.18 0.436 8.4.1.
1.5 0.18 0.636 8.4. 10
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4. Resistance test simulations

Local flow details of the first-step RSM com-
putation like wave pattern, Fig.5, pressure on hull,
and wave profile showed no irregularities. Free-surface
grid variations gave almost exactly the same results.

Fig.5: Wave pattern for F = 0.15 at hIT = 3.2 (top)
and hIT = 1.5 (bottom)

Table II gives the, computed and measured
squat for F = 0.15. The computations capture the
squat well. Measurements of various towing tanks,
[I], show considerable scatter of measured squat for
hiT = 1.5, ranging from t.T/L = 0.00236 to 0.00326.
Our computed result of 0.00269 lies well within this
bandwidth. The difference of 7% between measured
(VBD) and.computed squat may be due to instation-
ary flow effects in the experiments (VBD in personal
communication), but neglect of the boundary layer
may also contribute.

Table II: Sinkage and trim positive for bow
immersion) for Series 60 at F, = 0.15

The pressure at the channel bottom is dom-
inated by free-surface effects, namely the primary
wave system with its long wave trough along the ship
lengths. Towards the ends, the pressure at the chan-
nel bottom shows local maxima. The aft maximum
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is less pronounced due to viscous effects. RANSE
and RSM solution are blended with RSM solutions
taken between ±0.4L, RANSE solution otherwise.
The two solutions coincide in an intermediate region
so that the blended solution is smooth. The pres-
sure on the channel bottom is captured well for 'deep
water', Fig.6. For 'shallow water', the tendency is
captured well including a local maximum amidships,
Fig.7. The difference between experiments and com-
putations is 7%. For comparison, linear results of the
RSM code (first iterative step) are also given. The
hybrid CFD approach improves both the prediction
of the pressure minimum (due to the consideration
of squat and local wave trough) and the aft pres-
sure maximum (due to capturing viscous effects). We
attribute the remaining differences to the underpre.
dicted squat which in turn might be due to a not fully
stationary flow in experiments.

Gp
0.0

AP PP

Fig.6: Pressure coefficient Gp along center line on
channel bottom at F,.,, = 0.15; h/T = 3.206;

AP PP

Fig.7: Pressure coefficient Gp along center line on
channel bottom at F,.,, = 0.15; h/T = 1.5;
experiments (.), hybrid CFD (.), linear RSM (o)

Fig.8 shows contour lines of the axial veloc-
ity for F = 0.18, R,.,, = 8.4. iO. Unfortunately only
very few data were measured close to the hull. Sub-
sequently, the inner contour lines of the experimental
results cannot be very reliable. The original plots,
[1], [231, do not reflect the quality of the measured
data due to a poor plotting procedure. We therefore
plotted our own curves based on the data supplied
by VBD. In this way we wanted to exclude differ-
ences due to the employed plotting algorithms. Ex-
periments and computations agree well for h/T 3.2.

X

F,.,, = 0.15
experiment RSM

h/T 1T/L O 1T/L O

3.2 0.00118 0.00050 0.00120 0.00040
1.5 0.00285 0.00083 0.00269 0.00087

F,,, 0.16
experiment RSM

hIT T/L O txT/L O

3.2 0.00139 0.00058 0.00135 0.00051
1.5 0.00348 0.00116 0.00326 0.00107

experiments (.), hybrid CFD (.)

Cp
0.1

0.0

-0.1
2

-0.2 e 2
¶4

-0.3

-0.4 X



Shallow water strongly changes the experimental con-
tour lines. They are inflated at the lower regime and
get closer to the hull in the upper regime which makes
their overall circumferential contour smoother. The
computations capture this behaviour only qualita-
tively. The widening of the contour lines in the lower
regime is overpredicted. Cura's [21], [22] RANSE
computations show the same effect. Cura suspected
as reason for his discrepancies: "The overprediction
of widened contour lines in the lower regime is prob-
ably due to the neglected free-surface effects.

Especially the sinkage leads to higher block-
age, thus to higher local velocities and contour lines
closer to each other." However, our results indicate
that including the sinkage does not remove the dis-
crepancies. Cura's results agree better with experi-
ments than ours. Maybe the strong wave trough over
large part of the ship increases the blockage, but we
are surprised that this still effects the flow so far aft.
Turbulence modelling is a popular scapegoat. But for
such a slender hull, it should not have such a large
impact on the contour lines. Cura uses a different
turbulence model and his results are quite similar to
ours. This indicates that differences are rather due to
the physical model (neglect of free surface deforma-
tion) or differences between compûtational methods
and experiments as such. Computations including
the free-surface deformation and further model tests,
preferably from other towing tanks or with larger
model scales, might give more insight into this phe-
nomenon. With the data presently available, we can-
not explain the differences between computations and
experiments completely.

Fig.9a shows the computed pressure coeffi-
cient on 5 cross sections in the atbody for F = 0.16,

= 7.5 i0. (No experimental data were available
for F,. = 0.15). Shallow water induces strong low
pressure over an extended region of the ship. The
integral value of this effect is the increased squat.
The three-dimensionality of the flow for deep water is
shown by the curved pressure lines in the bilge region.
Shallow water makes the flow rather two-dimensional.
The pressures are nearly constant at each cross sec-
tion. This agrees qualitatively well with ail ITTC ex-
periments, [1]. For deep water, experiments of VBD
and our computations show differences in the order
of = 0.02. Various numerical tests produced
only little differences in the computed results. We
compared results for Fr. = 0.16, R = 3.2 10 with
experiments of the University of Iowa, [32]. The'dif-
ferent Reynolds number has virtually no effect on the
computational results, Fig.9b. Our results agree well
with the Iowa experiments. The differences between
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the Iowa and VBD measurements, but also the thifer-
ences between measurements on port and starboard
for the VBD measurements alone, are an indication
of the margin of uncertainty for the experimental re-
sults. Measuring pressure on the hull is difficult and
no criticismn of the experimenters is implied. We
just want to point out that in the aftbody apparently
the computations are already within the margin of
uncertainty of available experiments.

For shallow water, only VBD measurements
are available. Agreement is good for the two aftmost
sections. For the third section (x/L = 0.15), the
VBD measurements differ considerably between port
and starboard. Computations agree well with mea-
surements for one side. For the fourth and fifth sec-
tion, the experimental pressures are noticably lower
than computed pressures. This is to be expected:
Our viscous computations capture a numerically pre-
dicted squat, but not the deformation of the water
surface. The strong wave trough for shallow water
gives an additional blockage effect over the central
part of the ship that leads to higher velocities and
lower pressures. To capture this effect, the RkNSE
grid generator would have to incorporate the wave el-
evation predicted by the RSM code. At present, our
grid generator does not have this capability.

Integrating the pressures and shear stresses
gives the resistance coefficient (without wave resis-
tance) based on So = L2/5.83. The RANSE compu-
tations integrated the pressure over the whole ship
hull (including squat, excluding local wave deforma-
tion). The increase in resistance for shallow water is
predicted correctly. However, the resistance is over-
estimated, ThbIe III. The agreement is good for deep
water, better than usually for fuller hulls, because
the Series-60 is a slender hull with no flow separa-
tion in the aftbody. Subsequently the frictional resis-
tance dominates and this is predicted relatively ac-
curately by RANSE codes. We contribute the per-
fect agreement though to fortunate error cancellation.
For shallow water, the overestimation in resstance is
considerable. This is qualitatively expected. We ne-
glect the deformation of the free surface in the visco us
computation. This has two effects:

The actual wetted surface is smaller than the
wetted surface in the computation.

The blockage effect is underpredicted. In real-
ity the flow is faster, the boundary layer thin-
ner.

A crude correction for the fIrst effect is possible: We
computed the actual wetted surface with the RSM



Fig.8: Contour lines of the axial velocity u/Uo at 5%L before AP, F = 0.]8, R 8.4 10
hIT = 3.2 (left) and hIT 1.5 (right); - - - - VBD, CFD

0.0 0.1 0.2 0.3 0.4 0.5
c1, scale
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AP 0.1 02

Fig.9a: Pressure distribution for resistance test, F = 0.16, R,. 7.5 10e, exp. VBD, CFD

Fig.9b: Pressure distribution for resistance test, Pr. = 0.16, Rr. = 3.2 iü, o exp. Iowa, CFD
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Fig.10: Contour lines of axial veloáity t/Uo at 5%L before AP, F,.. = 0.18, R = 8.4. 106, with prop.
h/T = 3.2 (left) and hIT = 1.5 (right), - - - - VBD, CFD
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Fig.11: Pressure distribution for propulsion test, F, = 0.16,
exp. VBD (R = 7.5- 106), o exp. Iowa (Ri.. 3.2- i0), - CFD (R,.. = 7.5 106)



code. The ratio of the actual wetted surface to wet-
ted surface sumed by the HANSE computation is
0.9945 for both water depths. So, this effect is not
significant. Better quantitative agreement then re-
quires a RANSE grid that follows the free surface de-
formation. This could be achieved either by a hybrid
approach or by free-surface RANSE computations.

Thble III: Computed (w/o wave resistance) and
measured resistance coefficients

The employed turbulence model might also
contribute considerably to the error. The Baldwin-
1max model inherently assumes that there is only
one maximum in the flow proffle for the product of
wall distance and magnitude of vorticity at that point.
This assumption already requires some care for deep
water cases, as more than one local maximum may
appear, e.g. [331. For shallow water, a second maxi-
mum definitely wifi appear close to the channel bot-
tom. We confirm Graf who investigated the two-
dimensional flow around barges on shallow water, [34].
Maybe the Baidwin-Lomax turbulence model is gen-
erally unsuited for flows between two wails. In any
case, we share the wide consensus that CFD meth-
ods are not yet accurate enough to predict resistance
with practical accuracy.

5. Propulsion test simulations
The simulations for propulsion test required

some assumptions, but as far as possible the condi-
tions supplied by VBD were used'. Table IV gives the
propeller data used in the computations. The propul-
sion tests were performed for the ship self-propulsion
point. A corrective towing force was applied based
n ITTC-57 and CA = 0.0002.

Fig.l0 shows the contoui lines of the axial ve-
locity for F,.. = 0.18, R,. = 8.4. i0. The qualitative
effect of the propeller is captured as expected: The
contour lines are getting closer to the hull compared
t'o the resistance test, see Fig.8. At the considered
station (5% before AP), the port/starboard asym-
metric influence of the propeller is still very small.
The quantitative agreement resp. disagreement be-
tween computed and measured contour lines is sim-
ilar to the resistance test. Fig.11 shows the com-
puted pressure coefficient on 5 cross sections m'the
aitbody for Fr = 0.16, R = 7.5 10e. As the dif-
ferent Reynolds number was proven to have no sig-
riificant effect for the resistance test, we plotted Iowa
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and VBD results this time in one figure. The s
board/port asymmetry of the pressure due to the pr.
peller is at the considered stations negigibly small.
we plotted only the starboard computational r
The propeller accelerates the flow shifting the p
sure generally to lower values. The computation
only reproduces this effect as expected, it also
well with experiments quantitatively. Only for t1
sections closer to amidships, the same difference at
for the resistance test are apparent for the same rea
sous as discussed above.

Thble IV: Propeller data (À = i : 20)

Blade Geometry

6. Conclusions

-

-

The hybrid approach computing first squat
and potential flow field and then the viscous flow im-
proves the quality of results and saves computational
time for shallow water applications. A nonlinear po-
tential flow code may be already sufficient for cases
where only the pressure on the channel bottom is of
interest. Discrepancies remain for the pressure on
the hull in the middle section of the ship and the
computed resistance. These discrepancies could be
reduced by taking the free-surface deformation into
account.

F R h/T = 3.2 h/T = 1.5
CFD 0.15 10b 3.86 10 579. io
Exp 0.15 7. iø 3.86 iO-a 4.67. iO-a

propeller diameter 209.5mm
boss ratio 0.19
P/D 1.04
Ae/A0 0.565
height over keel 160mm
position before AP 1% L
blades 4

r[m] chord length [m]
0.021348 0.05060
0.032328 0.05714
0.041114 0.06136
0.051346 0.06486
0.062326 0.06649
0.073306 0.06510
0.083538 0.05969
0.095983 0.04388
0.099066 0.03460
0.104750 0.0

Propeller open-water data
J K'1- KQ

0.4 0.301 0.0481
0.5 0.263 0.0429
0.6 0.223 0.0373
1.09 0.0
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