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Introduction

1.1. Background

The Internet has become an essential part of modern life. Popular user applications like social media and video sharing platforms promote the usage of the Internet by billions of people every day and generating massive amounts of user traffic. From another perspective, this phenomena can be viewed by the network operators as a new challenge: how to manage a network that serves millions or even billions of users while minimizing the operating cost?

Traditionally, network devices were rigid, fixed-function devices developed by network device manufacturers. This approach was necessary as the software and hardware components needed to be developed hand-in-hand to be able to produce highly-performing devices that can cater to the high throughput required by the operators. With this approach, the functionality of each device is essentially “locked” and the operators are only left with the option to configure and tune the parameters exposed by the manufacturers. It is also for this reason that network devices are traditionally referred to by the name of their functionality, e.g. switch, router, firewall, load-balancer, etc.

The situation changed as of recent advances on-chip designs have enabled programmable hardware to achieve terabit speeds [7, 39]. This development enables network vendors to build high-performing network devices that are also user-programmable. With this tool in hand, we are now ready to challenge the status quo of the bottom-up approach in which the hardware dictates what a network can do, into a more promising top-down approach, in which the network controller governs the behavior of the forwarding hardware.

Further, the introduction of P4 data-plane abstraction language [8] made the development of customized network functions possible for everyone. It hides the complex low-level mechanisms and the native configuration languages of various programmable network devices. Network programmers only need to learn about the abstraction model of the P4 language and let the P4 compiler take over and translate the program into a target device-specific configuration.

Yet, P4 does not come without drawbacks. P4 is written in the form of a procedural language, requiring the network operators to learn how to program in it before they can reap the benefit of custom network functionality. In contrast, most networks today are run by individuals that have deep knowledge of networking protocols and strong skills in configuring network devices while possessing little to no exposure to programming. Furthermore, the operators also have to face the problem of managing various software artifacts along with other complexities associated with software management. It is impractical to expect a network operation department to possess a skill set similar to that of a software engineering department. These two reasons effectively create a barrier in the adoption of programmable switch technology.

The “problem” of removing the barrier of having to learn a procedural programming language is a recurring theme within this work. We develop a solution to this problem based on the philosophy of Intent-Based Networking (IBN). Instead of having to “tell” the network de-
vices what to do, the operators can instead just state their intended behavior to the network controller, after which the network carries out the implementation by itself.

The concept of IBN is analogous to the self-driving car concept. Instead of manually driving the car, the passenger can just state the destination and, optionally, some other constraints, e.g. taking the most scenic route, minimizing the fuel utilization, etc. For the passenger, this alleviates the burden of learning how to drive a car. Translated to the context of network management, we want the network operator to be able to “drive” the network without having to master the mechanics of how the network devices operate.

1.2. Problem Definition
While P4 provides more flexibility by enabling operators to implement their required network functions in the form of a procedural program, it also has some drawbacks associated with it as well. The disadvantage mainly comes from the fact that now network operators have to learn a new programming language and write code before they can run the network. As the skill set needed to operate traditional network devices and new programmable devices are different, this might pose some difficulties for most network operators.

We propose a solution to this problem by using the Intent-Based Networking (IBN) approach. Instead of requiring operators to code the network functions in the form of a procedural language, we give the network operators a tool to control their network based on their intentions, i.e. network goals. The network should then find a way to satisfy the expressed network goals by searching for a network condition that fulfills the network goals and then implementing this certain condition automatically.

1.3. Research Question
Before the IBN concept can be realized, we have to find the answers to the following research questions:

- **RQ1. In what language can we express our network intent?** One of the key requirement of this intent language is that it should be easier for the network operators to learn compared to a procedural programming language like P4.

- **RQ2. How to design and implement a system that can generate a P4 program based on user intent?** The system should be able to find a correct P4 program from the supplied intents and the current network conditions.

- **RQ3. How is the efficacy of such a system?** To be able to replace the current approach on data-plane programming, the system should be able to generate P4 program with reasonable performance, i.e. in a short time. Therefore, it is mandatory to evaluate the performance of our solution.

1.4. Thesis Outline
Apart from this introductory chapter, this thesis report is written with the following structure:

- **Chapter 2: Theoretical Background** aims to give the readers the necessary background knowledge required to understand the concepts and techniques described in this article. We start by describing the concept of data-plane programmability and also P4 the most popular language in the domain of network data-plane programming. We continue with delineating the concept of Intent-Based Networking before finally closing the chapter with a description of Genetic Programming, a machine learning technique that can be utilized to build imperative/procedural programs using a concept borrowed from evolutionary biology.

- **Chapter 3: P4I/O: Intent-Based Networking with P4** describes a framework that is capable to generate P4 programs based on parameterized templates to satisfy certain network intents. This chapter is based and adapted from our publication with the same title [56].
• **Chapter 4, GP4P4: Enabling Self-Programming Networks** defines a framework that can generate a certain part of a P4 program based on some network behavioral rules using a Genetic Programming technique. This chapter is based and adapted from our submitted paper with the same title.

• **Chapter 5, Conclusion** summarizes the conclusions that could be made from the design and evaluation of the frameworks that have been described in Chapter 3 and Chapter 4. We close the chapter with some directions for future research.

### 1.5. Publication

Part of the work described within this thesis report has led into one publication and one paper that is currently under review. The publication and paper details are as follows:


This chapter provides the necessary background on various concepts and techniques that are used throughout this manuscript. We start by introducing the concept of data-plane programmability and the P4 language, continuing with intent-based networking and closing it with a description of genetic programming.

2.1. Data-Plane Programmability

This section describes network data-plane programmability. We begin by describing the definition of network data-plane, then describing the programmable switches that are used to implement the notion of data-plane programmability, and finally closing the section by delineating P4, the most popular language used in data-plane programming.

2.1.1. Network Data-Plane

Network data-plane is defined as the part of the network that does the actual packet forwarding. This is in contrast with the control-plane, which gives certain instructions to the forwarding elements for it to be able to forward a packet to the correct destination while satisfying any constraints at the same time. Traditionally, the data-plane and control-plane of a network device reside in the same hardware, although the control-plane is usually implemented as a piece of software running on top of general-processing CPU. The network devices then “learn” the information of the network, e.g. topology, link utilization, by communicating with each other using a set of networking protocols. The networking protocols used by the traditional network devices can be categorized into various layers in the OSI framework. Table 2.1 provides examples of the networking protocols used by traditional network devices to gather information over the network.

The notion of network control- and data-planes is analogous to how the brain and muscles work in nature. The “muscles” or the forwarding devices perform the packet forwarding activities, while the “brain” or the software controller instructs the forwarding elements from a distance.

Software-Defined Networking changed this approach, by physically separating the control-plane software and the data-plane forwarding elements in the network [40]. The centralized

<table>
<thead>
<tr>
<th>OSI Layer</th>
<th>Protocols</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical layer</td>
<td>Bidirectional Forwarding Detection (BFD) [34]</td>
</tr>
<tr>
<td>Data-link layer</td>
<td>Spanning Tree Protocol (STP) [1], Link Layer Discovery Protocol (LLDP) [2]</td>
</tr>
<tr>
<td>Network layer</td>
<td>Routing protocols: OSPF [47], BGP [54], IS-IS [50]; Multicast protocols: PIM-DM [4], IGMP [12]</td>
</tr>
</tbody>
</table>
control-plane software, or usually termed as the network controller, has full visibility over the network and is able to communicate with the forwarding elements over a vendor-agnostic interface, such as OpenFlow. The SDN philosophy was born with the main mission of giving network developers, operators or programmers more flexibility to manage and control the network. Figure 2.1 illustrates the pre- and post-SDN definitions of the network control- and data-planes.

### 2.1.2. Programmable Switches

From the network data-plane perspective, a trade-off is often needed between flexibility and speed. The network data-planes are traditionally realized on top of specialized hardware, such as ASICs. They give high performance, up to terabit speed, at the cost of sacrificing flexibility – they are specifically designed for fixed functionality. On the other hand, there are also network data-planes built on top of general-purpose CPU, e.g. OpenvSwitch, Click, RouteBricks. These systems are characterized by their high flexibility, as they can be programmed to perform any kind of network functions, but at the cost of slower forwarding speed.

On the other hand, the proliferation of bandwidth-hungry applications (e.g. big data processing applications, multimedia content platforms) in data-center networks creates a torrent of network traffic. New network virtualization technologies, like NVGRE, VXLAN, and STT, are invented to help network operators manage these networks with massive scale. These technologies keep evolving at a fast pace, while the network device manufacturers still operate with a long development cycle resulting in a gap in possible improvements and their realization.

We refer to this as a “bottom-up” approach, as this approach lets the capability of the forwarding hardware (e.g. ASICs) govern what a network can do. This traditional approach of waiting for the network device manufacturers to build devices that are able to run the latest technologies needs a major revision.

Bosshart et al. demonstrated another example of the disadvantage of fixed-functionality hardware that is observable in the evolution of the OpenFlow protocol. In the beginning, OpenFlow version 1.1 only supported matching a dozen of protocol header fields (e.g. MAC addresses, IP addresses, TCP/UDP port numbers, etc.). But over the years, as the user requirements grew more complex, the OpenFlow protocol specification also became more complex. For example, OpenFlow version 1.4 already needs to support recognizing 41 different protocol headers. This means that the data-plane hardware should also be able to
recognize and parse these protocol headers each time the specification is revised, posing challenges for fixed-functionality hardware to keep up. Table 2.2 depicts the evolution of the OpenFlow protocol in more detail.

Only recently, the trade-off of flexibility and performance was proven wrong. Recent advances on-chip designs have enabled several programmable forwarding hardware to achieve terabit speeds \[7, 39\]. This development enables network vendors to build devices that can be programmed by the users. Finally, it was possible to change the aforementioned “bottom-up” approach with a “top-down” approach, in which the network controller is able to tell the forwarding hardware what it should do.

Regardless, programming custom network functions on these chips is by no means an easy task. Each of these programmable devices has a different set of low-level functionalities, not to mention the different languages used to implement them \[8\]. P4 \[8\] proposes to solve this data-plane programming challenge by providing a generic abstraction language that can be used to write forwarding behavior for theoretically any kind of forwarding hardware.

### 2.1.3. P4 Language

P4, which stands for Programming Protocol-independent Packet Processors, is a data-plane programming abstraction language, proposed by Bosshart et al. \[8\]. It was designed with the main goal of enabling network end-users to be able to write their network functions. The language defines various components of the data-plane which can be used to govern the way a network device processes incoming packets.

While OpenFlow gives a tool for network operators to customize forwarding behavior based on matching a set of protocol headers and determining what action(s) to take for various kind
of header combinations, P4 enables network operators to govern all data-plane functionalities that a programmable device can support, including defining (new) network headers and the corresponding (customized) actions. In other words, P4 enables a network controller to tell the switch how to operate [8]. It enables countless new possibilities and gives the agile character of the software development cycle in the context of network data-plane development. Figure 2.2 illustrates the high-level working of P4 and its differences compared to OpenFlow.

To provide a high degree of flexibility, P4 was designed with 3 main goals in mind:

- **Reconfigurability.** The network operator should be able to adapt the network functions as needed. This implies that these changes should also be able to be implemented on-the-fly.

- **Protocol independence.** We should not limit the switch to predefined supported packet headers, but instead, we have to be able to define any network headers that we need. Further, we can build a customized match-action table based on the header values.

- **Target independence.** The P4 programmer does not need to know the details of the target switch. Instead, the compiler should translate the written P4 program into a form of software that is understood by the target hardware.

To write a program in the P4 language, the network programmers should understand the concept of P4’s abstract forwarding model in advance. Derived from OpenFlow, the abstract forwarding model generalizes the packet forwarding process from various network devices (e.g., L2 switches, L3 routers, firewall, load-balancers) and by different technologies (e.g., fixed-function ASICs, NPUs, FPGAs, software switch). The model, as shown in Figure 2.3, allows to build a target-independent program that can be mapped into a variety of network devices.

The abstraction model comprises 3 main components:

- **Programmable Parser.** This component abstracts the declaration of the packet headers that should be recognized by the switch along with their order in the packet.

- **Programmable Match-Action Pipeline.** This component defines the packet processing algorithm and also the match-action tables used to decide which actions to take based on the value available in the packet headers.

- **Programmable Deparser.** This component is used to define how a processed packet should look when transmitted back on the wire.

Further, the P4 language has several important elements:

- **Parsers.** This element provides the state machine needed to do bit field value extraction from the packet headers.

- **Controls.** This element contains the match-action table definitions that are used to determine which action to take. We can use branching control flow statements, i.e. IF-THEN-ELSE statements, to implement more complex functionality.
2.2. Intent-Based Networking

The basic idea of Intent-Based Networking (IBN) is to manage the network through describing the network services as what goals we would like to achieve instead of how the services should be built [5]. The network controller can then work to implement the intended goal by computing what kind of resource and configuration that is needed to provide such a service. The controller should go as far as guaranteeing that the intended service is being enforced correctly in the network.

While the concept of IBN is relatively still new, the notion of network management by describing policies is not. The concept of Policy-Based Network Management (PBNM) far predates the concept of IBN. Even though the main ideas between these two approaches are similar, the IBN is fundamentally different in which intents are independent of the network topology, technology, and vendor-specific features [28]. This independence allows us to move intents between one network to another conceptually without requiring any forms of modification or adaptation.

2.2.1. Intent Definition

There is no standard definition of intent in the context of IBN, but it is commonly understood as business or system-level policies used to govern network services [28]. A business-level
policy is usually described in a natural language, employing business domain vocabularies. For example, a network intent in a business level could be stated like every gold level users should always get an uninterrupted session of high-resolution video streaming at all time. In this example, the definition of some entities such as gold level users and a high-resolution video streaming is still not explicitly defined. The technical definition of what the entities are could be drilled down further in the controller by means of defining network policies, i.e. the formal definitions of what the entities are. The network policies can vary from network to network, but the service intent does not need to be modified.

2.2.2. Intent-Based Networking Architecture

Many works have been done in attempts to define the architecture of IBN. One of the earliest attempts was [66], which proposed a general policy-based administration framework adapted from the IETF/Distributed Management Task Force (DMTF) policy framework. More recently, Cohen et al. [15] introduced an intent-based network virtualization reference architecture. They realized it using an intent-based North-Bound Interface (NBI) and a network overlay technique called DOVE. However, they did not specifically describe the detail regarding their intent-based NBI or the design they used to implement the system.

Some works also brought up the idea of end-to-end intent-based networking deployment, although many of them only worked on developing a simple deployment to evaluate the feasibility of IBN. Cerroni et al. [13] developed simple intent-based network management for provisioning end-to-end network services over several network domains, but did not attempt to standardize any part of IBN management. Han et al. [28] took a different approach of a layered architecture for managing an intent-based virtualized network. They argued that each layer should give an abstraction for the next layer. Their architecture consisted of five layers: protocol adaptation, abstraction, virtualization, virtual abstraction, and intent layer.

There are also some efforts in defining the architecture of IBN in the industry. Cisco Systems [14] defined an intent-based network as a network that should fulfill 3 functions: translation of intent, deployment of the computed intent to the network, and assurance of the deployed intent using continuous monitoring. Veriflow Systems [25] shared a similar view and defined an intent-based network control loop consisting of 5 functions: intent description, translation, implementation, awareness, and verification.

From the aforementioned works, we can infer a general architecture of an intent-based network. The general intent-based management architecture is illustrated in Figure 2.5. The service definition starts with a form of intent description. The intent description is further translated into network policies by formalizing the intent into some form of explicit network policies. These policies are then refined, i.e. checked for consistency and usability, into some form of service definitions which are ready to be implemented in the network. After the service is deployed, a specialized monitoring system will monitor the network resource to assure that the policies are enforced correctly by the network.

The following sections are organized based on the entities in this general architecture.
2.2.3. Intent Extraction

One main challenge in the domain of intent extraction is how to translate intent from a natural language to formal policies. Jacobs et al. introduced Nile [31], a high-level intent definition language that is used as an abstraction layer between a natural language and the associated network policy. Nile is human-readable, as it closely resembles the English language, while still providing the conciseness that is required for further computation.

In Nile, the entities from the user’s utterance are extracted using DialogFlow [30], a natural language processing framework developed by Google, which in turn utilizes machine learning techniques to perform the entities extraction. The intent is then presented, in the format of Nile language, to the user, who will give feedback regarding the translated intent, e.g. confirm or reject the translation of the intent. The feedback will be used to re-train the learning model that they used, improving the entities extraction accuracy of the model.

Attempts in standardizing network intent in the form of a language have also been made. One notable example is the Nemo project [49]. The project aims to develop a standard NBI API which allows applications to use intent-based policy to create virtual networks. Further extension on the Nemo language was also proposed in [64], which appended the functionality of conditional operators into the language.

2.2.4. Policy Refinement

Policy refinement is defined as the problem of translating a high-level abstract notation to the language, e.g. configuration, used in various policy enforcement points [17]. There are a lot of works that have been done in the domain of network policy, with a special emphasis on the problem of policy refinement. The problems tackled by these works also vary from the problem of policies reconciliation [3, 53], selecting a set of NFVs required to implement a service chain [59], up to where to implement encryption in the network [60].

Policies Reconciliation

The problem of policies reconciliation can be defined as how to combine several network policies with differing requirements, to the extent that the policies might be conflicting with each other. This problem is possible when several users of the network specify their intent. For example, the network owner has the policy of disallowing all traffic on TCP port 23, while on the other hand, a network user needs to use TCP port 23 for her application to work. PGA [53] solved this problem by using a graph abstraction to reconcile high-level policies. However, PGA only dealt with access control list policy.

Janus [3] extended the graph-based abstraction introduced in PGA by adding support for QoS constraints and dynamic intent-based policies. The dynamic policies can be categorized as two main types: (1) temporal policies which include the notion of time into the policy, e.g. limit bandwidth at working hours, and (2) stateful policies that depend on the state of the network and/or application, e.g. direct traffic from a specific host to IDS when there are too many TCP SYN packets sourced from the host. In this work, the authors also developed some heuristic to maximize the number of policies being enforced by the mean of policy negotiation, i.e. degrading service for applications with loose QoS requirements.

Service Chaining

Scheid et al., in their work INSpIRE [59], offered another perspective on how intent-based networking can be utilized. They proposed a solution to refine intents in the form of a controlled natural language to do Virtual Network Functions (VNFs) selection based on a Non-Functional Requirements (NFRs) in the intent. NFRs are informal specifications of a service, which are usually based on empirical observation from stakeholders. An example of an intent which contains NFR is financial traffic from the marketing division should be secured and confidential. The notions of secure and confidential are not explicit, leaving room for interpretation.

INSpIRE solved the NFR definition problems using the technique of Softgoal Interdependency Graph (SIG) and machine learning algorithm to do clustering, e.g. K-mean clustering. It produces the output of the set of VNFs that should be employed to fulfill the intended specification. The order of the VNFs involved in the service chaining itself was outside of their scope of work.
Determining Encryption Location

Intent-based networking has also been adopted in the domain of network security. Szyrkowiec et al. [60] used policies based management to decide where best to implement encryption. They argued that there are 3 layers to implement encryption: physical layer (using hardware-based optical encryptor), link-level layer (using MACsec), and logical layer (using IPsec). As each of these layers has different performance characteristics, i.e. latency, throughput, flexibility, the policy compiler should decide where best to implement the encryption, based on the performance requirement policies predefined by the users.

2.2.5. Policy Assurance

Policy assurance is the process of guaranteeing that the deployed policies are indeed running correctly. The policy guarantee mechanism is implemented by monitoring various metrics from the deployed service and taking appropriate action whenever the policies are violated or predicted to be violated. The domain of policy assurance still could benefit from more research as not many works have been done in this domain. The question of how to best assure the deployed policies are enforced correctly in the network remains an open question.

Some of the works that have been done in this domain are too specific, leaving us with no general framework on how to tackle this problem. Examples of such works are [43] and [58]. Marsico et al. [43] demonstrated that more intents can be deployed in the network if negotiation of intent is possible. They did it by offering a degraded version of the intended service or by re-arranging the policy enforcement location of the existing deployed services. Sanvito et al. [58] extended ONOS by implementing an off-platform application, i.e. not a part of the ONOS controller itself, that does the function of optimizing and re-routing for the deployed intent-based services. The resulting optimized network configuration is then communicated back to the controller via an API.

2.3. Genetic Programming

Gulwani et al. [26] states that Genetic Programming (GP) [38] can be regarded as an extension of Genetic Algorithms (GA) [29], specifically for the computer program synthesis domain, with the aim to generate computer programs. GP searches for a program by “evolving” an initial population of random programs and “breeds” them into new generations of programs via the means of genetic operations inspired from Darwin’s theory of natural selection. The genetic operations consist of the crossover, mutation, duplication and deletion operations [37].

The original GP proposal [38] evolves structures containing computer programs built on top of a set of primitives, i.e. functions, and terminal values. This set of primitives and terminal values together form the hypothesis (search) space of possible programs. The GP algorithm first creates a population of random programs with a certain size, after which it does the crossover and mutation genetic operators in order to produce new program variants. The crossover operation swaps a part of a program with a part from another program with the intention to combine “useful” subprograms, while the mutation operation introduces random changes in a program. It then evaluates how well a program complies to a certain specification by using a certain fitness evaluation function. It then expresses the fitness of the evaluated program in the form of a numerical value. This value is then used to assess the suitability of the program. The program with the highest fitness value is then promoted as the solution.

The GP algorithm works on top of a set of terminals and primitives that are specific to the application domain. This set defines the complete search space of possible programs. To be able to produce a program that satisfies the specification, there are 2 requirements for the search space:

1. a program that satisfies the specification should exist in the search space, and
2. each function (primitive) should be able to accept a value returned by another function or a terminal value as its argument.

https://onosproject.org/
2.3. Genetic Programming

2.3.1. Genotype Representation
There are three gene representations in Genetic Programming:

- **Tree-based representation.** It represents the genes in the form of a tree data structure, in which the functions reside in the internal nodes, while the terminal values reside in the leaves of the tree. The outputted value is always the evaluated value at the root of the tree. The original GP proposal \[38\] uses the tree-based representation.

- **Linear representation.** It represents the genes linearly as an imperative program \[11\]. Each line of the program consists of one function and its input values, which can be obtained from either another function or terminal value. Each program line modifies the content of an array of registers. The outputted value is conventionally stored in register number 0.

- **Graph-based representation.** It represents the genes in the form of a graph. The terminal values and functions are represented in the form of nodes, which then contain links to other functions or terminal values. The output is obtained by back-propagating the chain of nodes and links from a set of output nodes. One example of a GP variant that uses a graph-based representation is Cartesian Genetic Programming \[45\].

Figure 2.6 gives an illustration on the three GP representations for the program that computes the value of \(f(x) = x^2 + x - 2\).

2.3.2. Workflow
To design a GP workflow, we need to define 4 main steps:

1. define a set of functions/primitives and the terminal values,
2. define a fitness measurement function to assess the suitability of a program, i.e. how “close” the program is to our intent,

3. define the values of search parameters that guide the evolutionary process, such as the population size, the number of available primitives, the chance to do reproduction, crossover, mutation, deletion, etc., and

4. define the termination condition to end the evolutionary process and to return the best program.

The GP algorithm first needs to create a random population of initial programs, in which each individual is generated randomly from the set of terminal values and functions. Each program also needs to be syntactically correct in order to participate in the evolutionary process. It then measures the fitness of each program in the population using a fitness value evaluation function. The method of how to compute fitness value measurement is domain-specific and problem-dependent. Insight and creativity are often needed to build a good fitness value evaluation function. Some examples of fitness measures are counting the number of correct input-output value pairs, measuring the deviation of the program output and the desired output, measuring the properties generated after program execution (e.g. game score, energy, time, etc.) or the combination of these measurements. We can expect that the initial population contains programs with poor fitness values. However, some programs will have better fitness values than others. The discrepancy in these fitness values is our guidance to select which program to reproduce using the crossover and mutation operations.

### 2.3.3. Selection Mechanism

The GP algorithm then selects two individuals based on certain criteria from the population. The selection process is usually performed by comparing the fitness values of the programs. The most straightforward method is to just select two individuals with the highest and second-highest fitness values. However, the selection of best programs only might make the GP process stuck in a local minimum as it is likely that the gene pools will be limited to a few select individuals. Therefore, there also exist some alternatives for the program selection mechanism, like the tournament selection. The tournament selection does not necessarily select the programs with the highest fitness values, but instead, it introduces randomness into the process by comparing only a subset of programs. Each subset of programs will take part in a tournament. Each tournament returns one winner and one loser, which are the
2.3. Genetic Programming

2.3.1. Parent Individuals and Potential Offspring
Parent individuals potential offsprings are crossed over into ..

Figure 2.8: Crossover genetic operation example.

2.3.2. Cutting Point
Parent individuals potential offsprings
are crossed over into ..
cutting point

2.3.3. Mutation
Parent individual is mutated into ..

Figure 2.9: Mutation genetic operation example.

programs with the highest and lowest fitness values, respectively. Figure 2.7 illustrates the top-N and tournament selection mechanisms.

2.3.4. Crossover and Mutation
The crossover operation is then performed to the designated parent individuals. It selects a block of genes within one parent individual to be swapped with the ones selected from the other parent individual. This operation can be repeated multiple times to produce a set of “child” programs. Figure 2.8 gives an illustration of the crossover operation.

The mutation operation is performed to a select program in order to introduce changes within the program. The changes can be in the form of modification, addition or even removal of some genes. Figure 2.9 gives an illustration of the mutation operation. There is also the reproduction operation, which is used to duplicate a program and then insert the clone in the new population.

2.3.5. End Condition
The GP algorithm then repeats the whole process with the newly generated population. Each pass of this population modification is called a generation. It iterates through generations of programs until the end condition is reached. The end condition can be:

- when a perfect solution has been found,
- a predefined generation limit has been reached, or
- no significant improvement in the fitness value of the programs after several consecutive generations.

After the process terminates, the best program, the program with the highest fitness value, is returned as the result. The process is deemed successful when the returned program fulfills all specifications.
Needless to say, the success of each GP run depends on the design of the fitness evaluation function. A good evaluation function can tell, in fine granularity, how suitable a program is and express it in a numerical value. The design of a good fitness value requires deep knowledge in the domain and also a handful of creativity.
P4I/O: Intent-Based Networking with P4

Abstract. Switches that can be (re)programmed through the network programming language P4 are able to completely change – even while in the field – the way they process packets. While powerful, P4 code is inherently static, as it is written and installed to accommodate a particular network requirement. Writing new P4 code each time new requirements arise may be complex and limits our agility to deal with changes in network traffic and services.

In this chapter, we present P4I/O, a new approach to data-plane programmability based on the philosophy of Intent-Based Networking. P4I/O provides an intent-driven interface that can be used to install and/or remove P4 programs on the switches when needed and which is easy to use. In particular, to realize P4I/O, we (1) describe an extensible Intent Definition Language (IDL), (2) create a repository of P4 code templates, which are parsed and merged based on the intents, (3) provide a technique to realize the resulting P4 program in a programmable switch, while accommodating intent modifications at any time, and finally (4) implement a proof-of-concept to demonstrate that intent modifications can be done on-the-fly.

3.1. Introduction

Recent advances in data-plane programmability have enabled the implementation of customized high-speed network functions directly into programmable switches. Network operators can specify any pipeline processing logic by expressing their will in the form of a pipeline abstraction language, which was made famous by P4 [8].

The applications are virtually limitless, with examples ranging from performing network telemetry on the switches [27, 48], to fast congestion detection on the data-plane [65], to offloading distributed consensus algorithms to the data-plane [18].

Unfortunately, to reap the benefits of data-plane programmability, network operators have to face the burden of learning its associated abstraction languages, such as P4 [8], to be able to express their desired data-plane functionality. This translates to a steep learning curve, effectively creating a barrier before operators can reap the benefits of data-plane programmability.

To alleviate that burden, in this work, we present P4I/O, an Intent-Based Networking (IBN) framework that allows the user to express their network functionality intents in a close-to-English style, which subsequently is translated into P4 code, as illustrated in Figure 3.1, with the goal of facilitating the general public to attain the benefits of data-plane programmability. To realize P4I/O, we combine the notion of Intent-Based Networking (IBN) along with the concept of pipeline configuration abstraction, resulting in a Intent-Based P4 Code Generation technique. As network services are dynamic in nature, the P4I/O is designed to accommodate changes in the intent description and realize them right away with minimum disruption to the existing services.

In order to realize P4I/O, in this work, we present the following key contributions:

• Extensible Intent Definition Language (IDL). In order to describe various kinds of network services as intents, we devise in §3.3 a high-level language that is close to the
Figure 3.1: P4I/O architecture.
human language, yet precise enough to be interpreted unambiguously by the network controller. Furthermore, this language is extensible so that we can define any kind of data-plane functionality.

- **Template-Based P4 Code Generation.** We construct a repository of relevant network functions in the form of P4 code templates. These templates are then parsed and represented in a specialized data structure that facilitates combining the network functions, following the intent instructions. The code templates are then finally merged together to form a valid P4 program, as described in §3.4.

- **Dynamic Intents Realization.** We provide, in §3.5, a technique to install the resulting P4 code in a programmable switch, while permitting intent modification at any time. We realize intent modifications, with minimal disruption to the traffic forwarding process, through a state-transfer mechanism.

- **Framework Evaluation.** In §3.6, we demonstrate that P4I/O works, by building a proof-of-concept. P4I/O code has been released as open-source code [55].

### 3.2. Network Telemetry Use Cases

Our research has the main goal of developing a framework that has the capability to take intent descriptions as input and to generate pipeline configuration, in the form of P4 code, as output. P4I/O can be used for any network function, but to explain its building blocks, we will consider several use cases from the domain of network telemetry. Network telemetry functions provide interesting challenges to solve, because they require a state to be stored in the switch, e.g. in the form of P4 registers [61], along with complex pipeline processing logic to compute the states. We consider the following use cases: (1) Threshold-based Heavy-Hitter (HH) detection, (2) Distributed Denial of Service (DDoS) victim detection, and (3) Super-Spreader (SS) detection, which is the inverse of DDoS detection. All of these use cases are implemented using sketches, in particular **Count-Min Sketch** [16] and **Bitmap** [21].

For example, consider use case (1): HH detection is a mechanism to compute whether a packet is part of a HH flow, which we define as a flow that has more than our threshold of $T$ packets. Consequently, the switch must track the number of packets in each flow, while it has very limited memory and processing resources. To effectively make use of the limited resources, we use the Count-Min sketch, which enables our switch to track a virtually unlimited number of flows at the expense of slightly reduced accuracy. Once we identify if a packet is a part of a heavy-hitter flow, we can take actions against it. To illustrate, some possible actions are: dropping it, marking it with a particular DSCP value, metering (rate-limiting) it, or even combination of them.

Our goal is to run a network in which network functions, such as the described telemetry functions, can be (de)activated at any time by adding/removing intents in the controller. Realizing this goal is challenging, because of the following issues:

- **Intents Composition.** As we may have several intents that run in parallel on the switch, the ordering of the execution in the pipeline processing will impact forwarding performance.

- **Hardware Constraints.** Physical switches have a limited amount of resources. We must be able to calculate how much resources will be consumed to run a set of functions even before implementing them in the switch. Failure to do so might lead to unpredictable switch behaviour.

- **State Preservation.** Intent modification translates to the changing of switch pipeline configurations. As each set of network functions has its own requirements for state containers, we must consider the problem of preserving the state from one set of functions to another. Moreover, as the new set of functions might not have the same state containers available, we need a mechanism to manage the unused state values. Finally, we also have to minimize the effect of intent modifications on the traffic forwarding process.

The following sections describe how we tackle these issues.
3.3. Intent Definition Language

This section discusses the Intent Definition Language (IDL) that is employed to express network intents. We begin by identifying the requirements for such a language and subsequently present a working solution based on extending an existing IDL.

3.3.1. Requirements

While Han et al. [28] claim that there is currently no standardized definition of network intent, they also argue that intent is generally perceived as a business-level goal of how the network should behave, abstracting the implementation details from the operators. Reflecting on this objective, we identify the following requirements to be satisfied by our IDL:

- **Readability.** Network operators should be able to intuitively express their intended services with minimum training. We propose to cater to this need by developing a language that is close to a natural language, e.g. English, yet still concise enough to be interpreted unambiguously by the controller.

- **Abstraction.** The language should abstract out technical details of the implementation. To realize this, we have to move the details of the implementation to a lower layer. The lower-layer implementation should still be accessible by operators with advanced technical knowledge for debugging purposes.

- **Flexibility.** The language should be flexible enough to be extended with any kind of required network functions. This means that we have to design for a modular architecture, which facilitates easy extensions of new network functions.

3.3.2. Nile Language Extension

We employ Nile [31] as the base language for our IDL. Nile is a network intent language with the goal of providing an intermediate layer between a natural language and lower-level policies. In [31], user utterance is processed into a network intent expressed in the Nile language. Interested readers are referred to [31] for the grammar of Nile in EBNF notation. Nile satisfies our requirements of readability and abstraction, but does not facilitate the import of external module definitions. To that end, we introduce several constructs:

1. **import:** to define custom actions and import them from the actions repository,

2. **apply:** to apply the custom action by specifying the name of the action in the intent definition, and

3. **with:** to provide parameter values required by the custom action.

The import construct can be used multiple times to define more than one custom action. The specified action is then executed whenever the specified conditions in the intent definition are satisfied.

For example, consider the code snippet in Listing 3.1. We define a new action named `drop_heavy_hitters` that performs a threshold-based HH detection, with threshold $T = 20$.
3.4. P4 Code Templates

In this section, we describe our template-based method for forming P4 code. A knowledgeable party predefines P4 code templates that correspond to specific actions. The code templates are then imported into a special repository in the network controller. To render a template, the controller takes various attributes defined in the intent as inputs. If there is more than one intent or the intent itself is more complex, we may also need to “merge” multiple P4 code templates into one final P4 program.

The templates are written in a templating-language that has several constructs that are syntactically distinguishable from the actual text. The constructs act as placeholders that can be populated with string values. This way, the final P4 code can be rendered by populating each placeholder with precomputed string values. We employ Jinja2, one of the most popular parameterized templating-languages, as our language of choice. Figure 3.2 (Top and Mid) illustrates the placeholder and its associated rendered code. The {{variable_name}} struct is used as a placeholder for a string named hh_threshold_val.

3.4.1. Network Telemetry Function Structures

The P4 code templates for the majority of network telemetry functions can be built upon the following structures:

- **Constant Definition.** Integer constants, that are needed for the function computation, are stored in this structure. The combination of constants can be done by a straightforward concatenation. Figure 3.2 (Top and Mid) depicts an example for P4 constant definition.

- **Parser Definition.** The state machine to parse the required packet headers.

- **Metadata Definition.** The metadata fields that are required by the network function to perform its computation. The metadata fields name in a P4 program should be unique. We can ensure the uniqueness of each field name by prepending a simple text that differs for each function.

- **Packet Identification.** In the packet identification section, we perform a computation to identify whether a packet belongs to a specified group of traffic (or vice versa). In our heavy hitter example, this structure is represented by the computation of the hash values and the update process of the register values. No action is enforced in the identification phase.

- **Packet Manipulation.** In this final phase, actions are taken on the identified traffic. In the P4 language, the possible actions are virtually limitless, but common ones are: count, mark, drop, meter and/or a combination of them. Considering our heavy hitter packets. The drop heavy hitters action is to drop HH flows. This intent applies to all traffic, from any source or destination.
example, an example of the action would be marking a packet with a specific DSCP value once a packet is identified to be part of a heavy hitter flow. Figure 3.2 (Bottom) depicts an example for this phase.

### 3.4.2. Template Representation

In this section, we present a formal data structure to facilitate combining intents and their corresponding P4 code. As the network functions that we are dealing with are logical representations of packet pipeline processing, the data structure should also be able to move from one condition to the next, which is possible via a Directed Acyclic Graph (DAG) that is based on PGA’s [53] graph structure.

#### Policy Graph Structure

To help illustrate our graph structure, we use the HH example code in Figure 3.3. The constant and metadata definitions contain no flow information and therefore are not processed further. The parser definition code can be represented as a directed graph with the vertices representing the packet header names and the edges representing a possible state transfer from one header to another.

#### Combining Templates

We proceed to define how several policy graphs can be combined. Each of the phases in §3.4.1 has different characteristics and should be treated differently. The simplest cases are the constant and metadata definitions. To combine constant and metadata definitions from several intents, we need to make the names unique by prepending each name with a unique text – preferably generated from the intent id number – and then do a string concatenation to combine all of the constant and metadata definitions from various intents together.

For the parser graphs, we expect many overlapping nodes coming from several policies, which can be resolved via computing the union of the vertices and the union of the edges from all of the graph policies. The resulting edges and vertices comprise the final graph for the parser.

Finally, the identification and manipulation actions are stitched together one after another. Formally, let’s consider two intents $I_1 := (i_1, m_1)$ and $I_2 := (i_2, m_2)$, with $(i_n, m_n)$ defined as a sequence of identification and manipulation actions. After the combination, we get the action sequence of $\text{Combined} := (i_1, m_1, i_2, m_2)$.

#### P4 Code Generation

For the final P4 program, we need another base template that contains placeholders for the aforementioned P4 code structures in §3.4.1. This base template represents a valid P4 program with several empty sections, ready to be filled in with the rendered policies.
3.5. Intent Realization

This section describes the realization of the final P4 program that we generated in §3.4.2 into the network. We also aim to design a solution that is able to handle intents modification, i.e. added or removed, at any time. We start by defining the software components used to realize the controller and finally discusses how the system handles intent modification. For ease of explanation, we limit the scope of the intent realization to one programmable switch connected to several hosts, but our framework can be extended to intent realization over multiple switches.

3.5.1. Software Components

To realize the solution that we have described in §3.4, we design a software that is composed as depicted in Figure 3.1, P4I/O consists of the following components:

1. **Intent Parser.** The intent parser parses the intents and stores them in a hierarchical key-value storage intended to be used by the policy builder.

2. **Actions Library.** The actions library acts as a repository for defined actions represented as P4 code templates. It parses the P4 code templates into a policy graph as explained in §3.4.2.

3. **Topology Manager.** The topology manager keeps track of each host connected to the switch ports. The information of which host is connected to which port is used to build a correct P4 match-action table entry required for the packet forwarding process.

4. **Policy Builder.** The policy builder executes the policy graphs join computation as explained in §3.4.2. It outputs the combined policy graph required to generate the final P4 program.

5. **P4 Code Generator.** The P4 code generator has as main objective to generate a working P4 program with the input of a policy graph, as described in §3.4.2.

6. **States Manager.** The states manager keeps track of all match-action table entries that are implemented on the switch. Each time a new P4 program is installed in the switch, the switch will lose all of its old entries and therefore needs to be repopulated by the entries stored in this component.

7. **Switch Controller.** The switch controller is responsible for pushing the generated pipeline configuration file into the switch and maintaining the communication channel to the switch, e.g. via gRPC. This process is done on-the-fly, while the switch is forwarding traffic. The push process is done by calling the `setPipelineConfig` procedure, as defined in P4Runtime [63].

3.5.2. Intent Modification

Switch pipeline configuration modification is realized via the interface defined in the P4Runtime specification [63], via the procedure of `SetForwardingPipelineConfig`. By default, each time a BMV2 [6] `simple_switch_grpc` is instructed to load a new pipeline configuration, it will lose all of the match-table entries and all of the other states, e.g. register, counter, meter, etc. We refer to this problem as the *state preservation problem*.

We handle the problem of state preservation by providing two mechanisms:

1. **Match-Table Entries Preservation.** Preservation is done by rewriting the match-action table entries every time a switch pipeline configuration is reloaded. The entries are stored at the *State Manager* component. However it should be noted that the speed of rewriting table entries could be a potential bottleneck for the whole configuration reload process.

2. **Switch States Preservation.** The states in the switch can be preserved via two approaches: *external* and *internal backup*. 
(a) **External Backup.** In this approach, the value in the states is first read by the network controller. After the states are completely read, the controller reloads the switch with the new configuration and writes back the state arrays into the switch. The writing process can be done in two ways: (1) multiple single values are written into the switch memory, or (2) single multiple values are written by passing the whole array in one write procedure. The default `simple_switch_grpc` only supports method (1).

(b) **Internal Backup.** This method does the backup within the internal memory of the switch. As it does not require any external communication, there will be no external communication overhead. However, the switch should have enough memory for the backup and dedicate some computation resources for the states duplication procedure.

For our proof-of-concept, we adopt the **internal backup** mechanism by developing a custom P4 software switch based on BMV2’s `simple_switch_grpc` that has the functionality to preserve state from one configuration to another. It will first store all of its state to its internal memory. After the new pipeline configuration is enforced, the switch will try to restore the backed-up state, provided the previous state container still exists in the new one. The algorithm for the switch state preservation is depicted in Algorithm 1. This process happens while incoming packets are temporarily stored on an input buffer in the switch.

```plaintext
foreach registers U counters U meters U ... do
    backupState[stateName] ← oldValue;
end
enforceNewPipelineConfig;
foreach element in backupState do
    if element exists in new pipeline then
        newValue ← backupState[stateName];
    end
end
```

**Algorithm 1: State Transfer Algorithm.**

### 3.6. Evaluation

We evaluate the feasibility of P4I/O through a proof-of-concept implementation. We begin with describing the setup to realize P4I/O before closing it with a discussion of our result. To note, our prototype implementation is written in Python and contains approximately 4.530 lines of code.

#### 3.6.1. Proof of Concept Setup

We define 6 epochs, $t_0, t'_1, ..., t'_5$, to aid us in evaluating intent modifications on P4I/O. In each epoch, different intents are defined. In $t'_0$, we run DDoS and SS detection functions. In $t'_1$, we add one Heavy-Hitter (HH) detection intent, which drops traffic exceeding a threshold of $T = 1800$ packets. In $t'_2$, we remove the SS detection. Further, in $t'_3$, we also remove the HH detection, leaving us with only DDoS detection. We then add back HH detection in $t'_4$, this time with a threshold of $T = 3600$ packets. Finally, we enter the last epoch of $t'_5$ by removing the HH detection function, effectively leaving DDoS detection as the only running function.

Formally, we can express the network functions in each epoch as the following sets: $t_0 = \{\text{DDoS, SS}\}$, $t'_1 = \{\text{DDoS, SS, HH}(T = 1800)\}$, $t'_2 = \{\text{DDoS, HH}(T = 1800)\}$, $t'_3 = \{\text{DDoS}\}$, $t'_4 = \{\text{DDoS, HH}(T = 3600)\}$, and $t'_5 = \{\text{DDoS}\}$.

We use a simple topology with our modified `simple_switch_grpc` software switch connected to a traffic generator and a traffic receiver as illustrated in Figure 3.4. The generator then injects random UDP traffic containing random payload with the traffic rate of 1 megabyte per second. We use a single IP address per sending/receiving side. The topology is run on top of
3.7. Related Work

Pyretic [46] allows building network services by means of network programmability. However, their approach to the network programming language is of imperative nature. PGA [53] addresses the problem of network policies reconciliation, i.e. aligning overlapping/conflicting policies, by devising a graph abstraction that inspires our DAG abstraction. PGA is implemented as an extension of Pyretic. Janus [3] extends the work of PGA by adding the notion of dynamic policies and incorporating QoS constraints. Janus’ implementation is also based on Pyretic.

Intent-Based Networking. Nile [31] provides a human-readable IDL for implementing network services and is focused on translating user utterance into an IDL and incorporating user feedback to improve the translation model. Marple [48] and Sonata [27] generate pipeline configurations – also in P4 – from dynamic queries, but do not focus on the technique for generating the code. Moreover, they do not consider the problem of intent modification on-the-fly. Donovan & Feamster [20] propose the notion of intention-based monitoring, which offloads the task of matching traffic to the data-plane. Their Pyretic-based implementation matches traffic based on attributes with static mapping like domain name and AS number.

Sketch-Based Network Telemetry. OpenSketch [70] utilizes sketches for various flow measurement tasks. However, their implementation is on NetFPGA, which provides no mechanism to reload the switch pipeline configuration on-the-fly. UnivMon [42] contests OpenSketch’s approach by proposing a universal sketch algorithm adopted from universal stream theory. UnivMon focuses on evaluating the performance and memory utilization of the universal sketch.

3.8. Conclusion

In this work, we have presented P4I/O, an intent-based networking framework that facilitates a simple adoption of P4 data-plane programmability. Through P4I/O, programmable...
switches can be quickly and easily programmed, without having to learn the corresponding data-plane programming languages, such as P4. In order to build P4I/O, we have described an extensible Intent Definition Language, used a P4 code template approach, and enabled intent modifications on-the-fly. We have made an open-source Proof-of-Concept implementation of P4I/O, with which we have demonstrated that intents can indeed be installed/removed in the field.
Figure 3.5: Throughput as observed from the receiving side in various epochs.
Abstract. Recent advances in programmable switches have enabled network operators to build high-speed customized network functions. Although this is an important step towards self-* networks, operators are now faced with the burden of learning a new language and maintaining a repository of network function code. Inspired by the Intent-Based Networking paradigm, we propose a new framework, GP4P4: a genetic programming approach able to autonomously generate programs for P4-programmable switches directly from network intents. We demonstrate that GP4P4 is able to generate various network functions in up to a few minutes; an important first step towards realizing the vision of ‘Self-Driving’ networks.

4.1. Introduction

The concept of Self-Driving Networks, analogous to the concept of Self-Driving Cars, has been a Utopian dream in the field of computer networks. That ultimate goal of running a network that behaves solely based on our intent is rapidly coming in reach through fast advances in the domains of network programmability and artificial intelligence [10, 35].

The introduction of the network programming language P4 [9], which allows for data-plane programmability, has enabled network operators to construct high-speed network functions customized to their own needs. However, this does require them to create and maintain a large library of network function code, which is prone to human error: a single mistake can render the system unusable. Moreover, data-plane programming languages keep evolving and new languages are constantly introduced. For example, the move from P4_14 [62] to P4_16 [61] introduced major non-backward-compatible changes to the language. As languages keep evolving, to remain up to date, a network operator would need to adjust his entire catalog of code templates.

To avoid these problems entirely, we propose to leave the programming of the network to the network itself by enabling it to automatically generate data-plane code based on sets of less complex, human-readable rules or intents. As a proof of concept, we present GP4P4, a framework that automatically generates data-plane programs satisfying sets of behavioral rules based on first-order logic. GP4P4 enables operators to modify their network functionality near instantaneously without modifying any code themselves. Figure 4.1 depicts a high-level rendition of GP4P4.

To the best of our knowledge, GP4P4 is the first framework for automatically generating data-plane code. We believe that this framework is an important first step towards a future where self-programming networks can fully program and adapt themselves to their current goals and circumstances with minimum intervention by network operators.

Machine-learning has recently been applied within the control-plane (see [67]) and to boost the performance of network functions (e.g. [23, 24, 68]), but the utilization of machine learning techniques to generate network functions themselves has yet to be considered. Also, a
few position papers on self-driving networks have appeared [22, 23, 32, 33, 69], but again a concrete framework that enables the network to program itself is missing.

Our main contributions are:

1. **GP4P4** itself, a framework for automatically generating P4 programs using techniques adapted from Linear Genetic Programming (LGP). LGP is a machine-learning technique to “evolve” an initially randomized population of programs towards satisfying an objective function [11],

2. an evaluation module required to make LGP suitable for data-plane programmability. Our proposed evaluation module evaluates programs by creating synthetic network traces and simulating the output of P4 programs on these traces. In this regard, GP4P4 is fully self-sufficient and does not depend on any external network traces or physical switches, and

3. a Proof-of-Concept experiments demonstrating the efficacy of GP4P4.

### 4.2. GP4P4

Figure 4.2 gives a high-level overview of GP4P4. Behavioral rules – the intents of the network operator – lie at the base of our framework. They are analyzed to obtain the P4 building blocks which the framework uses to create P4 programs, as well as for evaluating the programs during and after their generation. In the inner loop, GP4P4 evolves programs using Linear Genetic Programming (LGP), a machine-learning technique to “evolve” an initially randomized population of programs towards satisfying an objective function [11]. If the best of these programs satisfies all behavioral rules, GP4P4 presents this program as the solution. If not, it reboots the population of P4 programs and restarts the inner loop. This process continues until a solution has been found.

#### 4.2.1. Behavioral Rules

We describe combinations of network functions as a set of behavioral rules on packet attributes (headers and metadata). If these rules are followed for each packet, we deem the
P4 program valid. In contrast to P4 programs themselves, these rules describe the intended outcome of a program, and not its methodology. In other words, these rules can be seen as a low-level description of the intents of a network operator. The goal of GP4P4 is to automatically generate a valid P4 program for any provided set of behavioral rules. Consequently, to change the functionality of their switches, network operators only need to state their intents in the form of behavioral rules, after which a P4 program can automatically be generated and installed in the network.

In GP4P4, behaviour rules are expressed in the form of IF-THEN predicates connecting packet input conditions to output conditions. For any packet for which the input conditions (IF) are true, we require the output conditions (THEN) to be also true. Both the input and output conditions are expressed as one or more equal (EQ) or not equal (NEQ) Boolean expressions on packet attributes combined with AND. Packet attributes are referenced using dot notation (e.g. pkt_in.src_ip). For example, the rule

\[
\text{IF (pkt_in.src_ip EQ 192.168.1.1)} \\
\text{THEN (pkt_out.out_port EQ 2)}
\]

means that if the source IP address of an incoming packet is 192.168.1.1, the packet should be outputted from port 2. We require all input conditions (IF statements) to be mutually exclusive.

NAT Example
Consider the example situation in Figure 4.3. A P4 switch connects two networks, inside and outside. To apply NAT, we want the switch to replace the source destination IP address of host H1 in inside, 192.168.1.1, with 10.0.0.10 in any outgoing packet, and the destination IP address 10.0.0.10 with 192.168.1.1 in any incoming packet. The IP addresses of all other packets should be left unchanged. To determine if packets are from inside or outside, we can match on their input port (pkt_in.port_num); packets arriving at port 0 are moving from inside to outside, while packets arriving at port 1 are moving from outside to inside. Figure 4.5 shows the resulting 4 behavioral rules for this network function, while Figure 4.4 illustrates a flow-chart that covers all possible input cases in the NAT example.
4.2.2. Program Generation

In Genetic Programming (GP), an initially randomized population of programs is gradually evolved to satisfy an objective function by selection and reproduction, similar to the biological concept of natural selection. To move through the search space, reproduced programs are
randomly modified by mutation and/or crossover operations.

An important concept in GP is that of the phenotype versus the genotype. The phenotype is the program itself, while the genotype is an internal lower-level representation of the program that is more suitable for GP. Given a genotype, we can directly construct the phenotype by de-encoding this representation. In practice, there are three major genotype representations in GP: (1) linear, (2) tree-based, and (3) graph-based. In a tree-based approach, programs permanently branch after every IF-statement. Thus, this representation is more likely to evolve nested IF-statements than successive IF-statements. The graph-based approach, such as the one implemented by Cartesian Genetic Programming (CGP) \[45\], does not suffer from this “problem,” but limits our ability to perform crossover operation\(^1\). Crossover is vital for creating programs that satisfy our behavioral rules, as it allows a program that satisfies one rule to “merge” with a program that satisfies another rule to, hopefully, create an offspring that satisfies both rules. As we want to be able to evolve programs with both nested and successive IF-statements, as well as make use of crossover, we choose to use Linear Genetic Programming (LGP) in GP4P4. LGP evolves sequences of primitives of an imperative programming language. Each of these primitives represents a snippet of code in the phenotype program. In GP4P4 each primitive corresponds to a basic one-line declaration in P4, such as \texttt{src\_ip = 10.0.0.10;}\footnote{Combining information from two parent programs to create new offspring.}. We assume a set of primitives is provided to GP4P4 every time a new program has to be generated.

Figure 4.2 gives an overview of the program generation module of GP4P4. Program generation in GP4P4 runs in two loops: the outer and inner loop. In the inner loop, LGP is applied to evolve an initial random population of programs, i.e. sequences of primitives, into a program that satisfies all behavioral rules. The inner loop finishes either when a solution has been found or when this process takes too long. In the later case, the outer loop restarts the inner loop with a new initial population of random programs. This process helps prevent the program generation module from getting stuck in a sub-optimal local minimum.

Building Blocks
A primitive may read (write) from (to) any switch register, metadata value, or packet header. Additionally, a primitive may also access one or more constants (e.g. port \(0\)). In GP4P4 we treat all these input/output locations and values as registers. We store these registers in a single array, and allow a primitive to operate on any combination of registers in this array. Note that this means that the same primitive may correspond to different P4 declarations, depending on which registers it accesses. The registers of constants are read-only and are not allowed to be written to. Figure 4.6 shows an example of the combination of GP4P4 primitives, registers, and an individual program. Note that we do not have to store the explicit values of each register, but only to which part of the memory or packet they refer. We refer to the combination of registers and primitives as the building blocks of a GP4P4 program.

To construct GP4P4 primitives, P4 declarations are simplified and written in prefix notation. For example, the P4 declaration \texttt{var3 = var5;} is transformed to the GP4P4 primitive \texttt{ASSIGN(var3, var5)}. Although P4 declarations are normally written in infix notation, it is easier to encode genes in prefix format. The if-then statement (\texttt{if() {} }) is cut into two primitives, corresponding to \texttt{if() {} } (and \texttt{if() {} }). In addition, we restrict these primitives to two input registers, and create a separate primitive for each possible comparison operator: \texttt{IF\_EQ(a,b) for if (a == b) {}}, \texttt{IF\_NEQ(a,b) for if (a != b) {}}, and \texttt{ENDIF for }\texttt{)}. We do not allow any other control-flow statements, such as the else statement. Although this choice of primitives is rather limited, it still supports a wide range of possible declarations, albeit in the form of multiple primitives. For example, \texttt{if(a == b && b == c) {} } is represented as \texttt{IF\_EQ(a,b), IF\_EQ(b,c)}.\footnote{Combining information from two parent programs to create new offspring.}

P4 allows for a wide array of possible memory locations, metadata values and packet headers. Including all these possibilities as registers would severely hamper the ability of GP4P4 to evolve programs into the right direction. Thus, GP4P4 automatically extracts all registers from the behavioral rules themselves. A packet attribute or constant is included as a register if and only if it is used in at least one of the behavioral rules.
Figure 4.6: Example primitives, registers, and GP4P4 program genotype.
if port_num == 0 {
    if src_ip == 192.168.1.1 {
        src_ip = 10.0.0.10
    }
}
if port_num == 1 {
    if dst_ip == 10.0.0.10 {
        dst_ip = 192.168.1.1
    }
}

Primitives:
IF_EQ(a, b)
ENDIF()
ASSIGN(a, b)

Inputs:
port_num
src_ip
dst_ip

Constants:
0
1
10.0.0.10
192.168.1.1

(b)
As an optimization step, we categorize each attribute and constant by its data type, such as integer, string, Boolean, or IP address. We then limit the registers each primitive is allowed to access by type. This reduces the search space and ensures each primitive + register combination translates to correct P4 code.

Figure 4.7 depicts an example of a P4 code snippet and its translation in the prefix notation that is used throughout this work. Note that these two formats represent the exact same P4 code.

**Initial Population**

To initialize the inner loop, we generate a population of $N$ syntactically correct programs of primitives with a length between min_len and max_len. To construct each program, GP4P4 first randomly picks a program length between min_len and max_len. Then it randomly selects this number of primitives (with replacement), randomly selects valid registers for each primitive, and puts the primitives in sequence. This process is repeated every time the inner loop is restarted.

**Selection and Reproduction**

Within each iteration of the inner loop, GP4P4 holds two tournaments between $t_r \times N$ randomly selected programs, where $t_r$ is the tournament size ratio. The program with the highest fitness value of each tournament (or winner) is chosen for reproduction, while the bottom $n_r$ programs (or losers) of each tournament are chosen to be replaced by the offsprings of the two winners. In LGP, the new set of programs created by replacing the losers by the offspring of the winners is called a new generation. The inner loop continues the process of generating new generations until it either finds a valid program or reaches a predefined generation limit.

Each of the $2 \times n_r$ offspring is created in pairs of two:

1. Duplicate both winners
2. Perform a crossover between both offspring with probability $P_c$
3. Mutate offspring 1 with probability $P_m$
4. Mutate offspring 2 with probability $P_m$

To reduce the computation time, we compute and store the fitness value of each program as soon at it is created. This way, we reduce the number of fitness values that need to be computed every iteration from $t_r \times N$ to $2 \times n_r$.

**Mutation**

To mutate a program, GP4P4 first selects a random index $i$ in the program. Then, with equal probability, it either adds a new random primitive to the program at $i + 1$, removes the current primitive at $i$, or replaces the current primitive at $i$ with a new random primitive. Random primitives are generated in the same way as described previously in Section 4.2.2, with a few notable exceptions: To help evolve the program towards satisfying new rules, we generate new random if-then primitives with a higher probability than other primitives. GP4P4 selects a new, random if-then primitive with probability $P_{if}$ and a non-if-then primitive with probability $1 - P_{if}$. In addition, to prevent new if-then primitives from dropping the fitness level of the program, GP4P4 adds an `ENDIF()` primitive directly after every new if-then primitive it adds to a program. Similarly, when removing an if-then or `ENDIF()` primitive, GP4P4 also removes the corresponding `ENDIF()` or if-then primitive.

**Crossover**

To perform a crossover between two programs, GP4P4 randomly selects a unit of code of both programs and swaps these units with each other. In GP4P4, a unit is either a single non-if-then primitive or a sequence of primitives starting with an if-then primitive and ending with its corresponding `ENDIF()` primitive. By only swapping valid blocks of code, we ensure that the resulting two programs remain syntactically valid. The crossover process is demonstrated in Figure 4.8.
4.2.3. Program Evaluation

The evaluation module plays a critical role in GP4P4, as it guides the evolution of programs in the right direction, as well as checks if a program satisfies all behavioral rules. A good evaluation function should evaluate, in fine granularity, how close a program is to satisfying all rules and express this in a numerical value. In the case of P4 programs, this is not
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Data: Behavioral rules $R_1$ to $R_M$, packet multiplier $k$

Result: Network trace of input packet attributes $P_1, ..., P_{M \times k}$ and output conditions $C_1, ..., C_{M \times k}$

**Algorithm 2: Trace Generator.**

```plaintext
foreach Rule $R_i$ do
    for $1 \leq j \leq k$ do
        index := $(i-1) \times k + j$;
        Construct semi-randomized packet $P_{index}$ that satisfies the IF conditions of $R_i$;
        Set the output conditions $C_{index}$ to the THEN conditions of $R_i$;
    end
end
```

A straightforward process, as programs may seemingly satisfy a rule for one packet, while breaking it for another. Figure 4.9 gives an overview of the evaluation module.

First, we check the syntax correctness of the program by inspecting it in *Syntax Checker* module. A syntactically incorrect program is assigned a fitness value of $-1$ and will not go through further checks. Further, the Trace Generator generates a synthetic network trace of packets and output conditions based on the behavior rules supplied to the framework. Next, the Switch Simulator simulates the program and processes the network trace. For each packet in the trace, the simulator counts the number of packet output attributes that satisfy the behavioral rules.

Next, the fitness value $F_v$ is calculated using the following equation:

$$F_v := \frac{A_c}{N \times A_p}, \quad (4.1)$$

where:

- $F_v$: the fitness value
- $A_c$: the total number of valid output attributes over all packets in the trace
- $N$: the total number of packets in the network trace
- $A_p$: the number of output attributes per packet

As the fitness value is normalized, a fitness value of 1 denotes a program that satisfies all output conditions of the behavioral rules.

**Trace Generator**

The Trace Generator is responsible for generating network traces to evaluate generated programs on. In addition to generating the input packet attributes themselves, the Trace Generator also generates the corresponding conditions on the output packet attributes, so the Switch Simulator can quickly evaluate each program. To reduce computation time, the same network trace is re-used throughout the inner and outer genetic programming loops. Thus, the Trace Generator is only run once, just before starting the outer genetic programming loop.

Algorithm 2 describes the Trace Generator. For each rule, the Trace Generator creates $k$ packets. Packet input attributes are created in a semi-randomized fashion to match the IF conditions of the rule, while the output attribute conditions are directly taken from the THEN conditions of the rule. By creating packets for each rule, we ensure that the fitness evaluation function evaluates programs on each rule as well. As the IF conditions of the behavioral rules are required to be mutually exclusive, the Trace Generator only needs to consider one rule at a time. To reduce computation time, the same network trace is re-used throughout the inner and outer genetic programming loops. Thus, the Trace Generator is only run once, just before starting the outer genetic programming loop.
Switch Simulator

Compiling a program to P4, and then running the program on a real or emulated switch can take up a significant amount of time. Thus, this approach would not be practical for GP4P4, which constantly needs to evaluate new programs. We propose running and evaluating each program on a simulated switch instead, while guaranteeing the same output/fitness as a real switch. This way, we can still assign accurate fitness scores to programs and test if they satisfy all behavioral rules, without wasting time on P4 code compilation and installation. The GP4P4 Switch Simulator assigns an evaluation score to programs by simulating their output for each packet of the network trace. As the simulator and an actual switch would both give exactly the same output, the fitness value as determined by the simulator is equal to that determined by an actual switch as well.

To save time, the simulator (written in Python) runs directly on the sequence of primitives (the genotype) described in Section 4.2.2 instead of on P4 code (phenotype). When simulating a program, the Switch simulator first initializes a new list of registers, as described in Section 4.2.2. It then “runs” the program on each packet of the network trace by

1. Copying the packet attributes to the corresponding registers.
2. Interpreting the GP4P4 primitives line by line, reading and modifying the register values whenever required.
3. Copying the output packet attributes from the corresponding registers.

The fitness value of the program is then determined by counting the total number of satisfied output conditions, \( A_p \), and dividing this value by the total number of output conditions, \( N \times A_p \).

In the Switch Simulator, all primitives are assigned their own Python function. Consequently, to interpret a GP4P4 primitive, the simulator simply executes the corresponding Python function. If-then primitives form their own special case: when the simulator encounters an if-then primitive, it checks if its condition is true. If it is, the simulator continues to the next line. If not, the simulator searches for and skips forward to the corresponding \texttt{ENDIF()} primitive. To prevent the simulator from jumping to the end of a nested if-then block instead, it keeps track of its current depth while searching for the correct \texttt{ENDIF()} primitive.

4.2.4. End Condition

In this subsection, we describe several possible end conditions to terminate the inner and outer loops.

Inner Loop End Condition

The inner GP loop can be terminated on several conditions:

- **A correct program has been found.** This is the most straightforward condition. The loop stops whenever a program that satisfies all rules has been found.

- **Generation limit has been reached.** To abruptly terminate an inner loop that has been running for a long time, we can set a predefined limit of generations. If the limit has been reached, the loop exits without a correct program.

- **No significant improvement after certain generations.** Another possible end condition is to stop whenever we do not see any significant improvement in the maximum fitness value of the population for a certain number of generations.

The second and third end conditions produce an incorrect program that satisfies only some part of the rules. However they are needed in practice to terminate loops that run for an indefinite amount of time.

Outer Loop End Condition

Similar to the inner loop, the outer GP loop can be terminated on two conditions: when a correct program has been found or the attempt limit has been reached. An attempt is defined as one run through the outer loop.
Table 4.1: LGP Parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size, (N)</td>
<td>3200</td>
</tr>
<tr>
<td>Inner loop iteration limit</td>
<td>3000</td>
</tr>
<tr>
<td>(min_len)</td>
<td>1</td>
</tr>
<tr>
<td>(max_len)</td>
<td>10</td>
</tr>
<tr>
<td>Crossover rate, (P_c)</td>
<td>1</td>
</tr>
<tr>
<td>Mutation rate, (P_m)</td>
<td>0.4</td>
</tr>
<tr>
<td>(P_f)</td>
<td>0.5</td>
</tr>
<tr>
<td>Tournament size ratio, (t_r)</td>
<td>0.05</td>
</tr>
<tr>
<td>Tournament losers, (n_r)</td>
<td>3</td>
</tr>
<tr>
<td>Trace generation multiplier, (k)</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.2: Network Function Properties.

<table>
<thead>
<tr>
<th>Function Name</th>
<th>rules</th>
<th>prims</th>
<th>ins</th>
<th>outs</th>
<th>cons</th>
<th>blen</th>
<th>bifd</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAT</td>
<td>4</td>
<td>IFEQ, ENDIF, ASSIGN</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Firewall</td>
<td>4</td>
<td>IFNEQ, ENDIF, DROP</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Server Balancer</td>
<td>2</td>
<td>IFEQ, ENDIF, ASSIGN</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Link Balancer</td>
<td>2</td>
<td>IFEQ, ENDIF, ASSIGN</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>DSCP Marker</td>
<td>2</td>
<td>IFEQ, ENDIF, ASSIGN</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>PAT</td>
<td>4</td>
<td>IFEQ, ENDIF, ASSIGN</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Router</td>
<td>2</td>
<td>IFEQ, ENDIF, ASSIGN, SUB</td>
<td>4</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>1</td>
</tr>
</tbody>
</table>

Header definitions. \textit{rules}: number of rules, \textit{prims}: primitives used as building blocks, \textit{ins}: number of inputs, \textit{outs}: number of outputs, \textit{cons}: number of constants, \textit{blen}: baseline (manually written solution) code length, \textit{bifd}: baseline code maximum nested-IF-statement depth.

4.3. Experiments

We demonstrate GP4P4 on 7 small network functions: Network Address Translation (NAT), Firewall, Server Balancer, Link Balancer, DSCP Marker, Router, and Port Address Translation (PAT). Table 4.2 shows the properties of these network functions. The prototype of GP4P4 was implemented in Python language, while the experiments were run on an Intel Xeon CPU E5-2690 running Ubuntu 14.04.6 LTS (kernel version 3.13.0-151).

Unless explicitly mentioned, by default the experiments are run with the parameters indicated in Table 4.1. Further the inner loop is terminated when a generation limit is reached or whenever a correct program is found. As for the outer loop, it is terminated when the attempt limit reaches a threshold of 2000 attempts or a correct program is found.

4.3.1. Generation Time and Program Length in Various Network Functions

As can be seen in Figure 4.10, GP4P4 can generate each of the 7 network functions in a matter of minutes. Even for the most difficult function (Router), a valid solution is usually found within 100 seconds. The worst-case generation time we encountered was around 329 seconds. As network functions do not constantly need to be regenerated, this is well within acceptable limits. In fact, GP4P4 enables networks to almost immediately react to changing requirements from users or network operators, as the network can generate and install a completely new P4 program within minutes.

From Figure 4.11, we can observe that GP4P4 in general generates program with small variance between program lengths. Only the PAT network function has a relatively larger variance. One possible explanation is because the solution to PAT has a larger nested-if depths requirement to all other network function, except for Firewall. Interestingly, this phenomenon does not occur in Firewall, which has the same nested-if depth requirement as PAT. However, if we observe the generation time for Firewall, it becomes clear that Firewall usually finds a solution in a really short time (near zero), most likely because the solution is often found in the initial population. Thus, the Firewall does not even have to evolve any
nested-if blocks like PAT. This can be further explained because the number of constants in the Firewall function is relatively low (2).

### 4.3.2. Various Parameter Effects on the Generation Time

Next, we consider the effect of changing different parameters on the program generation time. In general, there does not seem to be a clear-cut rule for the optimal setting for all network functions. However, in all our experiments, a program could still be generated within 15 minutes at worst, suggesting that it is still possible to achieve reasonable generation times even with non-optimal parameters.

Figure 4.12 and Figure 4.13 show the generation time of DSCP Marker and PAT functions versus the population size, generation limit, tournament size ratio, tournament losers, minimum initial program length, maximum initial program length, crossover rate, mutation rate and mutation IF-block rate. We chose to illustrate these 2 network functions because they have relatively high generation times, and thus presumably are more difficult to generate. We can observe that in both network function, the effect that each parameter does to the generation time is fairly similar.

For all network functions except NAT, a population size of around 1000 seems to be near-optimal. Going below 1000 increased generation times. Given that NAT is a relatively easy function to generate\(^2\) and we want to prioritize the generation time of more difficult functions, this seems to be an optimal choice for the population size.

For the more difficult programs, a low tournament size ratio of at most 0.1 results in both lower generation times and generation time variance. A lower tournament size ratio allows more sub-optimal programs to evolve. Presumably, this helps increase the number of possibilities GP4P4 considers, which allows it to find valid programs more quickly.

\(^2\)In fact, even with a population size of 1000 all NAT experiments finished within 3 minutes.
Introducing crossover decreases the generation times of all network functions. In addition, increasing the crossover rate also seems to reduce variance. Increasing the crossover rate had a large impact on all generation times except those for PAT, which it reduced slightly. The optimal crossover rate seems to be around 0.9.

Changing the mutation rate only had a noticeable effect on the generation times of PAT and DSCP Marker. However, as it decreased both the average generation time and the variance between generation times of these functions, mutation is clearly worthwhile to include in GP4P4.

On the other hand, the size of generation limit, tournament losers, minimum initial program length, and the probability of introducing new if-blocks do not seem to give any significant impact on the generation time for both function, except for a slight variation in the variance between the generation times.

### 4.3.3. Various Parameter Effects on the Program Length

We now inspect the impact of changing different parameters on the resulting program length. In general, the size of generated programs are relatively more stable than the time needed to generate those program. Even while varying the maximum initial program length – the parameter that has most significant effect on the program lengths – the average program lengths do not seem to change much, while the variance between program lengths do change quite significantly.

Figure 4.14 and Figure 4.15 show the resulting program lengths of DSCP Marker and PAT functions versus the population size, generation limit, tournament size ratio, tournament losers, minimum initial program length, maximum initial program length, crossover rate, mutation rate and mutation IF-block rate. We chose to illustrate these 2 network functions for the same reason as in the previous subsection, with an additional reason to inspect the interesting behavior of the PAT, which was the only function with high variance between the
program lengths as depicted in Figure 4.11.

We can observe that most of the parameters do not seem to impact the program length significantly, thus we do not analyse the results we get for these parameters. The parameters with little to no effect to the program lengths are: population size, generation limit, tournament size ratio, size of tournament losers, mutation rate, and probability of introducing new if-blocks.

The minimum and maximum initial program lengths do seem to have the most significant effect on the program length. As can we logically expect, longer initial program length – either minimum or maximum – generates a longer program. As we aim for shorter, more effective, solutions, the most optimal value for these parameters is as low as possible, translated to 1 for the minimum initial length and 10 for maximum initial length.

Further, the crossover rate also seems to give some impact on the variance between the resulting program lengths. This is quite noticeable for the PAT function, but not so much in the DSCP marker function. From the PAT function, we can see that lower crossover rate gives programs with shorter length. Although the lowest value for the crossover rate seems to be best in this case, we must also remember that the highest crossover value gave us the shortest generation time. As minimizing the length of the resulting program is not first priority, the conclusion that we have for crossover rate from the generation section still holds true in this case.

### 4.4. Conclusion

The size and complexity of networks has grown formidably, making managing and programming them a daunting task. In this work we provide a first step towards automating this process by enabling self-programming networks. While the introduction of P4 has enabled network operators to construct high-speed customized network functions, this has come at a significant cost: Network operators now have to create and maintain a large repository of network functions, which introduces a completely new vector for network failures. However, this does not need to be the case. We have proposed GP4P4, a framework for automatically generating data-plane code satisfying sets of simple behavioral rules. Our proposed framework, called GP4P4, uses Linear Genetic Programming techniques to automatically evolve a population of P4 network programs towards satisfying a given rule-set. GP4P4 evaluates these programs by simulating a P4 switch and generating a synthetic trace of network packets tailored towards effectively evaluating a specific rule-set. This not only reduces the computation time significantly, but also allows GP4P4 to generate P4 programs without relying on any external switches or network traces.

Our experiments show that GP4P4 can generate P4 programs within minutes. This enables networks to quickly react to changing requirements, as networks can now generate and install completely new P4 programs quickly.

Although GP4P4 is currently tested with simple behavioral rules, we believe it is an important first step towards a future of self-programming networks: networks that can fully program and adapt themselves to their current goals and circumstances with minimal intervention by network operators.
Figure 4.12: Tukey boxplots of the generation times of DSCP Marker function versus the population size, generation limit, tournament size ratio, tournament losers, minimum initial program length, maximum initial program length, crossover rate, mutation rate and mutation if-block rate. The blue triangle shows the average generation time. All experiments were repeated 100 times.
Figure 4.13: Tukey boxplots of the generation times of PAT function versus the population size, generation limit, tournament size ratio, tournament losers, minimum initial program length, maximum initial program length, crossover rate, mutation rate and mutation if-block rate. The blue triangle shows the average generation time. All experiments were repeated 100 times.
Figure 4.14: Tukey boxplots of the resulting program length of DSCP Marker function versus the population size, generation limit, tournament size ratio, tournament losers, minimum initial program length, maximum initial program length, crossover rate, mutation rate and mutation if-block rate. The blue triangle shows the average program length. All experiments were repeated 100 times.
Figure 4.15: Tukey boxplots of the resulting program length of PAT function versus the population size, generation limit, tournament size ratio, tournament losers, minimum initial program length, maximum initial program length, crossover rate, mutation rate and mutation if-block rate. The blue triangle shows the average program length. All experiments were repeated 100 times.
This chapter concludes the work that has been done within this report. We begin by answering the research questions from Chapter 1, stating the contributions that we have made in P4I/O and GP4P4 frameworks, before finally closing it with mentioning some possible future research directions.

5.1. Answer to the Research Question
The research questions posed in Chapter 1 can be answered as follows:

- **RQ1. In what language can we express our network intent?** The answer to this question is twofold: we can express our intent in a high-level close-to-English style as demonstrated in the P4I/O platform or the lower-level behavioral rules as demonstrated in the GP4P4 platform. We based the former on the Nile language [31], which already satisfies all our objectives for an easy-to-learn and intuitive intent language, while the latter is specifically developed to guide our adaptation of Genetic Programming technique for “evolving” P4 programs.

- **RQ2. How to design and implement a system that can generate a P4 program based on user intent?** Our first framework, P4I/O searches for a program using a straightforward graph union operation and then generates it using parameterized templates. Our second framework, GP4P4 aims to fix the static characteristic intrinsic to the code templates by using a more intelligent technique of Linear Genetic Programming (LGP). The LGP searches for a solution from a hypothesis domain of P4 language primitives, packet attributes and constants derived from the user-supplied network behavioral rules.

- **RQ3. How is the efficacy of such a system?** We have shown by a Proof-of-Concept demonstration that the generation of a working P4 program in our first framework of P4I/O takes a really short time, even on non-server-grade hardware. P4I/O was also able to push the code into the BMV2 software switch in a short time, enabling us to change intent even on-the-fly. The second framework of GP4P4 was able to generate P4 code in a relatively short time with a maximum generation time of around 5 minutes even for the most complex network function in our test cases. We consider this generation time acceptable as the behavioral rules are not often revised by the users so that the framework can even generate the code proactively – before the user requests for it.

5.2. Contribution
We have presented the following key contributions in the P4I/O framework:

1. **Extensible Intent Definition Language (IDL).** To describe various kinds of network services as intents, we devise a high-level language that is close to the human language, yet precise enough to be interpreted unambiguously by the network controller.
Furthermore, this language is extensible so that we can define any kind of data-plane functionality.

2. **Template-Based P4 Code Generation.** We constructed a repository of relevant network functions in the form of P4 code templates. These templates are then parsed and represented in a specialized data structure that facilitates combining the network functions, following the intent instructions. The code templates are then finally merged to form a valid P4 program.

3. **Dynamic Intents Realization.** We provided a technique to install the resulting P4 code in a programmable switch while permitting intent modification at any time. We realize intent modifications, with minimal disruption to the traffic forwarding process, through a state-transfer mechanism.

4. **Framework Evaluation.** We demonstrated that P4I/O works, by building a proof-of-concept. P4I/O code has been released as open-source code [55].

Besides, the following contributions were presented in the GP4P4 framework:

1. **GP4P4.** We presented GP4P4, a framework for automatically generating P4 programs using techniques adapted from Linear Genetic Programming (LGP). LGP is a machine-learning technique to "evolve" an initially randomized population of programs towards satisfying an objective function [11].

2. **An evaluation module to make LGP suitable for data-plane programmability.** We proposed an evaluation module that evaluates programs by creating synthetic network traces and simulating the output of P4 programs on these traces. In this regard, GP4P4 is fully self-sufficient and does not depend on any external network traces or physical switches.

3. **Proof-of-Concept experiments demonstrating the efficacy of GP4P4.** The experiments demonstrated that GP4P4 was able to generate P4 codes based on rules within a few minutes.

### 5.3. Future Work

For future work, we have identified the following potential research directions:

1. **Enhancing the behavioral rules for GP4P4 with more advanced operators.** The current behavioral rule is quite limited in the sense it only supports the **IF-THEN** construct and also only supports conjunctive (**AND**) logical operator between the conditions. It would be interesting to add more logical constructs, like **ALL** and disjunctive (**OR**) logical operator, to build more complex network functions.

2. **“Mining” network behavioral rules from external sources.** Currently, the behavioral rules are supplied by the network operators. This can limit the usefulness of the GP4P4 framework as the network function is only going to be as good as how the rules are defined. Further, writing behavioral rules for network functions requires deep knowledge of the behavior of the intended function. To this end, we propose to search for a way to obtain these rules automatically from an external source. An example approach for this problem would be mining behavioral rules from the corpus of network device documentation on the World Wide Web.
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