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Chapter 1

Introduction

This chapter aims to fulfil several goals. The first is to define the problem at hand and to give the reader essential background information regarding the occurrence of this problem. This is succeeded by a short elaboration on the motivation of the research topic and research done previously to solve the problem at hand. Secondly, the research project documented within this report is then described in terms of one central research objective and several key research questions. These questions are answered throughout this report. Finally, a short outline of the thesis report is presented to provide a better overview of which steps are taken to successfully achieve the set research objective.

1.1 Problem Definition and Significance

The world’s energy need has drastically increased over the last decades. This resulted from a growth in global population and higher global standards of living. This comes with several environmental challenges to support our way of living for a long period of time. Many of these challenges are dominated by global warming originating from the use of non-renewable energy sources and by releasing their by-products into the atmosphere. This negative consequence has led to extensive research into cleaner and renewable energy sources. Twenty-seven member countries from the European Union (EU) have set targets to achieve 20% of their total energy generation to be delivered solely by renewable sources by 2020. EU targets also include a reduction of greenhouse gases by 20% compared to 1990\(^1\).

As a result of these new targets, the share of renewable energy in the generation mix has increased over the recent years\(^2\);\(^3\). The share of intermittent renewable energies has not only increased in the last couple of years but will grow at an even faster pace in the years to come\(^4\);\(^5\);\(^6\). Renewable energy sources consist, amongst others, out of intermittent renewable energy sources (IRES). These provide a fluctuating power output. To account for the output of IRES, thermal generators must reduce their power production, leading to lower electrical efficiencies as they move away from their optimal operating point\(^7\);\(^8\). This is not possible for every generator since wind fluctuations can occur within minutes and not every plant can respond so abruptly such as nuclear and coal power plants. Therefore, combined-cycle power plants (CCPPs) are often used for “load balancing” due to their current flexibility. Due to the fluctuating nature of IRES, there are times when their output is not allowed into the grid due to stability reasons or when there is a mismatch between the power supply and demand. During such times an excess of power is present, and when no use is found for this excess of power, wind turbines are dispatched-down: they are shut-down although they are perfectly capable of producing power. The amount of wind energy which could have been produced if the turbines were running is called constrained wind or curtailment. Under which of these categories the dispatch-down of wind turbines falls is discussed in detail in chapter 2. As the market share of IRES increases and wind is to be dispatched down more often. If more wind turbines are to be dispatched down, the business case for wind parks becomes less profitable and their attractiveness decreases. To continuously harvest the positive effects of wind power and extract their full potential, the growth of renewable energy sources must be encouraged rather than limited. It is therefore important that its corresponding integration challenges regarding the dispatch down of wind turbines must be resolved to achieve a higher share of renewable energy sources within the electricity grid.

1.2 Research Topic Motivation

The presence of unused excess power has been a popular topic of research. To avoid its occurrence, several solutions have been proposed, each trying to solve a different aspect. A promising idea is to use large scale energy storage\(^9\);\(^10\);\(^11\);\(^12\);\(^13\);\(^14\). The proposed concept is rather straightforward: store energy during periods of low demand and release it during periods of high demand. Another method is to adjust the power demand pattern to better match that of power supply. This is already in effect in the Netherlands by having a variable electricity price based on the time of day. A solution for the presence of excess power not often addressed, is the introduction of new
loads into the grid. Currently a power plant is mainly used as a generator and not as a consumer. Allowing the plant to extract power from the grid can lead to a displacement of fossil fuels. Instead of powering the plant solely by burning fossil fuels, one can (partly) power it with the excess power coming from IRES as visualized in Figure 1.1. Therefore, the goal of this research is to assess the technical and financial feasibility of utilizing wind curtailment in a combined-cycle power plant by simulating the annual performance of a such a power plant.

![Figure 1.1: Schematic of curtailment utilization in combined-cycle power plants.](image)

A similar idea has been investigated to quantify the impact of using excess power for the heating sector instead of the electricity sector. It is therefore that the impact of such a solution for the electricity sector is investigated within this research project. To further limit the scope of the project, the object of observation is chosen to be a combined-cycle power plant. This type of plant was chosen due to its current success and increasing role in the integration of IRES. The main focus of this research lies on the Dutch grid and the performance of Dutch CCPPs. It is therefore that most cases are applied to the Dutch grid.

1.3 Research Objective and Research Questions

This research project starts with the definition of a clear and unambiguous research objective. This objective indicates the aim of the project and how this aim is to be achieved. For this research project the following research objective is established:

*The research objective is to assess the technical and financial feasibility of utilizing wind curtailment in a combined-cycle power plant by simulating the annual performance of a such a modified power plant.*

This research objective is divided into five main research questions. The research objective is achieved once all of these questions have been answered. These questions were identified through the creation of a research framework as described in "Designing a Research Project". The research questions answered throughout this report are as follows:

1. What are the current and future levels of excess power available for combined-cycle power plants coming from the dispatch down of wind turbines?
2. Which combined-cycle architecture modification displays potential to improve existing plants in view of the set assessment criteria?
3. What are the performance scores of the current and modified combined-cycle architectures for each of the assessment criteria?
4. What can one conclude from the performance scores of the simulated plant architectures to access whether using curtailment in combined-cycles is technically and financially feasible?
1.4 Report Structure

This report consists of 11 main chapters. The first is the introduction, which you are reading at this moment. It is followed by chapter 2 which elaborates on the dispatch down of wind turbines and its subtypes: constrained and curtailed wind. The knowledge gained from this chapter is used in chapter 3 to create a curtailment model used to quantify curtailment for a specific electrical grid. This model is the first of three models to be developed to quantify the benefits of using wind curtailment. The subsequent chapter, chapter 4, describes the working principles of a combined-cycle power plant. This knowledge is used in chapter 5 to create the second model, the combined-cycle model which simulates power plant performance during full-load and part-load conditions. Chapter 6 provides an overview of energy storage methods and the principles upon which they are based. Within this chapter, one storage method is chosen to match the curtailment occurrences with the combined-cycle operating pattern. This chapter is followed by chapter 7 which describes and evaluates several possible methods for which curtailment can be utilized in combined-cycle plants. Here the decision is made on how to best use curtailment to displace natural gas. A energy storage system based on the findings from chapter 6 is then designed and simulated in chapter 8. This model is the final of the three models. These three models are integrated together to simulate the annual performance for curtailment utilization. The findings of this simulation are presented in chapter 9. Chapter 10 deals with the financial health of the proposed concept and its financial performance as compared to the installation of wind turbines. The final chapter, chapter 11, concludes the research project and presents recommendations for future work. The complete report outline is visualised in Figure 1.2.

![Diagram of report outline](image-url)
Chapter 2

Constrained and Curtailed Wind

This chapter explains the definition of constrained wind and its difference in comparison to curtailed wind. The main causes for curtailed wind, also known as curtailment, are identified and elaborated upon. This knowledge gained forms the basis for the curtailment model developed in chapter 3, capable of simulating the occurrence of curtailment for an electrical grid.

2.1 Constrained Wind versus Curtailed Wind

The dispatch down of a wind turbine can be classified into two types: constrained wind and curtailed wind. Both imply that an excess of wind energy is generated and that a number of wind turbines are to be dispatched down. However, there is a fundamental difference in why this dispatch down occurs. It is this difference which makes it possible whether excess power can be utilized at off-site locations or not.

Constrained Wind

Constrained wind refers to the dispatch down of wind turbines due to local reasons. For example, when a wind park generates more power than transmission lines can handle. In this situation one must dispatch down a specific wind turbine present within the wind park. Therefore, constrained wind can be described as follows: "Constrained wind is the dispatch-down for local reasons. Only a specific wind generator can alleviate the problem[17]." A visual representation of such a situation is displayed in Figure 2.1a. Since constrained wind is caused by the limited capacity of transmission lines the power can not reach thermal power plants even if it was generated. Therefore, constrained wind is not investigated any further within the scope of this thesis.

Curtailed Wind

In contrast to constrained wind, curtailed wind or curtailment, occurs when the amount of wind generated threatens the stability of the grid. Whenever a wind turbine must be dispatched down due to this reason but it is irrelevant where this wind turbine is located geographically, curtailment occurs. Such a situation is shown in Figure 2.1b. Any wind turbine can be dispatched to mitigate the problem of grid stability. Therefore, curtailment can be described as follows: "Curtailment is the dispatch-down for system-wide reasons. Any wind generator can alleviate the problem[17]." This thesis continues with the concept of curtailment since it can be used in existing thermal power plants in contrast to constrained wind.
2.2 Curtailment Causes

Major causes for curtailment often come from requirements imposed on the grid to maintain system security. Two of these requirements are shortly discussed and elaborated upon.

Synchronous Generators

The operating frequency of the grid depends on the power control. To keep the grid frequency at 50 Hz, the active power supply must equal the demand. Therefore, generation and demand must be kept in equilibrium. A graphical representation of this situation is provided in Figure 2.2. The demand loads pull an inflexible sheet down towards lower frequencies whereas the supply loads pull it up to maintain its frequency at the desired level. Since power consumption varies according to the time of day, season and weather conditions, the frequency has to constantly be controlled. Synchronous generators, such as those present in thermal generators, can more easily maintain a constant frequency due to their rotational inertia. Wind turbines often use non-synchronous generators, or induction generators, whose output frequency does not directly correspond to its RPM, making frequency control more difficult. They are used due to the advantage of being able to generate power at different rotor speeds. Introducing a large number of wind power into the generation mix therefore increases the complexity of frequency control. As a result, a certain percentage of the grid’s generation has to be fulfilled by synchronous sources such as thermal generators and not all generated wind energy is accepted by the grid operators.

Regulating and reserve requirements

Operating reserves are also related to the grid’s frequency control. The output of IRES sources cannot yet be predicted with a 100% accuracy. Therefore, thermal generators must be active to deliver the required power when needed to avoid temporary blackouts and to solve transmission constraints. These generators are referred to as regulating reserves. To maintain a stable and trustworthy grid there is a lower limit of generators that must be active. The amount of generators acting as reserves increases when the IRES penetration increases due to a larger share of intermittent power. By having this set of generators operative at all times there is less “room” for IRES sources. When more wind power is generated than the grid can accommodate, curtailment occurs.
2.3 Conclusions and Observations

The dispatch down of wind turbines can be classified into two categories: constrained wind and curtailment. Constrained wind occurs due to local reasons and requires a specific wind turbine to be shut-down. On the contrary, curtailed wind is a system wide problem and any wind turbine, regardless of location, can be shut down to alleviate the problem. Due to the nature of constrained wind, curtailment is the main focus within this research project. Curtailment has, amongst others, two major causes. The first being the limited amount of allowed non-synchronous sources as a result of frequency control. To keep the grid frequency at 50 Hz power generators constantly adjust their. Due to the intermittent nature of wind and the adjustment time of thermal generators curtailment might occur as a result of frequency stabilization. As a result, only a limited amount of wind turbines are allowed to be active to be able to cope with its intermittent nature. Finally, regulating reserve plants are required since wind energy can not be predicted with a 100% accuracy. These plants are on standby to assure an equilibrium between power supply and demand and solve local transmission constraints.
Chapter 3

Curtailment Modelling

For the purpose of this research project it is essential to model curtailment to give an indication of its magnitude and occurrence pattern. Using the causes for curtailment as described in Chapter 2 a model is developed for this purpose. The structure of this model and its results are presented in the following three sections.

3.1 Model Structure and Underlying Equations

Wind curtailment on an annual basis is modelled by using the national annual demand and wind production patterns. Figure 3.1 displays an illustrative period throughout the year 2015 to demonstrate how the occurrence pattern for curtailment can be estimated using these inputs. For this example both the 2015 demand and wind production patterns of the United Kingdom have been used since no such annual patterns with small enough time step were found for the Netherlands (23). These patterns are scaled to the national generation data for the Netherlands for the year 2015 to model curtailment for the Netherlands. Finally, the demand and wind power are scaled from a wind penetration of 5.84% (2015 rate) to 30% to improve clarity of the used simulation method for the reader (24). For these data sources, the maximum time step cannot exceed one hour to achieve a detailed model for curtailment (7). In addition, these inputs should span the same period and time-series (7). From the demand and wind production data the residual load can be computed. This represents the load which has to be supplied solely by thermal generators. The residual load can be computed as shown in Equation 3.1.1 and its occurrence is displayed in Figure 3.1b.

\[ P_{\text{residual}} = P_{\text{demand}} - P_{\text{wind production}} \]  

Equation 3.1.1

During periods of high wind production the residual load is low. Grid requirements as described in section 2.2 limit the minimum thermal generation and thereby reduced the room left for wind generation. When the residual load falls below the limits originating from requirements, wind generators are dispatched-down and wind is curtailed. For the purpose of curtailment modelling, two limits are defined. The first limit is referred to as the system non-synchronous penetration (SNSP) limit. The output frequency of a non-synchronous generator such as those used in wind turbines is harder to control than those from synchronous generators running at a constant RPM. The SNSP limit sets a threshold above which non-synchronous sources are not allowed into the grid due to system stability reasons (18; 19). This limit can be computed by means of Equation 3.1.2 (18; 19). A limit of 100% means that the complete grid can be operational with solely non-synchronous sources. For the model used within this research no national imports or exports are considered.

\[ \text{SNSP} = \frac{P_{\text{wind production}} + \text{Imports}}{P_{\text{demand}} + \text{Exports}} \]  

Equation 3.1.2

Ireland currently uses a SNSP limit of approximately 50% (18; 19). This limit might decrease in the future due to a more stable and flexible grid architecture. It must the noted that this limit might be significantly lower due the fact that Ireland is an island. The second limit is referred to as the regulating and reserve limit (RR) (18; 19). It states that a group of generators must operative as reserves to adjust their power according to the occurred frequency change. Therefore, there is a minimum number of thermal power plants constantly active. For simplicity, this minimum power generation is taken to be constant throughout the year and is defined as a percentage of the maximum demand. Therefore it can mathematically be represented as shown in Equation 3.1.3 A limit of 100% means that the complete demand has to be delivered by thermal generators at all times.

\[ \text{RR} = X \cdot P_{\text{max demand}} \quad (\text{where} \quad 0 \leq X \leq 1) \]  

Equation 3.1.3
These two limits can be compared to the residual load. If the residual load is lower than one of these limits, the difference between the residual load and the limit line is marked as curtailment as shown in Figure 3.1b. By doing so the pattern and magnitude of curtailment contributed to each limit can easily be computed. For the illustrative period this is shown in Figure 3.1c. A major advantage of this model is that the cause of curtailment can easily be associated with the limit it originates from. Using this model an indication can be provided why wind turbines are dispatched more often than solar panels. Wind generation does not change its output as drastically during the night as solar generation does. Solar generation often coincides with high demand levels and therefore results in higher residual loads.

![National demand and wind production](image1.png)

(a) National demand and wind production.

![Residual load and curtailment limits](image2.png)

(b) Residual load and curtailment limits.

![Total curtailment attributed to their source](image3.png)

(c) Total curtailment attributed to their source.

Figure 3.1: Curtailment model for the Netherlands at 30% wind penetration, 50% SNSP and 20% RR.

### 3.2 Verification

To verify the model three verification cases are evaluated. The first being for a SNSP and RR limit of 0%. For such low limits all the wind power generated directly translates into curtailment since no wind power is allowed into the grid. Using these settings, the curtailment pattern as displayed in Figure 3.2a is obtained. It is clearly visible that all curtailment originates from the SNSP limit for a 0% value. The same test can be performed for the SNSP and RR limits of 100%. All wind power is expected to be curtailed and originating from the RR limit as displayed in Figure 3.2b. Comparing these curtailment patterns to the initial wind production pattern in Figure 3.1a one can see that they are identical. In addition, curtailment should be zero when the SNSP and RR limits are 100% and 0% respectively. This is indeed the case as can be observed in Figure 3.3. In this figure all verification cases can be observed to be true for various SNSP and RR limits.

### 3.3 Results

Simulating annual curtailment patterns show that curtailment levels are the highest during low demand hours since this results in low residual loads. The curtailment pattern previously displayed was valid for one specific wind penetration, SNSP limit and RR limit. Therefore, to obtain knowledge on how curtailment changes according to a change in grid circumstance, several simulations are performed for different SNSP and RR limits at various wind penetrations. The results of these simulations are displayed in Figure 3.3. Curtailed wind became more prominent for lower SNSP limits and higher RR limits. When the SNSP limit reaches 0% a plateau is reached. For higher wind penetration percentages the RR limit starts contribute more to curtailed wind at lower levels. This trend can easily be identified when comparing Figure 3.3a to Figure 3.3d.
3.4 Conclusions and Observations

The occurrence of wind curtailment is modelled using two grid requirements. The SNSP limit, which limits the number of non-synchronous generators in the grid to increase frequency control. The second limits is the RR limit. This limit indicates the minimum power supply which constantly has to be active. Using these requirements and the national demand and wind production, wind curtailment can be predicted at the time step of five minutes. This is done by comparisons the residual load to both limits to assess whether any requirements are violated. To verify the model three
extreme situations were simulated. The first being SNSP and RR limits both of 0%, the second being SNSP and RR limits both of 100% and the third a SNSP limit of 100% and RR limit of 0%. All cases demonstrated the expected results, namely a curtailment pattern which matches the national wind production or zero curtailment.

The model was used to simulate various annual curtailment patterns for the complete ranges of the SNSP and RR limits. This was done for several national wind penetration levels to identify the impact of a higher share of IRES on curtailment. As expected, higher SNSP limits and lower RR limits lead to lower curtailment quantities and less occurrences. An increase in the IRES generation mix share increases curtailment. In short, a verified model has been created which can model curtailment at a time step of five minutes for different grid characteristics.
Chapter 4

Combined-Cycle Power Plants

The goal of this chapter is to provide a better insight into CCPP architectures, their components, operating mechanisms and thermodynamic advantages. The first section deals with the operating principle and major components of a combined-cycle power plant. The second section elaborates upon its thermodynamic advantages compared to a single gas or steam turbine.

4.1 Power Plant Architecture

A CCPP architecture consists of four major components: gas turbine, heat recovery steam generator (HRSG), steam turbine and generator. The gas turbine operates according to the Brayton cycle whereas the steam turbine operates according to the Rankine cycle. The CCPP is based on the principle that when both cycles are combined in series, the total work extracted and thermal efficiency are greater than those of solely a Brayton or Rankine cycle. This is due to waste heat recovery of the Brayton cycle in the Rankine cycle. This statement is proven mathematically in section 4.2. A simplified plant architecture is displayed in Figure 4.1.

![Figure 4.1: Multi-shaft combined-cycle power plant layout. Modified from (25).](image)

Air is fed into the system and compressed by the compressor in the gas turbine. This air is then mixed with natural gas and combusted within the combustion chamber. This combusted air-fuel mixture, also known as flue-gas, is then expanded by a turbine to deliver work. This work is used to drive the compressor, and in some cases, auxiliary units. Excess work is used to drive a generator which generates electricity. Hot exhaust gases leaving the turbine run through the HRSG to evaporate water into superheated steam. This steam is expanded through turbines in the steam cycle to extract work. The steam turbine is connected to the generator to convert its work into electricity. Steam leaving the steam turbine is condensed under a constant pressure by the condenser to dissipate heat from the working fluid. This requires a source which temperature is below that of the exhaust steam, usually a river or sea.

A CCPP can have a single or multi-shaft configuration. When a single shaft configuration is used the gas turbine and steam turbine(s) are connected to one single shaft connected to a generator. This generator may be located
after the steam turbine or in-between the gas and steam turbines. For a configuration where it is located in-between the gas and steam turbines a clutch is often used during power plant start-up procedures. This allows for the gas turbine to be operative during start-up without driving the steam turbine generator. When the gas turbine shaft speed exceeds the required RPM and enough steam has been generated in the HRSG the clutch is engaged connecting steam turbines to the generator. For multi-shaft configurations the gas turbines and steam turbines often have their own corresponding generators making a clutch unnecessary.

4.1.1 Gas Turbine

The gas turbine stands at the core of the CCPP. It produces the majority of power and functions as the heat source for the Rankine cycle. Typical thermal efficiencies of a gas turbine range between 38-42% depending on their characteristics. Gas turbines used for power generation can be classified into two main categories:

Aero-derivative gas turbines
Aero-derivative gas turbines often use multiple shafts and are derived from the aerospace industry. The compressor and the turbine driving the compressor can rotate at various shaft speeds since a separate power turbine is often used. These type of turbines can start-up faster than their industrial counter-parts due to their low inertia. Aero-derivative gas turbines are often used for applications below 66 MWe and for CHP power plants due to their lower outlet temperature.

Heavy-duty industrial gas turbines
Heavy-duty industrial gas turbines often use a single shaft configuration and can reach up to 340 MWe. They are purely designed for operation in static environments and to operate at a fixed shaft speed. Industrial gas turbines can have higher tolerance for low quality fuels at the cost of a slightly lower thermal efficiency than aero-derivative gas turbines, thereby making them more suitable for combined-cycle operation.

Both types operate according to the thermodynamic Brayton cycle. The temperature-entropy diagram explains the ideal Brayton cycle and is displayed in Figure 4.3. The cycle consists of four phases. The first phase is isentropic compression (1-2) where ambient air is compressed and thereby the temperature and pressure of the air is increased under isentropic conditions. The compressed air enters the combustion chamber where it is mixed with fuel under a constant pressure (2-3). The heated, pressurized mixture is expanded through a turbine delivering work under isentropic conditions (3-4). This work is partially used to drive the compressor. Finally, heat is rejected into the atmosphere to complete the cycle (4-1). In reality, the processes to which the air and flue-gases are subjected to are not ideal as depicted here since both compression and expansion are not isentropic. A pressure drop occurs during combustion and both the compressor and turbine experience mechanical losses.

4.1.2 Heat Recovery Steam Generator

After expansion in the gas turbine the exhaust gases enter the HRSG. The goal of the HRSG is to use the thermal energy present in the flue-gas to produce superheated steam. The HRSG acts as a link between the gas turbine and steam turbine. A HRSG can be supplementary-fired for several reasons: to improve the controllability of thermal conditions, compensate for changing ambient conditions, allow for the gas turbine to run at lower loads or to burn...
fuels not suitable for gas turbines. In a single pressure HRSG heat is recovered by means of three steps. A visual representation of these steps is shown in Figure 4.4.

The first step occurs in the economiser, low value heat from the flue-gases is used to heat pressurized feedwater. To avoid evaporation within the economizer the feedwater exit temperature is lower than the saturation temperature of water. The economizer tubes are not designed for two-phase flows and can cause operational problems such as erosion, deposition of salts. This water then enters the evaporator and is heated until it reaches its saturation temperature. The feedwater enters the evaporator in liquid phase and exists as steam. High value flue-gases heat the steam to a temperature above its saturation temperature, the steam is then referred to as being superheated. Two important design parameters for the economiser and evaporator are the pinch and approach points. The pinch point is the difference between the flue-gas temperature exiting the evaporator and the saturation temperature. Pinch points always have to have a positive value to ensure heat transfer between the two media. A reduction of the pinch point leads to smaller heat losses since more energy can be transferred from the flue-gas to the water. However, reducing the pinch point is costly since it requires a relatively large HRSG surface. Pinch point magnitudes vary between 5°C to 15°C. The approach point represents the difference between the economizer exit temperature and the saturation temperature. It often ranges between 2°C and 12°C and should be kept as small as possible to maximize steam generation.

Multiple Pressure Stages

In Figure 4.4, the difference between the flue-gas and feedwater temperature lines represent the total heat losses. The larger this area, the less heat recovered from the flue-gas. For a single-stage HRSG which produces steam at a pressure of 100 bar the saturation temperature equals 311.8°C. If the flue-gas leaving the gas turbine is around 600°C the flue-gas temperature leaving the stack will be around 300°C since most heat is absorbed during evaporation. This means that almost half of the total heat present in the HRSG is lost and not used for steam generation. To reduce these losses, multiple pressure stages can be introduced. For a three-stage HRSG three superheaters, evaporators and economizers are present, all operating at different pressures. By introducing different pressure levels, steam is also generated at different saturation temperatures. The selected pressures for each section have to be distinctive, the lowest pressure should be chosen in such a way that steam can be generated with the "cold" flue-gases. The highest pressure should be high enough to maximize turbine power coming from the high pressure turbine. As a result, a multi-stage HRSG generates a higher steam mass flow and therefore has a higher efficiency and steam turbine output when compared to a single-stage HRSG.

HRSG Variants

HRSG’s for combined-cycle applications can be categorised in two main categories: vertical and horizontal HRSG’s. Within the HRSG, one can also make a distinction between steam drum and once-through HRSG configurations. These categories and configurations are shortly elaborated upon in the three upcoming paragraphs.

Vertical HRSG

In vertical HRSG’s the heat transfer tubes are located in a horizontal orientation and the flue-gas travels in the vertical direction. Circulation pumps are used to circulate the feedwater through the evaporator tubes.
types of HRSG’s are also referred to as forced-circulation HRSG’s[29]. The use of these pumps leads to an increase in operational costs. In addition, the steam bubbles formed during the evaporation process tend to drift towards the top of the tubes, whereas the water occupies the lower parts of the tubes.

**Horizontal HRSG**

Horizontal HRSG’s, also known as natural-circulation HRSG’s, make use of a configuration opposite to that of its vertical counterpart. In this configuration, the heat transfer tubes are located in a vertical orientation and the flue-gas travels horizontally. This allows for a natural circulation through the evaporator and therefore no pumps are needed. This circulation occurs due to gravity and the density difference which occurs when a medium is heated or cooled. A disadvantage of this configuration is its relatively large geographic footprint in comparison to its vertical counterpart[26].

![Figure 4.6: Types of heat recovery steam generators: vertical and horizontal generators](image)

**Once-trough boiler**

A steam drum can be used to separate the steam from the water after it has passed through the evaporator. Due to the differences in density between the saturated steam and the heated water these two are separated from one another. Instead of using a drum, one can also use an once-trough boiler. Here the economizer, evaporator and superheater are a single tube, eliminating the steam drum[26]. Feedwater enters the tube before the economizer and eventually comes out as superheated steam.

### 4.1.3 Steam Turbine

The steam turbine is located directly after the HRSG and expands high enthalpy steam through a single or series of turbines whereby performing work on a connected shaft. Pressurized superheated steam enters the turbine stages and causes the blades to rotate, generating work. At the final turbine, saturated vapour, or a mixture of liquid and vapour, leaves the turbine and enters the condenser. This together with the process of evaporation in the HRSG is referred to as the Rankine cycle. Its thermodynamic cycle is visualized in Figure 4.7a. Note that this figure corresponds to a Mollier diagram for water. At first heat is added to the water in the economizer of the HRSG (1-2). In the evaporator a mixture of water vapour and liquid water arises (2-3). At point three the steam quality is a 100% meaning that the mixture solely consists of steam. This steam is then superheated in the superheater (3-4) to further increase the steam temperature. Finally, the superheated steam is expanded through a turbine and work is generated (4-5). Heat is rejected by means of a condenser which transforms any steam back into liquid water (5-1). Figure 4.7b displays the T-s diagram for a ideal Rankine cycle where the steam is reheated after passing through the turbine (5-6). This leads to more energy being extracted from the generated steam.
4.2 Thermodynamic Principles of the Combined-Cycle Power Plant

The maximum thermal efficiency of a thermodynamic cycle is limited by the Carnot efficiency. It assumes that isothermal compression, isentropic compression, isothermal expansion and isentropic expansion take place. Since these processes do not occur in reality, the real thermal efficiency of a system can be described as a percentage of the Carnot efficiency. The Carnot efficiency depends on the lowest and highest temperature within the thermodynamic cycle and can be expressed as shown in Equation 4.2.1.

\[ \eta_{\text{Carnot}} = 1 - \frac{T_{\text{cold}}}{T_{\text{hot}}} \]  

(4.2.1)

One can observe from this equation that the Carnot efficiency improves when the maximum cycle temperature increases or the minimum temperature decreases. Combined-cycle power plants are based on this principle and combine two thermodynamic cycles: one with a high temperature, being the gas turbine, and one with a low temperature, being the condenser (26). Although combined-cycle plants only achieve around 75% of their Carnot efficiency whereas a simple steam turbine can achieve around 80%, the real thermal efficiency of a combined-cycle is still significantly higher (26). This means that the Carnot efficiency is higher for a CCPP than for solely a simply stream cycle. The total thermal efficiency for a CCPP can be described as the ratio between the useful work delivered by the system and the work delivered to the system. This leads to the following definition for the total thermal efficiency of a CCPP as shown in Equation 4.2.2 (26).

\[ \eta_{\text{th,CCPP}} = \frac{P_{\text{Brayton}} + P_{\text{Rankine}}}{Q_{\text{Brayton}} + Q_{\text{Rankine}}} \]  

(4.2.2)

The thermal efficiencies for the Brayton cycle and Rankine cycle in a combined-cycle configuration are described in Equation 4.2.3 and Equation 4.2.4 respectively (26). Where \( Q_{\text{exh,Brayton}} \) represents the rate of heat coming from the Brayton cycle after power generation and \( Q_{\text{Rankine}} \) represents any heat added by means of supplementary firing in the HRSG.

\[ \eta_{\text{th,Brayton}} = \frac{P_{\text{Brayton}}}{Q_{\text{Brayton}}} \]  

(4.2.3)

\[ \eta_{\text{th,Rankine}} = \frac{P_{\text{Rankine}}}{Q_{\text{exh,Brayton}} + Q_{\text{Rankine}}} \]  

(4.2.4)

\[ Q_{\text{exh,Brayton}} = Q_{\text{Brayton}}(1 - \eta_{\text{th,Brayton}}) \]  

(4.2.5)

Combining equations 4.2.4 and 4.2.5 leads to the following equation for the Rankine cycle efficiency as shown in Equation 4.2.6. If fuel is only added to the system in the combustion chamber then \( Q_{\text{Rankine}} \) equals zero (no supplementary firing in the HRSG). By using the previous equations, the total combined-cycle plant efficiency can be written as shown in Equation 4.2.7 and simplified to Equation 4.2.8.

\[ \eta_{\text{th,Rankine}} = \frac{P_{\text{Rankine}}}{Q_{\text{Brayton}}(1 - \eta_{\text{Brayton}}) + Q_{\text{Rankine}}} \]  

(4.2.6)


\[ \eta_{\text{th,CCPP}} = \frac{\eta_{\text{th,Brayton}} Q_{\text{Brayton}} + \eta_{\text{th,Rankine}} Q_{\text{Brayton}} (1 - \eta_{\text{th,Brayton}})}{Q_{\text{Brayton}}} \] (4.2.7)

\[ \eta_{\text{th,CCPP}} = \eta_{\text{th,Brayton}} + \eta_{\text{th,Rankine}} (1 - \eta_{\text{th,Brayton}}) \] (4.2.8)

Current state of the art combined-cycle plant systems can achieve a thermal efficiency of 61.5% whereas solely its gas turbine efficiency is 40% (32; 33). Such a value is currently not achievable by either a gas or steam turbine as can be proved using Equation 4.2.1. Just as for a simple cycle gas turbine power plant, the gas turbine inlet temperature (TIT) is a dominant factor when it comes to thermal efficiency. Compressor pressure ratio (PR) still plays an important role, but no longer has a simple positive effect since an optimum PR is present for CCPPs. This comparison is visualized in Figure 4.8. The explanation for this behaviour lies in the fact that flue-gases are used for steam generation in the Rankine cycle. Therefore, the higher the temperature of the flue-gases the more power can be generated by the steam turbine. Power generation is no longer reliant on one turbine for electricity generation.

![Figure 4.8: The efficiency of a simple Brayton cycle and a combined-cycle plant as a function of the gas turbine inlet temperature and pressure ratio. Modified from (26).](image)

4.3 Conclusions and Observations

The working principle of the CCPP is based on using hot exhaust gases from the gas turbine to generate steam in the HRSG. This steam is expanded through a turbine to generate electricity. Gas turbines were distinguished in two categories: aero-derivative and heavy-duty industrial gas turbines. Both categories were shortly elaborated upon and discussed. Within a CCPP the exhaust gases from the gas turbine pass through a HRSG to transfer flue-gases thermal energy to water to create superheated steam. Several types of HRSG’s and their components have been elaborated upon. The advantages of using a multiple pressure stage HRSG to reduce heat losses has been explained. After superheated steam is created in the HRSG, it passes through the steam turbine(s). For multiple pressure stages HRSG’s multiple turbines can be used for each stage. The effect of steam reheating on power output was demonstrated using the T-s diagram for the Rankine cycle.

The thermal efficiency for a CCPP power plant has been mathematically expressed in terms of its gas and steam turbine thermal efficiencies. It was shown that CCPPs operate more efficiently than solely a Brayton or Rankine cycle when used for electricity generation. Current state of the art combined-cycles can achieve a thermal efficiency of 61.5%. TIT still plays an important role in CCPPs as it does in a single Brayton cycle. However, compared to simple-cycles, the PR now has an optimum value rather than a simple positive effect.
Chapter 5

Combined-cycle Power Plant Modelling

This chapter consists of four sections. The first section deals with the selection of an appropriate power plant to model. This plant is used as reference plant to assess the effect of curtailment utilization. Its components are described together with its annual operating pattern. In the second section the CCPP’s gas turbine is modelled using three different simulation programs: THERMOFLEX, gas turbine simulation program (GSP) and Cycle-Tempo. The methodology behind these programmes are explained and its results presented. The third section deals with the complete combined-cycle is simulation using both THERMOFLEX and Cycle-Tempo. Within this section the results and presented and their validity quantified and discussed. In the final section, the results are used to quantify the annual performance of the simulated power plant in terms of power generation, fuel consumption and carbon-dioxide emissions.

5.1 Power Plant Selection

Before the combined-cycle power plant is selected various requirements are identified. These assure that the selected plant serves the final goal and that the research project results are realistic and applicable to real-life cases. The first of these requirements is that the plant is solely to be used for electricity generation. This excludes combined heat and power (CHP) plants as suitable candidates. To give a good indication when the project outcome is applicable to other plants, the power plant has to be representable for the currently operative CCPP within the Dutch grid. It has to represent a state of the art combined-cycle with a typical maximum electrical power output. In addition, the power plant should not have long periods of low or zero activity resulting from imposed policies throughout the observed time-frame. Finally, to successfully model the chosen plant, one requires its operating pattern for a specific year and general component data to be available. In short, the following five requirements are to be met:

- Solely a generator of electricity
- Represents a state of the art combined-cycle power plant
- Typical maximum electrical power output
- No major policies imposed during the simulation time-frame
- Availability of operating pattern and component data

The Hemweg 9 power plant in Amsterdam fulfils these criteria. It became operative in 2012 and has been in operation ever since. It currently acts solely as an electricity producer although it can be run as an CHP in the future. It has a maximum power output of 435 MWe which is representative for CCPPs in the Netherlands. During the writing of this thesis, no known major policies were in effect restricting the operation of the Hemweg 9, makings its operating pattern a good benchmark. Its corresponding operating pattern for the year 2015 is visible in Figure 5.1. A larger version and its occurrence distribution can be found in Appendix A, Figure A.1 and Figure A.2 respectively.

5.1.1 Technical Data

Because the Hemweg 9 power plant fulfils the previously mentioned criteria the modelled power plant is based on the Hemweg 9. It consists out of a single shaft configuration and uses a three pressure stage HRSG. The gas turbine, steam turbine and generator are all supplied by Siemens. A single SGT5-4000F gas turbine is used with a maximum power output of 292 MWe and a gross efficiency of 39.8%. Siemens has supplied their SST-5000 steam turbine whose output ranges between 120-500 MWe depending on the gas turbine and combined-cycle configuration. The
Figure 5.1: Normalized operating pattern for the Hemweg 9 for 2015.

Table 5.1: Reference plant gas turbine, steam turbine, generator and fuel specifications

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross output</td>
<td>292</td>
<td>MW</td>
</tr>
<tr>
<td>Gross efficiency</td>
<td>39.8</td>
<td>%</td>
</tr>
<tr>
<td>Net heat rate</td>
<td>9,038</td>
<td>kJ/kWh</td>
</tr>
<tr>
<td>Exhaust temperature</td>
<td>577</td>
<td>°C</td>
</tr>
<tr>
<td>Air mass flow</td>
<td>692</td>
<td>kg/s</td>
</tr>
<tr>
<td>Generator type</td>
<td>Air cooled</td>
<td>[-]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross output</td>
<td>120-500</td>
<td>MW</td>
</tr>
<tr>
<td>Main steam temperature</td>
<td>up to:</td>
<td>°C</td>
</tr>
<tr>
<td>Main steam pressure</td>
<td>up to:</td>
<td>bar</td>
</tr>
<tr>
<td>Reheat steam temperature</td>
<td>up to:</td>
<td>°C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chemical formula</th>
<th>Mole percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄</td>
<td>81.29</td>
</tr>
<tr>
<td>N₂</td>
<td>14.32</td>
</tr>
<tr>
<td>C₂H₆</td>
<td>2.87</td>
</tr>
<tr>
<td>CO₂</td>
<td>0.89</td>
</tr>
<tr>
<td>C₃H₈</td>
<td>0.38</td>
</tr>
<tr>
<td>C₄H₁₀</td>
<td>0.15</td>
</tr>
<tr>
<td>C₅H₁₄</td>
<td>0.05</td>
</tr>
<tr>
<td>C₆H₁₂</td>
<td>0.04</td>
</tr>
<tr>
<td>O₂</td>
<td>0.01</td>
</tr>
</tbody>
</table>

generator is a SGen5-2000h hydrogen cooled generator with a conversion efficiency of 99%.

5.2 Gas Turbine Modelling

Before successfully modelling complete CCPP performance, a gas turbine model is first created. The rationale behind this procedure is that the gas turbine runs at off-design conditions during CCPP operation and must therefore be modelled separately. For the steady-state analysis of the Siemens SGT5-4000F at design and off-design conditions three software tools are used: THERMOFLEX, GSP and Cycle-Tempo. For each of these software, their working principle is shortly elaborated upon and summarized in Appendix A. The respective gas turbine model architectures are displayed and discussed in the second part of this section. Finally, the results of each model are presented, compared and discussed.
5.2.1 THERMOFLEX

THERMOFLEX is developed in 1995 and is part of the company Thermoflow. It can be used for both design and off-design simulations of power systems. It uses a graphical interface which allows the user to link components to each other. THERMOFLEX uses a large database of existing gas turbine models making gas turbine simulations require very little effort. Once the desired model has been chosen its main architecture and components performance parameters are loaded. In case of the SGT5-4000F, this includes parameters such as pressure ratio, maximum turbine inlet temperature and the inlet guide vane (IGV) control scheme. THERMOFLEX creates a simulation by means of three steps: the creation of the desired architecture, the addition of input parameters and the stage of finding a converged solution for the model’s output parameters. During the first step only sinks and sources are to be added manually at the correct locations. These are required at every location where a medium enters or leaves the system. The simulation of the Siemens SGT5-4000F resulted in the model as displayed in Figure 5.2. Since the turbine is loaded from a database one can continue to step two after the addition of sinks and sources. If the modelled gas turbine deviates from the standard model, corrections can be implemented during this step. Although this is a very convenient and fast process, one can only change a limited amount of internal parameters within the system without using GTPRO. Therefore a less detailed analysis is possible and no modifications can be made throughout the gas path with solely a license for THERMOFLEX. Finally, the architecture and input parameters are used to compute the gas turbine performance. An overview of all relevant simulation parameters is available in Appendix A, Table A.2.

5.2.2 GSP

GSP is developed at Delft University of Technology in 1986 and is currently improved by Nederlands Lucht- en Ruimtevaartcentrum (NLR). It is based on object-oriented architecture creation through a drag and drop interface. The gas turbine is simulated by stacking components with relation to each other. Components exist for most prominent parts such as inlets, compressors, combustion chambers and turbines. The exit conditions of a component then forms the inlet conditions for the next. Non-dimensional modelling of processes is used in each component meaning that gas properties are averaged over a cross-section at both the inlet and exit. Internal component processes are dependent on a range of parameters and are defined by performance maps or thermodynamic relations. Two main simulation types are used within the GSP environment: design and off-design simulations. The design simulation fixes the gas turbine configuration and sizes all components according the gas turbine design point. At this stage, components performance maps are not yet used but are scaled. After the design point simulation has been performed one can proceed to the steady-state or transient off-design simulations. The sized gas turbine components, performance maps and configuration from the design point are then used to simulate off-design performance. The modelled gas turbine architecture is shown in Figure 5.3. To control the turbine exhaust temperature such as is done for industrial gas turbines, an equation component is implemented. To simulate the inlet guide vanes (IGV) the default compressor apparatus is adjusted to facilitate IGV’s. For GSP to compute the state of the IGV during off-design conditions it must be a free state. This is achieved by implementing an IGV controller with free state characteristics. Another required free state is the fuel mass flow. Its corresponding controller is therefore also required to be set as a free state. Finally, a shaft power controller is required to run off-design calculations at a user-specified gross power output. This controller is then combined with a loop case controller to automatically perform simulation series. An overview of all relevant simulation parameters is available in Appendix A, Table A.2.

5.2.3 Cycle-Tempo

Cycle-Tempo has been developed by Delft University of Technology in collaboration with the non-profit organisation Nederlandse Organisatie voor toegepast-natuurwetenschappelijk onderzoek. It is currently supported and improved.
by Asimptote in collaboration with its original developers. Similar to THERMOFLEX and GSP, Cycle-Tempo allows the user to create an architecture by creating a network of components. Cycle-Tempo then uses mass, molar and energy balances to compute thermodynamic properties, gas compositions and mass flows for a specific component. Its computation process is best explained by means of the steam cycle example as shown in Figure 5.4.

Due to the connections between each component, mass and energy balances can be prepared and solved by means of a matrix. For this specific closed system example, the matrix of equations consists out of seven mass balances and three energy balances. The complete system matrix is shown in Equation 5.2.1. An independent set of equations has to be present in order to solve this matrix. To achieve such a set for this steam cycle, the mass balances for pumps number 4 and 7 are omitted. Which apparatus mass balance is omitted is determined by the program.

Once the system matrix is created Cycle-Tempo runs through 8 steps to obtain its final output. These steps are:

1. Computation of fluid compositions in all pipes
2. Compare whether fluid compositions meet the break-off criterion
3. Compute temperatures, pressures and enthalpies
4. Use the enthalpies computed in step three to compute the mass flows in the system matrix
5. Compare whether mass flows meet the break-off criterion
6. Check whether all pipes meet the break-off criterion for fluid compositions and mass flows
7. Recompute all fluid compositions based on the mass flows
8. Compute final temperatures, pressures and enthalpies

The simulation of a gas turbine by means of Cycle-Tempo is very similar to that of GSP. A visual representation of the SGT5-4000F model within the Cycle-Tempo environment is shown in Figure 5.5. In contrast to GSP no controllers can be implemented within its environment leading to several changes to input parameters depending on the simulation case. Similar to THERMOFLEX, sources and sink are used to represent fluid streams. Due to the required input parameters, the exhaust temperature and mass flow of the turbine are easily fixed during both design and off-design simulations. Therefore the simulation of the IGV’s is rather simple. However, when the IGV’s have reached their maximum rotational angle, the model inputs have to be adjusted to accurately represent the new situation. An overview of all relevant simulation parameters is available in Appendix A, Table A.2.

![Figure 5.5: SGT5-4000F model in Cycle-Tempo.](image)

5.2.4 Results

Before the results are presented, the simulation process is addressed shortly. This is of importance since not every model requires the same user inputs. THERMOFLEX’s model is for a large portion a ‘black box’. It is therefore that this simulation was performed first and its mass flows and gross power output at design point where used for the GSP simulation as inputs. This simulation was followed by that of GSP since it uses performance maps and Cycle-Tempo does not. The isentropic efficiency for the compressor calculated by GSP are then used in Cycle-Tempo depending on gas turbine output power. This approach was selected to be able to compare the results for similar configurations.

Design Point Performance

The results for the gas turbine design point for each simulation software is presented in Table 5.2. It can be concluded that all three simulations yield similar results with a maximum deviation of 2.005%.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>THERMOFLEX</th>
<th>GSP</th>
<th>Cycle-Tempo</th>
<th>Maximum difference</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross power</td>
<td>289.97</td>
<td>289.88</td>
<td>289.97</td>
<td>0.031%</td>
<td>[MW]</td>
</tr>
<tr>
<td>Gross efficiency</td>
<td>39.88</td>
<td>39.90</td>
<td>39.10</td>
<td>2.005%</td>
<td>[%]</td>
</tr>
<tr>
<td>Inlet mass flow</td>
<td>670.70</td>
<td>670.70</td>
<td>670.68</td>
<td>0.003%</td>
<td>[kg/s]</td>
</tr>
<tr>
<td>Fuel mass flow</td>
<td>19.12</td>
<td>19.12</td>
<td>19.12</td>
<td>0.00%</td>
<td>[kg/s]</td>
</tr>
<tr>
<td>Exhaust temperature</td>
<td>578.51</td>
<td>578.10</td>
<td>578.55</td>
<td>0.078%</td>
<td>[°C]</td>
</tr>
<tr>
<td>Exhaust mass flow</td>
<td>689.80</td>
<td>689.82</td>
<td>689.20</td>
<td>0.090%</td>
<td>[kg/s]</td>
</tr>
</tbody>
</table>

Off-design Performance

To simulate the off-design performance using Cycle-Tempo two different models were developed. The first makes use of Cycle-Tempo’s standard method, namely by using a constant compressor isentropic efficiency. The second uses a generic compressor map from GSP to correct the compressor isentropic efficiency. This correction has been
performed by investigating which compressor efficiency GSP calculates at a specific load. This value is then used in all Cycle-Tempo simulations.

The simulation results are displayed in Figure 5.6. Within these figures the corrected Cycle-Tempo model is used. The relative gross LHV efficiency is displayed in Figure 5.6a. THERMOFLEX estimates lower efficiencies than Cycle-Tempo and GSP, resulting in higher mass flows at part load even though it simulates higher compressor isentropic efficiencies (Figure 5.6b). When observing gross LHV efficiencies a difference is present between GSP and Cycle-Tempo. This resulted from the fact that Cycle-Tempo uses a constant turbine isentropic efficiency whereas GSP does not as shown in Figure 5.6h. In addition, the exact turbine bleed cooling characteristics used by THERMOFLEX are unknown. This directly influences the percentage of the bleed that contributes for the expansion power of the turbine. Furthermore it was found that all three software computed different LHV’s for the exact same fuel composition, leading to different fuel mass flows and efficiencies. Finally, the final results were limited by the maximum iteration accuracy of each software. Although this is not expected to have a significant influence on the final results.
Figure 5.6: Siemens SGT5-4000F off-design simulation results for THERMOFLEX (TF), GSP and Cycle-Tempo (CT) at ISO conditions.
5.3 Combined-cycle Modelling

The simulation models for the SGT5-4000F gas turbine can be extended to combined-cycle models. Since GSP cannot easily model the HRSG and steam turbine, only THERMOFLEX and Cycle-Tempo are used for this purpose. Once again, GSP has been used to corrected the compressor isentropic efficiency in Cycle-Tempo. The resulting models and their corresponding results are presented in the next paragraphs.

5.3.1 THERMOFLEX

Modelling a CCPP in THERMOFLEX is rather easy since it automatically accounts for the gas turbines off-design performance at plant full-load due to the HRSG backpressure. Gas turbine flue-gases are divided into two streams of which one enters the high pressure (HP) superheater where the steam is superheated. The other stream passes through the reheater. After partial expansion through the HP turbine the steam is reheated before entering the medium pressure (MP) turbine. After the steam is expanded through the MP turbine it is mixed with steam coming from the LP superheater before it enters the low pressure (LP) turbine. The LP turbine can provide steam to the deaerator in off-design conditions when the deaerator evaporator cannot provide enough steam itself. Exhaust steam from the LP is condensed by means of a cold water reservoir to complete the Rankine cycle. Using the data specified in Table 5.1 the gas turbine, steam turbine and generator are modelled as accurately as possible. Economisers, evaporators, superheaters and reheaters are modelled as heat exchangers. The exact model specifications can be found in Appendix A, Table A.3. The THERMOFLEX model architecture is presented in Figure 5.7 (a larger version is available in Appendix A, Figure A.3). Red streams represent hot flue-gases and blue streams represent water or steam.

![Figure 5.7: Combined-cycle model architecture in THERMOFLEX.](image)

5.3.2 Cycle-Tempo

The Cycle-Tempo model is based on that of THERMOFLEX and therefore has the exact same layout and parameter settings. Using the available apparatus in Cycle-Tempo the architecture as displayed in Figure 5.8 was created (a larger version is available in Appendix A, Figure A.4). Purple streams represent flue-gases, red streams represent steam and blue streams represent water. The heat loss per heat exchanger was not set to equal that of THERMOFLEX but set to zero due to simplicity.
5.4 Results

After having performed the simulations using both software minor differences were discovered. These differences and their probable causes are presented in this section. First the design point results are presented and discussed followed by the off-design results.

Design Point Performance

The design point simulation results are presented in Table 5.3. A major difference can be found in the power ratios between the gas and steam turbines. The addition of a HRSG decreased gas turbine output power more than it does in THERMOFLEX. As a direct result, Cycle-Tempo’s steam turbine’s power output has to increase to meet the exact same total gross power. The combination of the lower gas turbine efficiency and modelled HRSG heat losses leads to a lower estimated design point efficiency.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cycle-Tempo</th>
<th>THERMOFLEX</th>
<th>Difference</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross power output</td>
<td>430.80</td>
<td>430.80</td>
<td>0%</td>
<td>[MW]</td>
</tr>
<tr>
<td>Gross gas turbine output</td>
<td>284.69</td>
<td>287.02</td>
<td>-0.82%</td>
<td>[MW]</td>
</tr>
<tr>
<td>Gross steam turbines output</td>
<td>146.11</td>
<td>143.78</td>
<td>1.59%</td>
<td>[MW]</td>
</tr>
<tr>
<td>Gross LHV efficiency</td>
<td>59.68</td>
<td>59.30</td>
<td>0.64%</td>
<td>[%]</td>
</tr>
<tr>
<td>Fuel mass flow</td>
<td>18.99</td>
<td>19.11</td>
<td>-0.66%</td>
<td>[kg/s]</td>
</tr>
<tr>
<td>HP steam temperature</td>
<td>565</td>
<td>565</td>
<td>0%</td>
<td>[°C]</td>
</tr>
<tr>
<td>HP steam pressure</td>
<td>125</td>
<td>125</td>
<td>0%</td>
<td>[bar]</td>
</tr>
<tr>
<td>MP steam temperature</td>
<td>565</td>
<td>565</td>
<td>0%</td>
<td>[°C]</td>
</tr>
<tr>
<td>MP steam pressure</td>
<td>30</td>
<td>30</td>
<td>0%</td>
<td>[bar]</td>
</tr>
<tr>
<td>LP steam temperature</td>
<td>305</td>
<td>305</td>
<td>0%</td>
<td>[°C]</td>
</tr>
<tr>
<td>LP steam pressure</td>
<td>5</td>
<td>5</td>
<td>0%</td>
<td>[bar]</td>
</tr>
</tbody>
</table>

Off-design Performance

The change of plant performance with a change in load is displayed in Figure 5.9. Off-design behaviour is modelled for constant turbine outlet temperature. The most important curve is that which displays the relative LHV efficiency visible in Figure 5.9a. This curve together with the design point results allow its annual performance to be computed. At high loads Cycle-Tempo estimates higher efficiencies than THERMOFLEX. However, around the 75% mark the opposite is true. Most curves are nearly identical except for those in Figure 5.9d. Unfortunately Cycle-Tempo was unsuccessful in computing the plants performance for off-design conditions when the IGV had reached its maximum angle. It is therefore that its results do not span the same relative power range as that of THERMOFLEX.
Figure 5.9: Combined-cycle off-design simulation results for THERMOFLEX (TF), GSP and Cycle-Tempo (CT) at ISO conditions.
5.5 Validation

To validate the found gross efficiency, the simulation results are compared to literature. It must be noted here that it is unknown which exact gas turbines and combined-cycle architectures were evaluated in literature. However, these curves still give an indication on the validity of the simulation results. The comparisons for the SGT5-4000F and combined-cycle are presented in Figure 5.10a and Figure 5.10b respectively.

5.5.1 Gas Turbine Validation

To provide an indication of the gas turbine simulation accuracy its trajectory is compared to literature (see Appendix A, Figure A.5[26]). One can say that all curves except those of GSP are in agreement for loads above 55%. The general trends for the compressor mass flow and turbine exhaust temperature also match those found in literature for the SGT-4000F (see Appendix A, Figure A.6[47]). Therefore it can be concluded that the gas turbine model produces plausible results to represent the Siemens SGT5-4000F gas turbine.

5.5.2 Combined-Cycle Validation

Compared to literature, both THERMOFLEX and Cycle-Tempo underestimate plant performance. At deep part load both software have a larger deviation from the performance curves presented in literature. The reference data shows a deviation in comparison to the simulations. A possible cause is the different simulated combined-cycle architecture. The combined-cycle model results do not match literature as well as those from the gas turbine model. Therefore, it can be concluded that the accuracy of the combined-cycle model must be taken into account when a conclusion is made upon the simulated results.

5.5.3 Annual Performance

Annual plant performance is computed using the simulation results from THERMOFLEX since Cycle-Tempo could not successfully simulate off-design conditions when the IGV had reached its maximum angle. The plants annual performance is based on the steady-state simulation data and the annual operating pattern is presented in Table 5.4. It must be noted that start-up and shut-down procedures have not been modelled since a steady-state model was used. Since the operating pattern has a minimum time step of one hour the accuracy can be increased by interpolating between data points to match the curtailment model time step. A linear interpolation is used to create data points with a time step of 5 minutes. Using these data points, the annual power generation, fuel consumption, air consumption and carbon-dioxide (CO$_2$) emitted is computed. The amount of carbon-dioxide emitted is computed via the emission factor for natural gas[48]. This factor is computed from the composition of Slochteren natural gas, as displayed in Table 5.1 and was found to be 56 kt/PJ[48].

Combining the performance curves presented in Figure 5.9a and Figure 5.9b with the plants annual operating pattern leads to the patterns presented in Figure 5.11. A quick inspection indicates that the plant often operates at off-design conditions and therefore at lower thermal efficiencies. Plotting the number of occurrences for both parameters leads
The plant more often operates at off-design points but does seem to operate in the high efficiency region. The average gross thermal efficiency for 2015 was 55.11%.

Figure 5.11: Annual gross thermal efficiency and fuel mass flow patterns.

Figure 5.12: Annual occurrence distribution for the gross thermal efficiency and fuel mass flow.
Table 5.4: Annual power plant performance (2015).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy generated</td>
<td>1,257,234</td>
<td>[MWh]</td>
</tr>
<tr>
<td>Operating hours</td>
<td>4220</td>
<td>[hour]</td>
</tr>
<tr>
<td>Average gross efficiency</td>
<td>55.11</td>
<td>[%]</td>
</tr>
<tr>
<td>Natural gas consumption</td>
<td>212,030</td>
<td>[tonne]</td>
</tr>
<tr>
<td>Air consumption</td>
<td>8,278,198</td>
<td>[tonne]</td>
</tr>
<tr>
<td>CO₂ emitted</td>
<td>451,191</td>
<td>[tonne]</td>
</tr>
</tbody>
</table>

5.6 Conclusions and Observations

In the beginning of this chapter requirements were established to select a proper CCPP to use as reference plant. Five major requirements led to the Hemweg 9 power plant to be taken as a suitable reference. Its operating pattern and technical data were used as a baseline for the case study plant. The Hemweg 9 uses a Siemens SGT5-4000F gas turbine, a Siemens SST-5000 steam turbine and a Siemens SGen5-2000h hydrogen cooled generator. It uses a three-pressure stage HRSG and represents a state of the art CCPP for the Dutch generation mix.

To successfully model the power plants performance the Siemens SGT5-4000F gas turbine was modelled separately by means of three different simulation software: THERMOFLEX, GSP and Cycle-Tempo. For the design point simulation all three software yielded similar results and can therefore all be used for gas turbine design point simulation. For off-design simulations results differed to a greater extent. THERMOFLEX and Cycle-Tempo yielded similar simulation results in contrast to GSP. This can partly be accredited to the detailed modelling of the isentropic efficiency of the compressor and turbine by GSP.

The developed off-design gas turbine models were used to create the CCPP model. Since GSP was unable to model a complete CCPP plant (without models developed by the user) only THERMOFLEX and Cycle-Tempo were used for this purpose. For both models the exact same architecture was simulated under both design point and off-design points. To aid in developing the model Siemens data reports and reference plants with the same output power were used. Design point simulations results matched well for both software. Off-design performance simulation results from both software also showed similar results for all parameters of interest except for the TIT.

Finally, the CCPP results from THERMOFLEX were used together with the Hemweg 9 operating pattern for 2015 to simulate the power plants annual performance. Its annual power energy output, fuel consumption and greenhouse emissions were calculated and presented. In conclusion, a successful CCPP model has been created by using THERMOFLEX and Cycle-Tempo using the Hemweg 9 as a reference. The annual performance of the simulated plant can act as a baseline case to assess the effects of curtailment utilization.
Chapter 6

Energy Storage

Chapter 3 showed that curtailment is often present during low demand hours. During these periods, CCPPs are often inoperative leading to a mismatch between when the occurrence of curtailment and CCPP operation. The presence of this mismatch is proven in the first section of this chapter. As a solution, temporary energy storage can be used. The second section aims to give the reader an overview of various electrical energy storage methods and their working principles. A techno-economic characteristic performance overview for each of these methods is provided for comparison. Finally, observations are presented and a storage method is chosen that best suits the application of curtailment utilization.

6.1 Curtailment and CCPP Operation

The model described in Chapter 3 predicts curtailment to occur more often during times of low residual loads due to the constant RR limit. From Figure 6.1, it can be seen that curtailment mainly occurs between 0:00 and 10:00 o’clock. On the contrary, the Hemweg 9 CCPP is often not operative between 0:00 and 7:00 as displayed in Figure 6.1. To assure that curtailment can be collected during the morning and used at a later time of day, an energy storage can be implemented between wind farms and the CCPP.

![Figure 6.1: Time of day distributions for the occurrence of curtailment at 30% wind penetration and the Hemweg 9 operating pattern for 2015.](image)

6.2 Energy Storage Methods

Energy storage (ES) has been given a lot of attention by the power sector in recent years. This interest originated from the growing share of IRES within the power sector. ES has shown to be an effective way of reducing curtailment. It is also an efficient way to reduce the magnitude of fluctuations in the power output by storing energy during peak production and by releasing it during low production periods. Within this project, ES will be used for this exact purpose. ES can be divided into four main categories: electrical, mechanical, thermal and chemical.
storage. Using Figure 6.2 as a guideline, ES methods are categorised and their working principle is explained in each corresponding paragraph.

![Energy Storage Diagram](image)

Figure 6.2: Energy storage categories and corresponding principles.

### 6.2.1 Electrical Storage

Electrical storage makes use of storing magnetic or electrostatic energy. Supercapacitors store electrostatic energy, and superconducting magnetic energy storage stores magnetic energy. The working principles of these two examples are discussed in more detail in the next two paragraphs.

**Supercapacitors** Supercapacitors store energy by placing an electrolyte solution between two electrodes. When an electric current is applied, the electrodes obtain either a positive or negative polarity. Layers of opposite polarity to the electrode’s polarity are formed and create an electric field between them. This electrical current can be discharged in order to extract electrical energy from the system. Supercapacitors are mainly characterised by their high parasitic loss and are therefore often used for short-term energy storage.

**Superconducting Magnetic Energy Storage (SMES)** SMES stores electrical energy by means of passing an electrical current through an inductor consisting out of superconducting material. Energy is stored in the magnetic field created by running a current through the inductor. The amount of energy stored is dependent on the self-inductance of the coil and proportional to the square of the electrical current.

### 6.2.2 Mechanical Storage

This type of storage stores energy in the form of potential, elastic potential or kinetic energy. The upcoming three paragraphs elaborate upon pumped hydroelectric, compressed air and flywheel energy storage.

**Pumped Hydroelectric Storage (PHS)** PHS is a large scale energy storage method where energy is stored in the form of potential energy by pumping water from a low level reservoir to a higher one. The amount of energy stored is proportional to the height difference of the two reservoirs and the total water mass. In times of high electricity demand, the water is released from the higher level reservoir through a hydro turbine present on a lower level to produce electric power. In periods of curtailment, water is pumped back to the higher level reservoir. PHS is one of the most common large scale energy storage methods. It represented 99% of the world’s total energy storage capacity in 2012.

**Compressed Air Energy Storage (CAES)** CAES makes use of storing gases at pressures above ambient pressure in order to release the gas at a later stage in time. To extract work from the high pressure air, it is expanded through a turbine. Large amounts of compressed air can be stored in empty oil fields, gas fields or salt caverns. Similar to PHS, CAES can be used for large scale energy storage. It also displays a strong dependency on geographical location due to its required storage volume. It does however have less negative impacts on its environment since the storage volume is often located underground.

**Flywheel Energy Storage (FES)** FES makes use of storing energy in the form of angular momentum. Energy can be added and removed by means of adding or removing torque to a rotating mass. The amount of energy stored within the flywheel is dependent on its inertia and the square of its rotational velocity. The rotating inertia of the flywheel can compensate for power fluctuations such as those present with wind and solar power sources.
the major drawbacks of using flywheels is its high self-discharge rate (55-100% per day) due to viscous and frictional losses. Therefore, this method is mainly effective for short-term storage applications.

6.2.3 Thermal Storage

Thermal storage can be based on three principles: sensible, latent and thermochemical heat storage. These three principles are shortly elaborated upon in the following three sections, followed by examples of common thermal storage methods which operate according to one of the three previously mentioned principles.

Sensible Heat Storage (SHS) In SHS, energy is stored in the form of a temperature change of a medium. Heat is added to increase the temperature and released at a later stage without a phase change. Such a process, which solely causes a change in temperature is called sensible heat. Both liquids and solids can be used as storage media. In the case of solids, mainly high temperature concrete or ceramics are used in combination with a heat transfer fluid to exchange heat. For liquid media, molten salts and oils are popular due to their thermal stratification properties and melting points.

Latent Heat Storage (LHS) In LHS heat is stored as the energy required to change the phase of a medium, for example from solid to liquid. During a phase change, heat is added or removed from the substance but no temperature change can be observed. The most often used are solid-solid and solid-liquid transitions. Solid-solid transitions can occur when the internal crystalline structure of a material changes. Transitions to gas phase are not common due to their negative storage properties (large volumes and high pressures). A substance specifically used for this purpose is called a phase change material (PCM). PCMs allow for large amounts of energy to be stored in relatively low volumes, leading to low storage costs.

Thermochemical Heat Storage (THS) THS makes use of reversible chemical reactions in order to store and release heat. Heat is added during an endothermic chemical reaction process and is released during an exothermic chemical reaction. A major benefit of this method is that energy can be stored indefinitely and high energy densities can be obtained.

Each of the three previously explained methods is based on a different principle and therefore their performances differ. Table 6.1 displays their characteristics and relative performance on a conceptual level.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Sensible</th>
<th>Latent</th>
<th>Thermochemical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity</td>
<td>weak</td>
<td>weak</td>
<td>large</td>
</tr>
<tr>
<td>Recovery temperature</td>
<td>variable</td>
<td>constant</td>
<td>variable</td>
</tr>
<tr>
<td>Insulation required</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>Long term losses</td>
<td>high</td>
<td>fair</td>
<td>low</td>
</tr>
<tr>
<td>Life</td>
<td>long</td>
<td>limited</td>
<td>high</td>
</tr>
<tr>
<td>Environmental impact</td>
<td>none</td>
<td>none</td>
<td>can be hazardous</td>
</tr>
<tr>
<td>Technology</td>
<td>simple</td>
<td>simple</td>
<td>complex</td>
</tr>
</tbody>
</table>

Two examples of commonly used thermal energy storage methods are given in the following two paragraphs. These examples can be categorised under the previously mentioned principles based on whether a temperature change, phase change or chemical reaction occurs.

Cryogenic Energy Storage (CES) CES uses low temperature liquids such as air or nitrogen as energy storage media. These liquids require a very small volume in comparison to their gaseous counterparts. When energy is to be extracted, the liquids are heated by the surrounding environment. This heating process greatly increases the volume and pressure of the medium. This trait is used to drive a cryogenic heat engine which produces electricity. It is considered to be a thermal storage in the low temperature region.

Salts Popular media for heat storage are various compositions of salts. These salts make use of sensible, latent and thermochemical types of heat storage. For most applications, the lower and upper limits of heat storage play a significant role. This characteristic, amongst others, is dependent on the salt composition. Table 6.2 provides an overview of various salt compositions, their operating temperature range and the thermal storage category under
which they can be classified. It can be observed that the temperature range and storage principle differs based on the composition of the exact mixture.

<table>
<thead>
<tr>
<th>Salt</th>
<th>Water-salt mixtures</th>
<th>Melting of salt hydrates</th>
<th>Absorption in salt</th>
<th>Dehydration of salt hydrates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&lt; 0</td>
<td>0-100</td>
<td>40-150</td>
<td>40-300</td>
</tr>
<tr>
<td>Storage principle</td>
<td>Latent</td>
<td>Latent</td>
<td>Thermochemical</td>
<td>Thermochemical</td>
</tr>
</tbody>
</table>

Table 6.2: Salt compositions characteristics. Modified from (62).

6.2.4 Chemical Storage

Chemical storage mainly stores energy in the form of chemical and electrochemical energy (52). This can be done in the form of hydrogen, batteries and flow batteries. These are discussed in detail in the upcoming three paragraphs.

**Hydrogen** Hydrogen can be produced by several methods. The two main methods are electrolysis and solar conversion (63; 64; 65). Electrolysis uses electricity to split water into hydrogen and oxygen. Solar conversion allows an endothermic reaction to take place in order to split water into hydrogen and oxygen. Other methods use chemical reactions to split fuel into hydrogen and secondary products.

**Batteries** Batteries consist of a negative terminal and positive terminal. When a battery is connected to an electric grid ions (particles with a positive charge) and electrons (particles with a negative charge) flow in opposite directions. This change in electric loads creates an electric flow through the battery and the grid. Several examples of such batteries are lithium-ion, sodium-sulfur, nickel-cadmium and zinc bromide batteries (52).

**Flow Batteries** Flow batteries pump electrolytes through two half-cells present in the main reaction cell. When the battery is discharged, chemical energy present in the electrolytes is released and can be extracted by the electrodes. When charging, an electrical current passes through the system, allowing for a redox reaction to take place. A reduction reaction takes place in one of the electrolytes and an oxidation reaction in the other. A membrane allows for ions to pass through it, creating an electrical current. Various types of flow batteries make use of bromine with several variants such as zinc, sodium and vanadium (66).

6.3 Techno-economic Performance Overview

To compare various ES methods with one another, their individual performance is summarized and presented in Table 6.3 and Table 6.4. The following criteria are included within these overviews: costs per kilowatt-hour, discharge at rated capacity, rated capacity, efficiency, technology maturity, lifetime, environmental impact, discharge duration and storage duration. Due to the large spread of numerical values found in literature, only the most extreme values have been displayed. Sources which fall within this range are displayed in the final column. These results are analysed in the next section.
Table 6.3: Energy storage techno-economic characteristics. Modified from [10].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitors</td>
<td>500 - 1000</td>
<td>2.7 · 10^{-7} - 1</td>
<td>0 - 0.05</td>
<td>60 - 70</td>
<td>[10]</td>
</tr>
<tr>
<td>Supercapacitors</td>
<td>300 - 2000</td>
<td>2.7 · 10^{-3}</td>
<td>0.10</td>
<td>84 - 98</td>
<td>[9; 11; 63; 93]</td>
</tr>
<tr>
<td>SMES</td>
<td>1000 - 10,000</td>
<td>2.7 · 10^{-7} - 0.0022</td>
<td>0 - 100</td>
<td>21 - 97</td>
<td>[9; 12; 65]</td>
</tr>
</tbody>
</table>

Table 6.4: Continuation of energy storage techno-economic characteristics. Modified from [10].

<table>
<thead>
<tr>
<th>Storage Method</th>
<th>Technology Maturity</th>
<th>Lifetime [years]</th>
<th>Discharge Duration</th>
<th>Storage Duration</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacitors</td>
<td>Currently used</td>
<td>5</td>
<td>Milliseconds - 60 min</td>
<td>Seconds - hours</td>
<td>[10]</td>
</tr>
<tr>
<td>Supercapacitors</td>
<td>Under development</td>
<td>8 - 12</td>
<td>Milliseconds - 60 min</td>
<td>Seconds - hours</td>
<td>[9; 67; 69; 70; 63; 74]</td>
</tr>
<tr>
<td>SMES</td>
<td>Developed</td>
<td>20 - 30</td>
<td>Milliseconds - 8 sec</td>
<td>Minutes - hours</td>
<td>[9; 67; 85; 71]</td>
</tr>
<tr>
<td>PHS</td>
<td>Currently used</td>
<td>30 - 60</td>
<td>1 - 24 hours</td>
<td>Hours - months</td>
<td>[9; 67; 71; 73]</td>
</tr>
<tr>
<td>CAES</td>
<td>Currently used</td>
<td>20 - 40</td>
<td>1 - 24 hours</td>
<td>Hours - months</td>
<td>[9; 67; 73; 74]</td>
</tr>
<tr>
<td>FES</td>
<td>Currently used</td>
<td>15</td>
<td>Milliseconds - 15 min</td>
<td>Seconds - minutes</td>
<td>[9; 67; 73; 76]</td>
</tr>
<tr>
<td>Cryogenic</td>
<td>Under development</td>
<td>20 - 40</td>
<td>1 - 8 hours</td>
<td>Minutes - days</td>
<td>[9]</td>
</tr>
<tr>
<td>Other</td>
<td>Developed</td>
<td>5 - 40</td>
<td>1 - 24 hours</td>
<td>Minutes - months</td>
<td>[12; 19]</td>
</tr>
</tbody>
</table>

6.4 Conclusions and Observations

Table 6.3 and Table 6.4 illustrate that each ES method has different techno-economic performance characteristics. No single ES system has an excellent performance regarding all criteria. Therefore, suitable candidates have to be identified according to their strengths, weaknesses and their compatibility with gas turbines. By observing the characteristics illustrated in Table 6.3 and Table 6.4, the following observations can be made:
• The cost per kWh of electricity stored is the highest for electrical storage. It is the lowest for PHS and CAES, followed by thermal storage.

• Although thermal storage has a relatively low electricity cost per kWh, its conversion efficiency is amongst the lowest. Top performers in terms of efficiency are supercapacitors, flywheels and lithium-ion batteries.

• No single ES method has both a small discharge duration and a long storage duration. Combining multiple storage methods can allow for these operational limits to improve. More beneficial discharge/storage durations can be achieved by using a combination of ES methods.

• The use of PHS, CAES and flywheels requires several energy conversion steps (electrical energy $\rightarrow$ mechanical energy $\rightarrow$ potential/rotational energy $\rightarrow$ mechanical energy $\rightarrow$ heat). PHS and CAES are less suitable candidates due to their large scale operation, geographic dependency and energy conversion process. For flywheels, its high daily self-discharge rate is rather high, leading to ineffective long term storage.

• Judging from the optimal energy conversion process (electrical energy $\rightarrow$ heat) two major locations for energy storage can be identified: before and after energy conversion. This means that energy has to either be stored as electricity or as heat. This indicates that electrical and thermal storage as possible options.

Based on these observations, it has been concluded that thermal energy storage is a suitable candidate for the temporary storage of curtailment. The main factors which influenced this decision were its beneficial energy conversion process and relatively low costs. The low conversion efficiency associated with thermal storage has not been deemed extremely important due to the fact that curtailment is available in large quantities compared to the required curtailment and it is practically "free" since it is currently not used for any other purpose. Within thermal energy storage, latent heat storage seems promising due to its constant recovery temperature and simple technology. Its simplicity is matched by sensible heat storage which is almost always a part of a latent heat storage during a lengthy discharge below the PCM’s melting point. Therefore, it is decided that a combination of latent and sensible heat storage shall therefore be used for the storage of curtailment.
Chapter 7

Curtailment Utilization

The goal of this chapter is to identify the most beneficial method of using curtailment in CCPPs to displace natural gas. Based on the previous chapter where thermal storage was identified as a suitable candidate for energy storage, two major methods are evaluated which successfully serve this purpose. The first is to increase the compressor outlet temperature before it enters the combustion chamber. By doing so, the temperature gap which has to be overcome in the combustion chamber decreases and the required fuel mass flow decreases. The second method involves increasing the temperature of natural gas before it enters the combustion chamber. This increases its energy content and results in a lower fuel mass flow required to achieve the same energy input into the gas turbine cycle. These two methods, the heating of compressor exhaust air and the heating of natural gas, are compared regarding four different fields of interest to reveal their respective benefits and drawbacks. The first comparison is made by identifying at which location in the gas turbine it is more efficient to add energy: at the fuel lines or after the compressor. This is done by an energy analysis of the combustion chamber. Secondly, each method is evaluated in terms of the maximum amount of energy it can add to the system. The characteristics of the existing system put limits on energy content and influence its overall impact. The third criterion reveals which gas, air or natural gas, can absorb energy more easily by means of convection. This is done by identifying the heat transfer coefficient for both gases for two generic types of heat exchangers. Finally, practical considerations which have not been taken into account in the previous three criteria are presented and elaborated upon. To summarize, each method will be evaluated on the following criteria:

- Most beneficial location of energy addition
- Maximum transferable energy
- Ease of energy transfer to gas via convection
- Practical considerations

7.1 Most Beneficial Location of Energy Addition

To gain a better insight on the most beneficial location of energy addition an energy analysis for the gas turbine combustion chamber is performed. The method is considered to be the most beneficial when its required fuel mass flow is the lowest. The energy analysis allows the required fuel mass flow to be related to the combustion chamber air inlet temperature ($T_{inlet}$) and fuel enthalpy. This analysis used the expression for the fuel mass flow as presented in Equation 7.1.1.

\[
\dot{m}_f = \frac{\dot{m}_{air} C_{p,air} (TIT - T_{inlet})}{\eta_{cc} LHV}
\]  

\(7.1.1\)

Using this equation the impact of heating compressor exhaust air from $T_{inlet}$ to $T_{new}$ can be quantified. The temperature increase depends on the amount of energy added to the gas, its mass flow and specific heat capacity. This relation, displayed in Equation 7.1.2, can be rewritten to an expression for the heated compressor exhaust temperature as shown in Equation 7.1.3.

\[
Q = \dot{m}_{air} C_{p,gas} (T_{new} - T_{inlet})
\]  

\(7.1.2\)

\[
T_{new} = T_{inlet} + \frac{Q}{\dot{m}_{air} C_{p,gas}}
\]  

\(7.1.3\)
Substituting Equation 7.1.3 into Equation 7.1.1 leads to Equation 7.1.4. This equation directly relates the effect of a higher combustion inlet temperature to the required fuel mass flow.

\[ \dot{m}_{f, \text{air heating}} = \frac{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - \frac{Q}{\dot{m}_{\text{air}} C_{p, \text{gas}}})}{\eta_{cc} \text{LHV}} \] (7.1.4)

The same expression can be obtained for the heating of natural gas. In this case, the change in gas temperature relates to a change in the fuel’s enthalpy. Its enthalpy consists out of two parts: chemical enthalpy and thermal enthalpy (77). This relation is presented in Equation 7.1.5, which relates the heat added to a temperature increase, also holds for natural gas. Using this knowledge, Equation 7.1.5 can be rewritten to Equation 7.1.6.

\[ h_{\text{final}} = h_{\text{initial}} + C_{p, \text{gas}} (T_{\text{final}} - T_{\text{initial}}) \] (7.1.5)

\[ h_{\text{final}} = h_{\text{initial}} + \frac{Q}{\dot{m}_{f, \text{fuel heating}}} \] (7.1.6)

Substituting Equation 7.1.6 into Equation 7.1.1 leads to an expression for the required fuel mass flow as a function of the amount of heat added to the natural gas. This expression is as shown in Equation 7.1.7. Rewriting this equation to isolate the fuel mass flow leads to Equation 7.1.8.

\[ \dot{m}_{f, \text{fuel heating}} = \dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - \frac{Q}{\dot{m}_{\text{air}} C_{p, \text{gas}}}) \] (7.1.7)

\[ \dot{m}_{f, \text{fuel heating}} = \dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}}) - \frac{Q \eta_{cc}}{\eta_{cc} \text{LHV}} \] (7.1.8)

Two expressions for the fuel mass flow have been derived for both compressor exhaust air and natural gas heating. They can be compared to one another for the same amount of added energy, Q. This is done by evaluating the ratio between these two expressions as is visible in Equation 7.1.9. A ratio larger than one indicates that it is more beneficial to heat natural gas. For ratio’s smaller than one, heating compressor exhaust air is more beneficial.

\[ \frac{\dot{m}_{f, \text{air heating}}}{\dot{m}_{f, \text{fuel heating}}} = \frac{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - \frac{Q}{\dot{m}_{\text{air}} C_{p, \text{gas}}})}{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - Q \eta_{cc})} \] (7.1.9)

Equation 7.1.9 can be rewritten for convenience according to the intermediate steps as shown below.

\[ \frac{\dot{m}_{f, \text{air heating}}}{\dot{m}_{f, \text{fuel heating}}} = \frac{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - \frac{Q}{\dot{m}_{\text{air}} C_{p, \text{gas}}})}{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - Q \eta_{cc})} \] (7.1.10)

\[ \frac{\dot{m}_{f, \text{air heating}}}{\dot{m}_{f, \text{fuel heating}}} = \frac{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - Q)}{\dot{m}_{\text{air}} C_{p, \text{gas}} (T_{\text{IT}} - T_{\text{inlet}} - Q \eta_{cc})} \] (7.1.11)

If the temperature gap which has to be overcome in the combustion chamber is set to X, the ratio can be simplified and its value computed. Performing this substitution leads to the final expression as shown below.

\[ \frac{\dot{m}_{f, \text{air heating}}}{\dot{m}_{f, \text{fuel heating}}} = \frac{X - Q}{X - Q \eta_{cc}} \] (7.1.12)

If \( X \gg Q \), this ratio is always smaller than one for a combustion efficiency (\( \eta_{cc} \)) smaller than one. Therefore, it can be concluded that from an energy efficiency point of view, it is less beneficial to add energy to natural gas rather than to compressor exhaust air. It must be noted that the assumption was made that the difference in temperature for both gases does not influence the combustion efficiency. Therefore \( \eta_{cc} \) is assumed to be a constant smaller than one for both cases.
### 7.2 Maximum Transferable Energy

Before a method can be successfully chosen, one must consider the maximum energy that can be added to the system. This section aims to quantify this for both heating concepts. It does so by using the yearly simulation data presented in Chapter 5 to compute the maximum amount of air and fuel available for heating. This analysis assumes that all air and fuel is heated to their respective maximum temperature throughout a complete year. This might not be the case for an actual power plant and therefore the numbers displayed in this section are rather optimistic. However, they do give a reasonable estimation on how much there is to gain by both methods in terms of fuel consumption and CO₂ emission reduction.

#### 7.2.1 Natural Gas Heating

For the heating of fuels, the Modified Wobbe-Index (MWI) must be taken into account. This index is of great importance when it comes to fuel versatility. It imposes a limitation on the maximum temperature which a fuel can obtain while remaining compatible with an existing combustion chamber design. The MWI is a calculated measurement for volumetric energy content of a fuel and depends on the LHV, specific gravity of the gas compared to air at ISO conditions and its absolute temperature. Its mathematical expression is shown in Equation 7.2.1.

\[
MWI = \frac{LHV}{\sqrt{T_{\text{gas}} \cdot \rho_{\text{gas}} / \rho_{\text{air}}}}
\]  

To ensure that the fuel nozzle pressure ratios remain within their required limits, the MWI has to remain within +/- 5% of its target value. When the fuel composition and its corresponding LHV are consistent, the MWI only changes with a change in temperature. For Slochteren gas, the maximum temperature difference can be derived the acceptable 5% deviation and the MWI at 15°C. To perform this successfully, the density change with a change in fuel temperature has to be taken into account. By using THERMOFLEX, the maximum allowable temperature difference can be determined when the reference temperature of the fuel is set to 15°C. This temperature difference is found to be approximately 31 degrees leading to a final temperature of 46°C. One can exceed this value in two ways. Firstly, by adjusting the burner to allow for larger MWI deviations from the target value. Secondly, by replacing the combustion chamber completely and thereby increasing the MWI target value. However, the MWI deviation limits still holds but the target value has changed. When such a modification is performed, it means that the gas has to be heated constantly in order to remain within the new MWI target limit. Using the results from the annual power plant simulations one can compute the energy required to increase the temperature of natural gas by 31 degrees. The result indicates the amount of energy added to the system coming from curtailment and thereby, the amount of energy which does not have to be supplied by fossil fuels. Aside from the temperature difference imposed by the MWI, it was found that a combined-cycle power plant in the Netherlands using a similar SGT5-4000F gas turbine can achieve a natural gas temperature of approximately 160°C without experiencing problems. Therefore, the annual results for a temperature difference of a 145 degrees are also included in this analysis. The heat capacity for the computations are all taken at the mean temperature: \((T_{\text{final}} - T_{\text{initial}})/2\). The results are presented in Table 7.1.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>212,030</td>
<td>8,056,927</td>
<td>31</td>
<td>13,420</td>
<td>0.1648</td>
</tr>
<tr>
<td>212,030</td>
<td>8,056,927</td>
<td>145</td>
<td>67,955</td>
<td>0.8500</td>
</tr>
</tbody>
</table>

#### 7.2.2 Air Heating

The gas turbine also imposes a limit when it comes to air heating. At the design point the compressor exhaust temperature is the highest, being 455°C. This temperature only decreases in the off-design regime. It is therefore that the design point temperature indicates the maximum allowable temperature change for air. Table 7.2 displays the fuel savings that can be achieved by air heating. As can be observed, these annuals savings greatly exceed that of fuel heating. However, it must be noted that this analysis does not account for a few factors. The first is the pressure drop caused by bypassing and heating the air. As a result, the overall power plant efficiency might decrease and the total fuel savings decline. In addition, the energy required to heat the fuel requires curtailment to be present in large quantities which might not always be the case. To conclude, it can be observed that more energy can be added to the Brayton cycle by preheating air rather than natural gas. The main reasons for this include the larger mass flow of air and its higher allowable temperature increase.
Table 7.2: Estimated maximum annual fuel savings for air heating.

<table>
<thead>
<tr>
<th>Energy consumption [GJ/year] (A)</th>
<th>Air consumption [tonne/year] (B)</th>
<th>Fuel temperature increase [°C] (C)</th>
<th>Energy added [GJ/year] (D) = B \cdot C \cdot C_p</th>
<th>Fuel consumption reduction [%/year] (E) = D/A \cdot 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>8,056,927</td>
<td>8,278,198</td>
<td>50</td>
<td>451,596</td>
<td>5.61</td>
</tr>
<tr>
<td>8,056,927</td>
<td>8,278,198</td>
<td>100</td>
<td>907,918</td>
<td>11.27</td>
</tr>
<tr>
<td>8,056,927</td>
<td>8,278,198</td>
<td>200</td>
<td>1,834,194</td>
<td>22.77</td>
</tr>
<tr>
<td>8,056,927</td>
<td>8,278,198</td>
<td>300</td>
<td>2,778,556</td>
<td>34.49</td>
</tr>
</tbody>
</table>

7.3 Ease of Energy Transfer to Gas

The third evaluation aims to identify which gas is heated easier by means of convection. This analysis is performed by investigating two generic heat exchanger geometries. Since both air and natural gas are gases, heat transfer mainly takes place by means of convection. However, conduction does play a role in the boundary layer since the gas is stationary at close to the surface. It is therefore that the thermal conductivity is included within analysis. The energy transferred by means of convection between two elements can be expressed by Newton’s law of cooling as displayed in Equation 7.3.1.

\[
\dot{Q}_{\text{conv}} = U A_s (T_{\text{surface}} - T_\infty) \tag{7.3.1}
\]

By means of this equation the heat rate, temperature difference and required hot surface area can be related to one another. Before this is possible, the heat transfer coefficient (HTC) must be obtained. For this purpose, its relation with the Nusselt number is used. This relation is shown in Equation 7.3.2.

\[
U = \frac{Nu \; k}{L} \tag{7.3.2}
\]

The Nusselt number can be expressed in terms of the dimensionless Reynolds and Prandtl numbers. The relation between these numbers depends on whether the flow is laminar or turbulent. The configuration at which heat transfer takes place also plays an important role. To account for this, the HTC is investigated for two different configurations: flow over a flat surface and through a smooth pipe. The HTC is evaluated for both air and methane for these two configurations. Methane was chosen to replace Slochteren gas due to simplicity. Only turbulent flows for these two configurations are considered. For these configurations, the Nusselt number can be expressed as shown in Equation 7.3.3 and Equation 7.3.5.

Turbulent flow over a flat surface:

\[
Nu_{\text{flat surface}} = (0.037 Re_L^{4/5} - A) \; Pr^{1/3} \tag{7.3.3}
\]

Where A is expressed as:

\[
A = 0.037 Re_L^{4/5} - 0.664 \; Re_L^{1/2} \tag{7.3.4}
\]

It must be noted that this equation is only valid when the Prandtl number exceeds 0.6 but is smaller than 60. The Reynolds number may not exceed \(1 \cdot 10^8\).

Turbulent flow through a smooth pipe:

\[
Nu_{\text{pipe}} = 0.023 Re_L^{4/5} \; Pr^{0.4} \tag{7.3.5}
\]

This relation, known as the Dittus-Boelter relation, also comes with certain restrictions. To be valid, the Prandtl number must exceed 0.5 and the Reynolds number must exceed \(1 \cdot 10^4\). To be able to compute the Nusselt number from these relations one must first compute the Reynolds and Prandtl numbers using Equation 7.3.6 and Equation 7.3.7 respectively. For the Reynolds number, the length \(L\) corresponds to the plate length or pipe diameter.

\[
Re_L = \frac{\rho V L}{\mu} \tag{7.3.6}
\]
To create a representative case, the temperatures at which the performance of air is evaluated are taken to be 427°C and 727°C. For the natural gas, these temperatures are 15°C and 160°C. The HTC of air at 427°C is compared to the HTC of natural gas at 15°C and the 727°C values are compared to the 160°C values. Multiple temperatures are evaluated for both cases to make sure that the outcome is not just valid for one specific entry temperature. It also gives an indication of the HTC trend over a temperature range. In addition, since the compressor exhaust air is at a pressure of 18.25 bar at the design point, both gases have been evaluated at this pressure. The methane pressure has also been evaluated at this pressure although the real pressure might be higher. The characteristics of both gases at their respective temperatures are displayed in Table 7.3. The values for natural gas have been created from the properties of methane. For the composition of Slochteren natural gas please refer to Table 5.1.

Table 7.3: Gas properties of air and natural gas (methane) at several temperatures at 18.25 bar.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Air</th>
<th>Natural gas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>427°C</td>
<td>727°C</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>9.05</td>
<td>6.33</td>
</tr>
<tr>
<td>Heat capacity (kJ/kg K)</td>
<td>1.79</td>
<td>2.33</td>
</tr>
<tr>
<td>Dynamic viscosity (Pa/s)</td>
<td>34.32</td>
<td>11.11</td>
</tr>
<tr>
<td>Thermal conductivity (W/m K)</td>
<td>51.50</td>
<td>34.15</td>
</tr>
</tbody>
</table>

Using Table 7.3 and Equation 7.3.2 to Equation 7.3.7, the HTC for each gas at their corresponding pressures and temperatures can be computed for different surface lengths, pipe diameters and flow velocities. To quickly observe which gas has a higher HTC, the final results are subtracted from one another. The results are shown in Figure 7.1 and Figure 7.2 for the flat surface and smooth pipe configurations respectively. As can be observed from both figures, all values represented are positive. This means that the HTC of air is smaller than that of methane at their corresponding pressures and temperatures. Therefore, a larger energy transfer is present for methane than air when using an identical heat exchanger is used.

Figure 7.1: Heat transfer coefficient difference between air and methane for turbulent flow over a flat plate.
7.4 Practical Considerations

The final criterion concerns practical considerations to identify benefits or drawbacks not covered by the previous three criteria. This section is divided into two paragraphs. The first summarizes arguments in favour of natural gas heating. The second summarizes arguments in favour of compressor exhaust air heating.

7.4.1 In favour of natural gas heating

Since Slochteren gas can be heated before it enters the combustor there is minimal interference with the existing infrastructure. Current fuel lines can remain as they are and only a bypass has to be created to run the gas through a heater. This is not the case for compressor exhaust air heating. No matter the final design, existing gas turbines have to be modified to allow for the bypass of air through a heater. This bypass and the heat exchanger size required to heat up an airflow in the order of 420 kg/s drastically increases plant size and costs. In addition, air heating causes a pressure drop before the combustion chamber, leading to inefficient operation compared to the baseline configuration.

Currently, natural gas heaters are already in use at pressure regulation stations. The goal of these stations is to avoid condensation due to the Joule-Thomson effect and increase overall plant efficiency. Before the gas enters the combustion chamber, its pressure is reduced. With this reduction of pressure comes a significant drop in temperature which can, if not accounted for, cause condensation and the formation of hydrates. Several electrical gas heaters suitable for power plants are already commercially available. One can use an existing and proven technology as power plant modifications.

7.4.2 In favour of compressor exhaust heating

When heating natural gas, one has to pay close attention to the auto-ignition point of the gas mixture. Auto-ignition can occur when oxygen is present within the mixture at very high temperatures. For Slochteren gas, only 0.01% of the total mixture consists of oxygen (by mole percentage). Therefore, this is not a big concern for this fuel type. However, if the auto-ignition temperature is reached and a leak occurs ignition can occur. It is therefore that strict regulations on tubing and overall plant safety must be imposed.

7.5 Conclusions and Observations

Compressor exhaust heating and Slochteren natural gas heating have been evaluated on four different criteria. The first being the most beneficial location of energy addition to the Brayton cycle. Due to the influence of the combustion efficiency on the required fuel mass flow, it was found that heating compressor exhaust air is the most beneficial. However, the combustion efficiency is often very close to one and therefore, no real conclusion can be made solely...
based on this criterion. Secondly, the influence of the low Slochteren gas mass flow and allowable temperature difference in comparison to that of air significantly limits the maximum transferable energy. From this point of view, it is more beneficial to heat compressor exhaust air. To improve the performance of fuel heating, one can adjust or replace the combustion chamber to achieve a larger range of allowable gas temperature. The third analysis included an investigation of the heat transfer coefficient for both gases for two specific heat exchanger configurations: a flat surface and smooth pipe. From this analyses, it was concluded that methane heating offers benefits over heating compressor air from a heat exchanger size point of view. Finally, it was shown that heating natural gas offers significant benefits in terms of installation costs and power plant size. A summary of the outcome per criterion is presented in Table 7.4.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Compressor exhaust heating</th>
<th>Natural gas heating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Most beneficial location of energy addition</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Maximum transferable energy</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Ease of energy transfer to gas</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Practical considerations</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Based on these four criteria it has been decided to investigate curtailment utilization by means of heating Slochteren natural gas to approximately 160°C. Although two criteria were in favour of air heating and two in favour of Slochteren gas heating, the ease of implementation was crucial when it came to final decision.
Chapter 8
Energy Storage Design and Modelling

In chapter 6 it was concluded that thermal storage is to be used and more specifically, both latent and sensible heat storage. This chapter deals with the complete design and modelling of this storage system. It starts off by elaborating on the storage layout and PCM selection process. It continues by describing how the storage system is modelled and on what assumptions the model is based. This section is followed by a discussion on model accuracy, grid convergence, model verification and validation. Finally, the performance of the storage system is presented and the influence of module dimensions and PCM properties on performance is quantified and presented.

8.1 Storage Layout

The storage consists out of a number of identical modules. Therefore it is sufficient to design one module and to place these either in parallel to match the required capacity. The natural gas entering the combustion chamber is pressurized making a cylindrical module layout beneficial from a structural point of view. Based on this observation, the module layout as displayed in Figure 8.1 is chosen.

![Figure 8.1: Schematic of the storage module. Modified from (87).](a) Front view (b) Side view

Each module consists out of a hollow cylinder where the natural gas is surrounded by the PCM. Within the cylinder, heat is exchanged between the PCM and the natural gas, also known as the heat transfer fluid (HTF). The HTF enters the cylinder at \( z = 0 \) at its initial temperature \( T_{\text{initial}} \) and leaves the cylinder at \( z = L \) at its heated temperature \( T_{\text{exhaust}} \). If no cylinders are placed in series, this is also the temperature at which the gas enters the combustion chamber (transport losses neglected). To charge the storage, two heating elements are used. The elements consist of electrical wires making use of Joule heating to convert all electrical energy to heat. The heat storage has three separate modes: one charging mode, one discharging mode and a combination of both. During charging the outer heating element is used to heat the PCM when the plant is not in use and natural gas is stationary. During discharging, no heating element is active and heat is extracted from the storage. Finally, the storage can be charged and discharged simultaneously. When this happens, the inner heating elements are activated rather than the outer ones to directly heat the HTF rather than dissipating heat to the PCM. All three modes are displayed in Figure 8.2 to provide a better understanding of the heating elements and their modes of operation. The exact dimensions for the inner radius, outer radius and length are determined at a later stage by means of modelling a single storage module. These parameters depend on the heat transfer performance of the PCM in both phases and the obtainable exhaust temperature. Throughout the whole simulation, the outer radius \( r_o \) is twice the size of the inner radius \( r_i \). The exact method of simulation is further explained in section 8.3.
8.2 Phase Change Material Selection

The selection of a PCM is dependent on several material characteristics. These characteristics can be divided into three major categories: thermal, physical and chemical properties. Using this division, an overview of desirable PCM properties is provided in the upcoming paragraphs \[88; 89; 90\]. Note that these are not displayed in order of importance and that this list is not exclusive.

Thermal properties

- The PCM shall have a phase change temperature suitable for the required application to ensure that the energy release occurs when desired and to minimize heat losses to its surroundings.
- The PCM shall possess high latent heat of fusion. The latent heat of fusion is a measure of the heat release/absorption during a phase change. The higher the latent heat of fusion, the smaller the required amount of material to store the required quantity of thermal energy.
- The PCM shall possess a high specific heat to effectively charge and discharge sensible heat since the thermal storage does not solely operate in the melting region of the PCM.
- The PCM shall have high thermal conductivity in both the solid and liquid phase. This enhances heat transfer within the PCM to reduce internal temperature gradients.

Physical properties

- The PCM shall possess a high density to maintain a small storage volume.
- The PCM shall display a small volume change during phase transition to allow for simple heat exchanger designs.
- The PCM shall display little to no subcooling to ensure that the PCM melts and solidifies at the same temperature during its cycles.

Chemical properties

- The PCM shall melt and solidify completely to obtain homogeneous liquid and solid phases.
- The PCM shall display a reversible phase transition cycle with little to no hysteresis
- The PCM shall be chemically stable, inflammable and non-toxic.

Within the scope of this thesis, three of these requirements are used to evaluate a suitable PCM. These three requirements are the phase change temperature, latent heat of fusion and density. Unfortunately other parameters such as thermal conductivity could not be included in the trade-off due to limited available information on PCM properties for many materials. A list of suitable candidates is displayed in Table 8.1. Based on these three parameters, several PCMs show promise based on their phase change temperature. Since the goal is to preheat natural gas to approximately 160°C, the perfect PCM has a phase change temperature slightly above this temperature. If the phase change temperature is much higher, the heat losses to the ambient increase. Therefore, one should aim to stay as close to its desired gas temperature as possible. In addition, the ambient temperature in relatively hot environments must be accounted for. The phase change temperature cannot be below high ambient temperatures since this leads to undesired phase transitions. Since no ambient condition reaches a temperature of 160°C, this is not a problem for this application. The second selection criterion is the latent of heat fusion. It is beneficial to obtain a maximum latent heat of fusion to maximize the latent heat released and stored during operation. The final criterion is the PCMs density. A high density leads to a small required volume when a certain amount of PCM mass is required. By evaluating these three
criteria, it can be concluded that the PCM "A164" has the most suitable properties for the considered application. A164 is a commercial organic PCM solution produced by the company Phase Change Material Products Limited. Its material properties assumed for throughout the performed simulations are presented in Table 8.2.

<table>
<thead>
<tr>
<th>Name</th>
<th>Phase change temperature [°C]</th>
<th>Latent heat of fusion [kJ/kg]</th>
<th>Density [kg/m³]</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salicylic acid</td>
<td>159</td>
<td>199</td>
<td>1443</td>
<td>(92)</td>
</tr>
<tr>
<td>Benzanilide</td>
<td>161</td>
<td>162</td>
<td>-</td>
<td>(92)</td>
</tr>
<tr>
<td>A164</td>
<td>164</td>
<td>306</td>
<td>1500</td>
<td>(59; 93; 94)</td>
</tr>
<tr>
<td>O-mannitol</td>
<td>166</td>
<td>294</td>
<td>1489</td>
<td>(92)</td>
</tr>
<tr>
<td>Hydrosinomine</td>
<td>172</td>
<td>258</td>
<td>1358</td>
<td>(92)</td>
</tr>
<tr>
<td>Pentaerythritol</td>
<td>187</td>
<td>255</td>
<td>-</td>
<td>(92)</td>
</tr>
<tr>
<td>LiNO₃-NaNO₃</td>
<td>195</td>
<td>252</td>
<td>-</td>
<td>(92)</td>
</tr>
</tbody>
</table>

Table 8.2: A164 material properties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Melting temperature</td>
<td>164 [°C]</td>
<td></td>
</tr>
<tr>
<td>Density (liquid phase)</td>
<td>1500 [kg/m³]</td>
<td></td>
</tr>
<tr>
<td>Density (solid phase)</td>
<td>1710 [kg/m³]</td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity (liquid phase)</td>
<td>0.53 [W/m K]</td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity (solid phase)</td>
<td>1.09 [W/m K]</td>
<td></td>
</tr>
<tr>
<td>Specific heat (liquid phase)</td>
<td>1800 [J/kg K]</td>
<td></td>
</tr>
<tr>
<td>Specific heat (solid phase)</td>
<td>2400 [J/kg K]</td>
<td></td>
</tr>
</tbody>
</table>

8.3 Thermal Storage Modelling

This section explains the rationale and methods used for the transient numerical model to simulate the thermal performance of one single module. In the beginning of this section the assumptions made are outlined. The section continues by outlining which equations are used and discretized by means of the finite difference method (FDM). Once the underlying methods and equations are established, the model is extended by including the movement and heating of the HTF, the inclusion of the heat transfer coefficient and natural convection within the PCM during its liquid phase. Finally, the numerical model was tested for grid convergence, verified and validated.

8.3.1 Underlying Assumptions

The assumptions used during modelling can be classified into three categories: assumptions related to the general system, related to the heat transfer fluid and the phase changing material. These categories and their corresponding assumptions are as follows:

**System**

- Radiation heat transfer is negligible
- Heat losses to the ambient are negligible
- Internal heat generation is zero
- No wall is present between the PCM and HTF
- The system is axis-symmetric

**Heat transfer fluid**

- The heat transfer between HTF and PCM is controlled by convection
- The HTF’s velocity and inlet temperature are constant
- The HTF’s thermophysical properties are independent of temperature
- The HTF flow is fully developed within the cylinder
- The HTC is constant throughout the whole cylinder
Phase changing material

- The heat transfer within the PCM is controlled by conduction
- The PCM is assumed to have a definite melting point
- The PCM behaves ideally, i.e. supercooling and hysteresis are not accounted for
- The PCM is homogeneous and isotropic
- The PCM’s thermophysical properties are different for solid and liquid phases but are independent of temperature
- The PCM’s volume change during phase change is negligible

8.3.2 Governing Equations and the Finite Difference Method

As stated in the previous section, heat transfer within the PCM is mainly controlled by conduction and heat transfer to the HTF by convection. As a result, equations 8.3.1 and 8.3.2 are applicable to heat transfer within the PCM and to the HTF respectively. Equation 8.3.1 is referred to as the three-dimensional diffusion equation in cylindrical coordinates.

\[\rho C_p \frac{\partial T}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left(kr \frac{\partial T}{\partial r}\right) + \frac{1}{r^2} \frac{\partial}{\partial \phi} \left(k \frac{\partial T}{\partial \phi}\right) + \frac{\partial}{\partial z} \left(k \frac{\partial T}{\partial z}\right)\] (8.3.1)

\[\frac{\partial T}{\partial t} = -\frac{2U}{\rho C_p r_i} (T_{HTF} - T_{surface})\] (8.3.2)

Based on the assumption that the problem is axis-symmetric, the three-dimensional diffusion equation can be simplified to a two-dimensional problem. By doing so, Equation 8.3.1 can be rewritten to:

\[\rho C_p \frac{\partial T}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left(kr \frac{\partial T}{\partial r}\right) + \frac{\partial}{\partial z} \left(k \frac{\partial T}{\partial z}\right)\] (8.3.3)

\[\frac{\partial T}{\partial t} = \frac{\alpha}{r} \frac{\partial}{\partial r} \left(r \frac{\partial T}{\partial r}\right) + \frac{\alpha}{\partial z} \left(\frac{\partial T}{\partial z}\right)\] (8.3.4)

To solve this equation for each time step, the finite difference method is used. This technique replaces partial derivatives by suitable approximations on a finite difference grid. The grid consists of a number of nodes and for each of these nodes their temperature is computed at a certain time. To illustrate this, a generic grid is introduced in Figure 8.3 to show how a temperature field can be simulated by using a nodal network. This model is then used to size the module until the desired characteristics are obtained.

Figure 8.3: Generic mesh for PCM and HTF temperature field simulation in a hollow cylinder. Modified from (95).

Within the nodal network, ten different types of nodes can be distinguished. The type of node depends on its location within the grid. When a node is surrounded by four similar nodes it is referred to as an interior node. If this is not the case, it is called a boundary node or HTF node. Using Equation 8.3.4 and the finite difference method, the equation to compute the temperature at each node at a certain time step can be computed depending on its temperature at the previous time step and the temperature of its surroundings nodes. Since the storage module
is axis-symmetric, one can compute the complete solution by simulating half of the nodal network. Within this research, the temperatures for the top half of the network are computed as displayed by the field on interest in Figure 8.3.

The first step is to discretize the diffusion equation. To do so one must first be familiar with the Taylor series expansion. The Taylor series expansion of a function \( u(x) \) around point \( x \) is as presented in Equation 8.3.5:

\[
   u(x) = \sum_{n=0}^{\infty} \frac{(x-x_i)^n}{n!} \left( \frac{\partial^n u}{\partial x^n} \right)_i \tag{8.3.5}
\]

Using the Taylor series expansion, three finite difference approximations can be derived to approximate a partial derivative. These are the forward, backward and central difference approximations. Each of them involve a Taylor series expansion around point \( i \) and an isolation of the derivative term. The forward, backward and central difference derivations and approximations for first order derivatives are given in Equation 8.3.6 to Equation 8.3.12 respectively.

**Forward difference**

\[
   u_{i+1} = u_i + \Delta x \left( \frac{\partial u}{\partial x} \right)_i + \frac{(\Delta x)^2}{2} \left( \frac{\partial^2 u}{\partial x^2} \right)_i + \frac{(\Delta x)^3}{6} \left( \frac{\partial^3 u}{\partial x^3} \right)_i + O(\Delta x)^3 \tag{8.3.6}
\]

\[
   T_1 : \quad \left( \frac{\partial u}{\partial x} \right)_i = \frac{u_{i+1} - u_i}{\Delta x} + O(\Delta x) \tag{8.3.8}
\]

**Backward difference**

\[
   u_{i-1} = u_i - \Delta x \left( \frac{\partial u}{\partial x} \right)_i + \frac{(\Delta x)^2}{2} \left( \frac{\partial^2 u}{\partial x^2} \right)_i - \frac{(\Delta x)^3}{6} \left( \frac{\partial^3 u}{\partial x^3} \right)_i + O(\Delta x)^3 \tag{8.3.9}
\]

\[
   T_2 : \quad \left( \frac{\partial u}{\partial x} \right)_i = \frac{u_i - u_{i-1}}{\Delta x} + O(\Delta x) \tag{8.3.11}
\]

**Central difference**

\[
   T_1 - T_2 : \quad \left( \frac{\partial u}{\partial x} \right)_i = \frac{u_{i+1} - u_{i-1}}{2\Delta x} - \frac{(\Delta x)^2}{6} \left( \frac{\partial^3 u}{\partial x^3} \right)_i + O(\Delta x)^3 \tag{8.3.12}
\]

\[
   T_1 - T_2 : \quad \left( \frac{\partial u}{\partial x} \right)_i = \frac{u_{i+1} - u_{i-1}}{2\Delta x} + O(\Delta x)^2 \tag{8.3.13}
\]

For second order derivatives the central difference scheme becomes:

\[
   T_1 + T_2 : \quad \left( \frac{\partial^2 u}{\partial x^2} \right)_i = \frac{u_{i+1} - 2u_i + u_{i-1}}{(\Delta x)^2} + O(\Delta x)^2 \tag{8.3.14}
\]

Since the Taylor series can be expanded indefinitely, high order terms are displayed using the \( O(\Delta x)^n \) notation. Within the scope of this research, the derivatives are approximated by using Equation 8.3.8 [Equation 8.3.11] or Equation 8.3.13 Therefore, these is an error term for each approximation containing all higher order terms from the Taylor series expansion. These terms are referred to as the truncation error. The truncations error is of the first order for the forward and backward difference schemes and second order for the central difference scheme. Due to this smaller truncation error, the central difference scheme is used to discretize in space. As it is not practical to discretize time with this scheme, the forward scheme is used to discretize in time. Therefore the discretization of the diffusion equation as shown in Equation 8.3.4 using the explicit scheme is said to be forward in time and central in space. Using this scheme the discretized diffusion equation can be used for nine out of ten different node types. To obtain these
equations the interior node equation was derived first and used as a baseline for boundary nodes. The boundary nodes equations are derived using the ghost node approach as explained later in this chapter.

Interior nodes

Using the forward difference scheme on the left side of Equation 8.3.4 leads to the following expression:

\[
\left( \frac{\partial T}{\partial t} \right)_{i,j} = \frac{T_{t+1}^{i,j} - T_{t}^{i,j}}{\Delta t}
\]  

(8.3.15)

Using the central difference scheme on the right side of Equation 8.3.4 leads to the following expression:

\[
\alpha \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) + \alpha \frac{\partial}{\partial z} \left( \frac{\partial T}{\partial z} \right) = \frac{\alpha}{r_i \Delta r^2} (r_{i+\frac{1}{2}} T_{i+1}^{t} - 2 r_i T_{i}^{t} + r_{i-\frac{1}{2}} T_{i-1}^{t}) + \frac{\alpha}{\Delta z^2} (T_{i,j+1}^{t} - 2 T_{i,j}^{t} + T_{i,j-1}^{t})
\]

(8.3.16)

Where \( \alpha \) represents the thermal diffusivity which can be computed via Equation 8.3.17.

\[
\alpha = \frac{k}{\rho C_p}
\]

(8.3.17)

Combining both sides and rewriting the equation for \( T_{i,j+1}^{t+1} \) leads to the following expression for the temperature at the proceeding time step for interior nodes such as node five displayed in Figure 8.4a.

\[
T_{5}^{t+1} = \left[ \frac{\alpha}{r_i \Delta r^2} (r_{i+\frac{1}{2}} T_{2}^{t} - 2 r_i T_{5}^{t} + r_{i-\frac{1}{2}} T_{8}^{t}) + \frac{\alpha}{\Delta z^2} (T_{6}^{t} - 2 T_{5}^{t} + T_{4}^{t}) \right] \Delta t + T_{5}^{t}
\]

(8.3.18)

Boundary nodes

As briefly mentioned, the expressions for the boundary nodes require a slightly different approach. A ghost node is created to simulate the conditions of an interior node. The boundary condition(s) acting on the boundary node are used to derive an expression for one of the four surrounding nodes. This expression is then substituted in the interior node equation to obtain the boundary node expression. The active boundary conditions are as follows:

at \( r = r_o \)

\[
k \frac{\partial T}{\partial r} = 0
\]

(8.3.20)

at \( r = r_i \)

\[
-k \frac{\partial T}{\partial r} = U(T_{surface} - T_{\infty})
\]

(8.3.21)

at \( z = 0 \) and \( z = L \)

\[
k \frac{\partial T}{\partial z} = 0
\]

(8.3.22)

To demonstrate this method, the expression for the middle left boundary node displayed in Figure 8.4b which is subjected to insulation in the z direction, is derived. The same procedure can be applied to all other corner nodes using the above stated boundary conditions. For this node one ghost node is created since a boundary condition is active. This is the result of its insulated boundary and can be expressed as follows:
\( \frac{k}{\partial z} \frac{\partial T}{\partial T} = 0 \) (8.3.23)

Using the finite difference method the expressions as shown in [Equation 8.3.23] are obtained in terms of the grid and ghost nodes. The results are displayed in [Equation 8.3.24]. From this equation it follows that \( T^t_{i,5} = T^t_{i,5} \). Using the expression for the interior nodes and substituting this node temperature into this expression yields [Equation 8.3.25].

\[ \frac{k}{\partial z} \frac{\partial T}{\partial T} = \frac{k}{\Delta z} \left( T^t_{i,5} - T^t_{i,5} \right) = 0 \] (8.3.24)

\[ T^t_{4+1} = \left[ \frac{\alpha}{\rho_i \Delta r^2} \left( r_{1+\frac{1}{2}} T^t_{1} - 2 r_{i} T^t_{4} + r_{i-\frac{1}{2}} T^t_{i+1} \right) + \frac{2\alpha}{\Delta z^2} (T^t_{5} - T^t_{4}) \right] \Delta t + T^t_{4} \] (8.3.25)

\[ h^t_{i,j} = \left[ \frac{k}{\rho_i \Delta r^2} (r_{i+\frac{1}{2}} T^t_{1-i,1,j} - 2 r_{i} T^t_{i,i} + r_{i-\frac{1}{2}} T^t_{i+1,i}) + \frac{k}{\Delta z^2} (T^t_{i,j+1} - 2T^t_{i,j} + T^t_{i,j-1}) \right] \Delta t + h^t_{i,j} \] (8.3.26)

The new enthalpy at a time \( t+1 \) can be related to a temperature by means of the temperature-enthalpy relation given by the following expressions. In these expressions, \( C_p \) represents the specific heat, \( h_{st} \) represents the latent heat of fusion and \( T_m \) the melting temperature of the PCM.

\[ h(T) = \begin{cases} C_p,\text{solid} & (T - T_m) \quad \text{for } T < T_m \\ C_p,\text{solid} & T_m + h_{st} \quad \text{for } T = T_m \\ C_p,\text{liquid} & (T - T_m) + h_{st} \quad \text{for } T > T_m \end{cases} \] (8.3.27)

8.3.3 Enthalpy method

As the PCM undergoes a phase change during charge and discharge one can not directly compute the new temperature as done previously. The derived equations still hold but the temperature has to be computed via the PCM’s enthalpy to account for the latent heat of fusion[95]. Doing so is called the enthalpy method. Several other methods are known such as the heat capacity method[95]. However, the enthalpy method is considered to be the most efficient when using a fixed-grid[97]. It uses that the enthalpy is a temperature-dependent variable and computes the latent heat flow through enthalpy of the PCM. To account for this in the FDM scheme, the previous equations must be rewritten to include the enthalpy at the relevant point rather than temperature. For the interior nodes, the expression then becomes as displayed in [Equation 8.3.26]. Using the ghost node approach as explained earlier, the same expressions can be derived for each of the boundary nodes.

8.3.4 Heat Transfer Fluid Heating and Movement

Heat transfer to the HTF is governed by [Equation 8.3.2]. Using the same finite difference method as used for interior nodes, this expression can be rewritten to [Equation 8.3.28].

\[ T^t_{4+1} = -\frac{2U}{\rho C_p r_i} (T^t - T^t_{\text{surface}}) + T^t \] (8.3.28)
To simulate the movement of the HTF at each specific time step, the value of temperature of each node is transferred to its neighbouring node after each iteration. This is allowed since forced rather than natural convection is present (95). To make sure that one time step corresponds to the distance $\Delta z$ travelled by a gas particle it is expressed as shown in Equation 8.3.29:

$$\Delta t = \frac{\rho \pi r^2 \Delta z}{m}$$  \hspace{1cm} (8.3.29)

This is the value for time step which must be used throughout the simulation. If this value exceeds that determined by the Neumann stability criterion the simulation can not be performed successfully due to stability issues.

### 8.3.5 Heat Transfer Coefficient

Convection is simulated by means of the heat transfer coefficient. The approach used is based on the Reynolds number, Prandtl number and Nusselt number as explained in chapter 7(98). First, the Reynolds number is computed using Equation 8.3.30 and based on its value, one can determine whether the flow is turbulent or laminar.

$$Re_{di} = \frac{\rho V d_i}{\mu}$$  \hspace{1cm} (8.3.30)

$$Pr = \frac{\mu C_p k}{k}$$  \hspace{1cm} (8.3.31)

For Reynolds numbers smaller than 2300 the flow is considered to be laminar (98). For Reynolds numbers exceeding 10,000 the flow can be considered to be turbulent (98). All intermediate values indicate that the flow is transitioning from laminar to turbulent. Once the flow condition is known, the Prandtl number is computed by using Equation 8.3.31 and used in either the laminar or turbulent equation for the Nusselt number as shown in Equation 8.3.32 and Equation 8.3.33 respectively (98, 79).

$$Nu_{laminar} = 3.66 + \frac{0.65 Re_{di} Pr \frac{d_i}{L}}{1 + 0.04(Re_{di} Pr \frac{d_i}{L})^{\frac{1}{2}}}$$  \hspace{1cm} (8.3.32)

$$Nu_{turbulent} = \frac{(\zeta/8) Re_{di} Pr}{1 + 12.7 \sqrt{\zeta/8 (Pr^2 - 1)}} \left[ 1 + (d_i/L)^{\frac{1}{2}} \right]$$  \hspace{1cm} (8.3.33)

Where:

$$\zeta = (1.8 \log_{10} Re_{di} - 1.5)^{-2}$$  \hspace{1cm} (8.3.34)

Equation 8.3.33, known as the Gnielinski correlation, does come with certain restrictions. For this relation to be valid, the Prandtl number must be larger than 0.1 but smaller than 1000 and the Reynolds number must be larger than 10,000 but smaller than 1,000,000 (98). Finally, the heat transfer coefficient can be computed from the Nusselt number by means of Equation 8.3.35. In reality the HTC is a variable due to the change in pressure, density and velocity when a gas is heated. To give an indication of the density change with temperature, this trend is illustrated for methane in Appendix A, Figure A.7.

$$U = \frac{Nu \cdot k}{d_i}$$  \hspace{1cm} (8.3.35)

### 8.3.6 Natural Convection in the PCM

When a part of the PCM is in liquid phase and a temperature difference is applied over the PCM’s enclosure, natural convection might occur. For this simulation this effect has not been taken into account due to a lack of accurate information on the PCM’s properties to successfully compute the Rayleigh number. However, to account for this effect the thermal conductivity of the PCM in its liquid phase can be corrected to obtain and effective thermal conductivity (99, 96, 100). For hollow cylinders, this correction is as follows (100).

$$k_{eff} = \left[ 0.386 \left( \frac{Pr}{0.861 + Pr} \right)^{\frac{1}{2}} (Fc_{gl} Ra_L)^{\frac{1}{2}} \right] k_{liquid}$$  \hspace{1cm} (8.3.36)
Where:

\[
F_{cyl} = \frac{\ln\left(\frac{r_o}{r_i}\right)^4}{L^3\left(r_i^3 + r_o^3\right)^5}
\]  
(8.3.37)

\[
Ra_L = \frac{g\beta(T_1 - T_2) L^3}{\nu \alpha}
\]  
(8.3.38)

Alternatively, the effective thermal conductivity can be expressed as a function of the thermal conductivity in liquid phase times the Nusselt number of the fluid within the enclosure\([99, 96, 101]\). The Nusselt number can then be segmented into a constant and the Rayleigh number as shown in Equation 8.3.39. Based on experimental results, the constants \(C_L\) and \(n\) equal 0.099 and 0.25 receptively for cylindrical geometries\([101]\).

\[
k_{eff} = k_{liquid} \cdot Nu = k_{liquid} C_L Ra_L^n
\]  
(8.3.39)

### 8.3.7 Impact of Wall Presence

Within this model, no wall is present between the PCM and HTF. To identify the effects of this simplification, the effect of the walls thermal resistance on the total resistance is quantified. The total thermal resistance consists of three elements: conduction through the PCM, conduction through the wall and convection between the wall and HTF. This can be described in terms of thermal resistances as follows\([102]\):

\[
R_{total} = R_{conduction,wall} + R_{conduction,PCM} + R_{convection,HTF}
\]  
(8.3.40)

\[
R_{total} = \frac{\ln\left(\frac{r_{wall}}{r_i}\right)}{\left(2\pi L\right) k_{wall}} + \frac{\ln\left(\frac{r_o}{r_{wall}}\right)}{\left(2\pi L\right) k_{PCM}} + \frac{1}{\left(2\pi r_i L\right) U}
\]  
(8.3.41)

Using Equation 8.3.41, the total resistance can be computed together with the fraction each element contributes to the total resistance. For this analysis the parameters as displayed in Table 8.3 were taken into account. Using these settings, the total contribution of \(R_{conduction,wall}\) to the total resistance is computed to 0.17%. By doubling the wall thickness to 0.02 meter leads to double the percentage of 0.34%. This indicates that absence of a separation wall has little influence on the final results for various wall thicknesses.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase change material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>0.05</td>
<td>[m]</td>
</tr>
<tr>
<td>Thermal conductivity (liquid phase)</td>
<td>0.53</td>
<td>[W/m K]</td>
</tr>
<tr>
<td>Wall</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>0.01</td>
<td>[m]</td>
</tr>
<tr>
<td>Thermal conductivity (iron)</td>
<td>80.13</td>
<td>[W/m K]</td>
</tr>
<tr>
<td>Heat transfer fluid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness</td>
<td>0.05</td>
<td>[m]</td>
</tr>
<tr>
<td>Heat transfer coefficient</td>
<td>100</td>
<td>[W/(m²K)]</td>
</tr>
<tr>
<td>General module parameter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner radius ((r_i))</td>
<td>0.05</td>
<td>[m]</td>
</tr>
<tr>
<td>Wall radius ((r_{wall}))</td>
<td>0.06</td>
<td>[m]</td>
</tr>
<tr>
<td>Outer radius ((r_o))</td>
<td>0.11</td>
<td>[m]</td>
</tr>
<tr>
<td>Length</td>
<td>20</td>
<td>[m]</td>
</tr>
</tbody>
</table>
8.4 Numerical Errors

The numerical error consists of two major sources. The first is the discretization error coming from the truncation error as previously touched upon. The second is the round-off error coming from the limited number of digits used by the computational program (in this case MATLAB).

Discretization error

As a result of the Taylor series expansion, an error is created since not all terms coming from the Taylor series expansion were incorporated into the expression for the derivative. This truncation error is found to be proportional to $\Delta t$ for the forward in time discretization and $(\Delta x)^2$ for the central in space scheme. Applying this knowledge to the case in question using cylindrical coordinates, the following local error is quantified as shown in Equation 8.4.1. This is the maximum error induced at a single time step due to the discretization process. As expected, smaller time and grid steps lead to a more accurate approximation of the original differential equation.

$$Local\ error = O(\Delta t) + O(\Delta r)^2 + O(\Delta z)^2 \quad (8.4.1)$$

The total error after $i$ time steps during a time period $t_0$ is referred to as the global discretization error. Using the local discretization error for each time step and the performed number of time steps during period $t_0$, the global error can be computed as follows:

$$Global\ error = (t_0/\Delta t) \left( O(\Delta t) + O(\Delta r)^2 + O(\Delta z)^2 \right) \quad (8.4.2)$$

Round-off error

The round-off error is caused by the fact that a computer can only hold a limited amount of digits during calculations. MATLAB by default uses double precision which allows the user to perform calculations with 15 significant digits instead of the seven used in single precision. If the number of digits is exceeded, the number is rounded and thereby an error is introduced. It is therefore that the round-off error increases when the time and grid step sizes reach smaller numbers with more significant digits. For the discretization error the opposite is true, the finer the time and grid step sizes the smaller the discretization error.

8.5 Grid Convergence

To obtain a solution independent of the grid density, different grid sizes were tested until the grid density did not have a significant influence on the final solution. For this test, the initial temperature of the PCM was set to be 166°C and that of the HTF to 15°C. The simulated time period was set to 100,000 seconds. For the different grid densities, the HTF exhaust temperature is plotted in Figure 8.5 for the simulation duration. All cases were evaluated for a length of 20 meter, an inner radius of 0.05 meter and a mass flow of 0.007 kg/s. It can be observed that the temperature profiles converge when the grid density increases (larger number of nodes in r and z-direction). The grid density at which convergence takes place is dependent on the module’s dimensions and mass flow. In addition, the time step used for each simulation differs due to the HTF flow movement simulation method. It can be concluded that the solution converged at a grid size of 101x21 since its temperature profile does not differ significantly from the 161x61 grid temperature profile. To quantify the deviation acquired of simulating with a 101x21 density instead of 161x61, the final temperature after 100,000 seconds is used as a metric. For this temperature a deviation of 0.02% was found. This deviation is deemed as acceptable and further computations are to be performed with a 101x21 grid density. It must be noted that the grid can be refined further. However, this greatly increased the computational time since a higher number of nodes needs to be evaluated and the simulation time step decreases for more nodes in the z-direction. When storage module dimensions change a new grid convergence study must be performed due to coupling between grid density and time step.
8.6 Verification and Validation

As verification of the model, the energy balance at each time step is computed. If the model is programmed correctly the energy gained by the HTF should equal the energy lost in the PCM at all times. In addition, these two quantities of energy also have to equal the energy passing through the boundary between HTF and PCM. In mathematical terms, this can be represented as documented in Equation 8.6.1 to Equation 8.6.3.

\[
\Delta E_{HTF} = \rho C_p \pi r_i^2 \Delta z \int_0^t \sum_{j=1}^{M} (T_{HTF}^{t+1} - T_{HTF}^t) dt \tag{8.6.1}
\]

\[
\Delta E_{Boundary} = 2 \pi r_i \Delta z \int_0^t \sum_{j=1}^{M} U (T_{surface}^t - T_{HTF}^t) dt \tag{8.6.2}
\]

\[
\Delta E_{PCM} = \rho \Delta z \pi (r_a^2 - r_b^2) \int_0^t \sum_{i=1}^{N} \sum_{j=1}^{M} (h_{i,j}^{t+1} - h_{i,j}^t) dt \tag{8.6.3}
\]

Where \( r_a \) and \( r_b \) are the upper and lower r-coordinates for the particular PCM node control volume element. As a criterion, the energy balance deviation between each of the three energy terms can not differ more than 1% from one another during each time step and over the total time period \( 10^4 \). This discrepancy comes from the non-linearity of Equation 8.3.1 and its coupling with Equation 8.3.2 at the boundary conditions. For a simulation period of 100,000 seconds at a grid density of 101x21, the maximum absolute deviation was found to be 0.045%. This illustrates that the model functions properly with regards to the energy balances.

To validate the model, a specific case simulation is performed and its correspondence with literature is evaluated. For this purpose two articles are used as reference material which modelled a shell-and-tube thermal heat storage module \[87\; 104\]. One single storage module is simulated when it is heated by a HTF with a higher temperature than the PCM which starts in its solid state. The exact details of the simulation are displayed in Table 8.4. The only difference between both simulations was the used time step. In literature a time step of 2.00 seconds was used whereas a time step of 0.001 seconds was computed from the HTF movement coupling. After performing this simulation, the HTF exhaust temperature is visualized and compared to the results found in literature as presented in Figure 8.6. Since the results from both articles are similar they are visualised using the same trend line. It can be observed that both temperature profiles are well in accordance with one another. This implies that the developed model is reliable and gives results which are in agreement with other models.
Figure 8.6: Heat transfer fluid exhaust temperature as a function of time. The results are compared to similar simulations [87, 104].

Table 8.4: Simulation parameters [104].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Length</td>
<td>1.5</td>
<td>m</td>
</tr>
<tr>
<td>Inner radius</td>
<td>12.5</td>
<td>mm</td>
</tr>
<tr>
<td>Outer radius</td>
<td>25.0</td>
<td>mm</td>
</tr>
<tr>
<td>Simulation time</td>
<td>17,000</td>
<td>s</td>
</tr>
<tr>
<td><strong>Phase change material</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial temperature</td>
<td>550</td>
<td>°C</td>
</tr>
<tr>
<td>Melting temperature</td>
<td>767</td>
<td>°C</td>
</tr>
<tr>
<td>Latent heat of fusion</td>
<td>816</td>
<td>kJ/kg</td>
</tr>
<tr>
<td>Density</td>
<td>2390</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Heat capacity</td>
<td>1770</td>
<td>J/kg K</td>
</tr>
<tr>
<td>Thermal conductivity (solid phase)</td>
<td>3.8</td>
<td>W/m K</td>
</tr>
<tr>
<td>Thermal conductivity (liquid phase)</td>
<td>1.7</td>
<td>W/m K</td>
</tr>
<tr>
<td><strong>Heat transfer fluid</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial temperature</td>
<td>550</td>
<td>°C</td>
</tr>
<tr>
<td>Hot gas temperature</td>
<td>817</td>
<td>°C</td>
</tr>
<tr>
<td>Velocity</td>
<td>15</td>
<td>m/s</td>
</tr>
<tr>
<td>Density</td>
<td>1.802</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Heat capacity</td>
<td>502.2</td>
<td>J/kg K</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>0.133</td>
<td>W/m K</td>
</tr>
<tr>
<td>Prandtl number</td>
<td>0.24</td>
<td>-</td>
</tr>
<tr>
<td>Heat transfer coefficient</td>
<td>89.16</td>
<td>-</td>
</tr>
</tbody>
</table>

8.7 Results

For the converged grid density with a length of 20 meter, an inner radius of 0.05 meter and a mass flow of 0.007 kg/s a transient numerical simulation is performed. The used time step equals $\Delta t = 3.9484$ seconds. From this analysis it becomes clear at which locations and at which rate heat is transferred to the HTF. These results are presented in the first part of this section. The second and third part deal with how the module dimensions and PCM properties affect these results.

For this particular simulation, the PCM is at an initial temperature of 166°C and the HTF temperature 15°C. The results for a simulation period of 100,000 seconds are presented in Figure 8.7 at various times. As expected, the temperature of the PCM drops more rapidly at the location where the HTF enters than where it exists. The same is true for the PCM closer to $r_i$ due to the colder inner radius. It can be seen that the temperature drop of the PCM
is delayed at 164°C since this corresponds to the melting temperature of the PCM. At this temperature heat is still transferred from the PCM to the HTF but no temperature drop occurs until all latent heat of fusion is extracted. Once this occurs, the PCM temperature drops until it would reach the HTF inlet temperature of 15°C. It is this combination of heat transfer mechanics which classifies this storage as both a sensible and latent heat storage.

When observing the exhaust temperature profile visualised in Figure 8.8a three major sections can be identified within this curve. The first section covers a short time span and has a constant temperature. During this period, the PCM’s temperature is high enough to keep exhaust temperature constant although the PCM is cooling down. The reason that the maximum exhaust temperature ($T_{\text{max}}$) is not reached can be attributed to the cylinder’s length, it is not long enough to get the gas to equal the $T_{\text{max}}$ of the PCM (see Figure 8.8b). In the second section, the PCM is partially below its melting temperature leading to a convex HTF temperature profile. The PCM’s temperature near $r_o$ is still equal to its melting temperature. The third section of the curve occurs when the PCM’s temperature near $r_o$ also dropped below the melting temperature. At locations close to $z = 0$ the temperature of all nodes in the r-direction decreases leading to a concave HTF temperature profile.

![Figure 8.7: Numerical simulation results for the heat transfer fluid heating for one storage module.](image)

**8.8 Sensitivity Study**

To evaluate the effect the module dimensions have on storage performance several parameters sweeps are performed. Swept parameters include the cylinder length, inner radius and the ratio $r_o/r_i$. For each parameter, three different values were simulated to reveal the impact they have on the HTF temperature exhaust profile. To reveal the effects of different PCM properties simulations were performed for various different specific heat capacities and thermal conductivities. Once again three different values were selected for each parameter.
8.8.1 Effect of Module Dimensions

The results are presented in Figure 8.8b to Figure 8.8d. From these figures it can be observed that a longer cylinder length leads to a higher $T_{\text{max}}$ and that the decay in temperature is delayed compared to smaller lengths. Both phenomena occur since more PCM mass is present at larger cylinder lengths. As a result, high temperatures within the PCM can be sustained for a longer period of time. The trend for the inner radius shows that a larger inner, and therefore a larger outer radius, leads to a lower $T_{\text{max}}$ and a longer required time to achieve $T_{\text{max}}$. The reason for this behaviour is related to the flow velocity. Increasing the radius leads to a lower flow velocity which decreases the Reynolds number, Nusselt number and heat transfer coefficient. It turns out that increasing the inner radius decreases the energy exchange between the PCM and HTF per unit time, leading to the longer required time period to achieve $T_{\text{max}}$. However, a more stable temperature profile is obtained. Solidification takes place at a later stage allowing the $T_{\text{exhaust}}$ to remain high for a longer duration of time. If the radii doubles, the amount of PCM quadruples leading to a more constant temperature profile resulting from heat conduction within the PCM. Finally, Figure 8.8d indicates that changing the ratio $r_o/r_i$ leads to significant differences in temperature profiles after approximately 33,000 seconds. For larger ratio’s a higher temperature can be maintained for a longer period of time due to its larger PCM volume. The difference between ratios only becomes significant at a later stage when the solidification front reaches $r_o$. However, if the PCM’s thermal conductivity would be increased the effect is expected to arise at an earlier point in time.

8.8.2 Effect of PCM properties

The results are presented in Figure 8.8e to Figure 8.8h. Figure 8.8e deals with the thermal conductivity during the liquid phase. For higher thermal conductivities the achievable $T_{\text{max}}$ increases and the overall HTF pattern reaches higher temperatures. The reason for these phenomena is that for higher conductivities a higher temperature can be obtained at $r_i$ for a longer time, leading to higher exhaust temperatures. For the thermal conductivity during the solid phase the same holds as is visible in Figure 8.8f. However, no higher $T_{\text{max}}$ is achieved. This can easily be explained since $T_{\text{max}}$ is reached when the PCM near $r_i$ is in its liquid phase and therefore the solid thermal conductivity has no effect on $T_{\text{max}}$. Using Figure 8.8g one can observe that for higher values of the specific heat capacity during the liquid phase, the HTF maintains a higher temperature throughout the whole simulation. This behaviour is expected since more energy is dissipated towards the HTF while maintaining a high PCM temperature for large specific heats. The same trend is visible for the specific heat capacity at solid phase in Figure 8.8h. This trend starts at a later point in time since this simulation began with a fully liquid PCM. This trend becomes more evident as a larger portion of the PCM solidifies.
Figure 8.8: Effects of module dimensions and PCM properties on HTF exhaust profile.
Within this chapter a thermal storage system has been designed which makes use of both sensible and latent heat storage. The complete storage consists out of multiple modules installed in parallel. A single module consists of a hollow insulated cylinder with the HTF flowing internally. The cylinder is filled a PCM which acts as the main energy storage medium. Each module contains two heating elements, one at the inner radius and one at the outer radius. This allows for the storage to be charged and discharged in three different modes. The activation of each modes depends on the presence of curtailment and the operating status of the CCPP. According to three independent requirement categories several PCMs have been evaluated based on their phase change temperature, latent heat of fusion and density. After this analysis, the organic PCM A164 has been chosen as a suitable candidate.

To accurately model the performance of one storage model a cross-section of the cylinder was discretized by means of a series of nodes. To model heat transfer within the PCM and HTF their respective heat transfer equations were discretized by means of the FDM. An explicit scheme forward in time and central in space was used to minimize numerical errors while keeping the modelling approach fairly simple. Using this scheme, the equations for both types of nodes, interior and boundary, were derived. To model convection taking place at the inner section of the tube, the HTC was computed by means of the HTF’s flow characteristics. With the FDM discretization method comes a certain numerical error which has been elaborated upon together with round-off errors. To show that the result is independent of the grid density, a convergence study was performed which shows that accurate results are obtained for a grid density of 101x21 for L = 20 meter, ri = 0.05 meter and \( \dot{m} = 0.007 \) kg/s. The model has been verified by means of an energy balance at three separate locations at every time step for a time period of 100,000 seconds. These three locations were the PCM, HTF and the boundary between the PCM and HTF. At each point in time, the energy imbalance was found to be below 1%. Validation of the model was performed by conducting a case simulation and by comparing its results to literature. For the specific simulation case in question the results were almost identical to literature.

The numerical model has been used to evaluate the impact of seven different parameters: module length, inner radius, radii ratio, thermal conductivity of the PCM (both for liquid and solid phase) and the specific heat capacity of the PCM (both for liquid and solid phase). The results gave insights on how these parameters change the HTF exhaust temperature pattern which can be used for optimization of the storage module. In conclusion, a numerical model which can simulate a thermal storage has successfully been developed.
Chapter 9

Annual Performance

In this chapter the curtailment model, CCPP model and thermal storage model are combined to assess the annual impact of curtailment utilization on natural gas consumption. A quick overview is given on the used models and their relation to one another. This is followed by the results of the complete curtailment utilization system with and without the use of thermal storage.

9.1 Methodology

Model integration is executed as documented in the N2 chart shown in Figure 9.1. The annual curtailment pattern together with the annual operating pattern of the power plant are used to perform a simulation for $T_{\text{exhaust}}$ using the thermal storage model. The curtailment pattern determines when the storage is charged and the plant operating pattern determines when it is discharged. This simulation is performed throughout a complete year on the converged grid density to acquire accurate results. The time step of this simulation is determined by the gas velocity and step size in the $z$-direction as explained in Chapter 5. The output of the energy storage model is an annual pattern for the natural gas temperature which enters the power plant. Using this pattern and the simulated performance curves, as presented in Chapter 5, the annual fuel consumption can be computed. The outcome is compared to the annual fuel consumption without curtailment utilization which was obtained in Chapter 5. It must be noted that this approach does not take into account a certain storage operation strategy. All modules perform identically representing a full load scenario. Therefore it is possible that the thermal storage can be used for a longer period of time since the CCPP does not constantly run at full load.

This process is visualized in Figure 9.2. Figure 9.2a displays the power plants operating pattern and with its corresponding mode. Its mode takes a value of 1 when the plant is online and a 0 when it is offline. Figure 9.2b displays the curtailment pattern coming from the curtailment model. Its corresponding storage mode takes a value 1 when the storage is charging, a 0 when its stationary (no charge or discharge) and a -1 when it is discharging. During charging, depending on the plant mode, a complete row of nodes is set to 165°C to simulate the heating elements. These two mode patterns are used as inputs for the energy storage model to obtain the natural gas temperature pattern as shown in Figure 9.2c. Whenever there is more curtailment than needed to heat the HTF to 160°C the storage is being charged. When the storage mode equals 0 the gas is stationary and the HTF slowly heats up since no cold gas enters the pipe. During a long discharge period the PCM’s temperature drops below its melting temperature and the exhaust temperature decreases until it reaches 15°C or until the storage mode changes to 0 or 1. This pattern is used to compute the total energy added to the fuel on an annual basis. For this purpose Equation 7.1.2 is used once again. The annual fuel consumption saving percentage is calculated using Equation 9.1.1. It relates the total energy added to the gas to the total energy added to the combined-cycle system. By doing so, the impact of the storage can easily...
be accessed and the total annual fuel savings can be quantified by means of Figure 9.2c.

\[
\text{Fuel savings percentage} = \frac{E_{\text{gas}}}{E_{\text{system}}} \cdot 100
\]  

(9.1.1)

(a) Combined-cycle operating pattern with its corresponding mode

(b) Curtailment operating pattern and thermal storage mode

(c) Fuel temperature pattern

Figure 9.2: Illustrative simulation result.

The outcome of a complete simulation is only valid for one curtailment pattern and one storage size. To access how the outcome changes, different wind penetration levels and storage sizes investigated. The wind penetration level is changed to adjust the curtailment pattern. The storage module length and radii are changed to adjust the thermal storage characteristics. For each different curtailment pattern the SNSP limit, RR limit are taken as constants being 60%, 30% respectively. The demand is set equal to the exact demand as it was in 2015 for the Dutch grid. To assure that the outcome is practically independent of grid density two new grid convergence studies are performed for the largest length and inner radius. These are both represented in Appendix A, Figure A.8 and Figure A.9. For a length of 27.5 meter at a grid density of 121x21 the final temperature after 100,000 seconds of simulation differed 0.012% from that simulated with a 201x61 grid. For the radius, this difference was 0.019% on a 101x41 grid compared to that of a 201x61 grid. Therefore it was concluded that these grid densities are fine enough to give results independent of grid density. The reason for not refining the grid any further was due to its long corresponding computational time. On average, an annual simulation duration was around 10 hours on an ASUS N550JV-DB72T laptop.

9.2 Results

The annual fuel savings and reduction in CO₂ emissions are shown in Figure 9.3 and Figure 9.4 respectively. Unless stated otherwise, the thermal storage consists out of 2732 modules with a length of 20 meter, an inner radius of 5 cm, an outer radius of 10 cm and a HTF mass flow of 0.007 kg/s. From Figure 9.3a and Figure 9.3b a few interesting observations can be made. Firstly, all computed reductions in fuel usage are below the maximum limit of 0.85% as
Secondly, the annual fuel savings at a wind penetration of 10% are relatively low compared to other penetration levels. This is a direct result from the low occurrence of curtailment available. As expected, the higher the penetration level (and therefore the available curtailment), the higher the annual fuel savings. It seems that there is an exponential relation between annual savings and wind penetration level. Thirdly, decreasing the module length and inner radius leads to a reduction in fuel consumption. However, their relation is not linearly proportional. Doubling the module length does not lead to double the fuel savings. The effect that this behaviour has on the financial side of the project is further explained in [Chapter 10]. This effect becomes more apparent for higher wind penetration levels as curtailment has a higher occurrence rate leading to smaller storage sizes becoming more effective. Shorter periods of zero-curtailment have to be overcome allowing for high savings corresponding to small storage sizes. When comparing the influence of length and radius between penetration levels a trend is clearly visible: the influence of storage size on fuel savings becomes less for higher wind penetration levels. Finally, at 50% wind penetration an optimum inner radius can be found at 7 cm. Increasing the radius beyond this point leads to a slight decrease in fuel reduction. This can be explained as follow: There is enough PCM mass available to overcome periods of low curtailment. However, the increase in radius leads to a slightly lower HTF velocity, and therefore HTC. This in turn reduces the energy transfer between the PCM and HTF.

Figure 9.3: Annual fuel savings for different wind penetration levels and storage module dimensions.
9.3 Conclusions and Observations

Within this chapter three models have been combined successfully to simulate the annual performance of wind curtailment utilization. It combines the curtailment model from chapter 3 with both the CCPP model from chapter 5 and the thermal storage model from chapter 8. The integration was rather straightforward and involved outputs from the curtailment and CCPP models to define whether the storage was being charged, stationary or discharged. Using these patterns the storage model could simulate a HTF exhaust gas temperature throughout a complete year which was then converted to an annual fuel savings figure.

This type of simulation has been performed for different wind penetration levels, storage module lengths and storage module radii to show the impact of these parameters. It was found that the fuel savings are relatively low for wind penetration levels of 10% due to a low curtailment occurrence. For penetration levels above 20% the savings figure drastically increased compared to 10% values. It seems that there is an exponential relation between annual savings and wind penetration level. Regarding the impact of storage dimensions, it was found that doubling the storage size does not lead to double the savings. This comes forth from the intermittent nature of curtailment. For wind penetration levels below 30% it is more advantageous to increase the storage module length and radii compared to penetration levels above 30%. Increasing the module radii ultimately leads to an optimum. An indication for this behaviour was found at the maximum inner radius for a penetration of 50%. All annual fuel savings figures were below the maximum predicted percentage of 0.85% computed in chapter 5.
Chapter 10

Financial Feasibility

This chapter provides a brief overview of the financial side of curtailment utilization using the proposed method. Due to the project’s conceptual nature the outcome should not be considered definite. Many important parameters can fluctuate strongly over time such as gas prices, carbon taxes and material costs. This chapter is divided into three sections. The first deals with the financial benefits of curtailment utilization. The second section estimates associated investment costs related to the installation of a thermal storage. Finally, the payback period is computed and conclusions are drawn regarding the project’s financial health.

10.1 Financial Benefits

Two major financial benefits originate from the reduction in fuel consumption. The first being fairly obvious: a reduction in annual fuel costs. Absolute savings are highly depended on the local gas price which is highly volatile. The Netherlands currently experiences a relative low natural gas price compared to the previous ten years \(^{105}\). In 2015 its average price was 7.54 EUR/GJ which is below its ten-year average of 7.73 EUR/GJ \(^{105}\). The geographical price dependency for European countries is visualised in Figure 10.1. From this figure it can be concluded that the Netherlands is amongst the top three cheapest countries (Romania, Turkey, the Netherlands). The EU average fuel price in 2015 was 9.39 EUR/GJ which is significantly higher than the Dutch price of 7.54 EUR/GJ. Therefore, the implementation of curtailment utilization in the Netherlands leads to relatively low fuel cost savings compared to other European countries.

![Figure 10.1: European natural gas prices for industrial consumers for the year 2015](105)

The second benefit comes from a reduction in emission allowance consumption. In 2005 the EU created the Emissions Trading System (ETS) in order to allow institutions to trade emissions allowances. These allowances represent the amount of carbon-dioxide institutions are allowed to emit yearly. For every tonne of carbon-dioxide emitted an allowance is consumed. The EU has set a maximum limit on the total amount of greenhouse gases institutions can emit each year. A fixed number of emission allowances are allocated or auctioned to institutions. Using the ETS, institutions can buy or sell allowances if they emit more or less than their own allowances represent. To reduce total emissions, the allowance limit reduces by 1.74% each year to reach an emission reduction of 21% in 2020 compared to
1990 levels for all covered sectors\cite{106}. The ETS covers more than 11,000 power stations and other energy-intensive industries. Together 45\% of the total EU emissions are covered by the ETS\cite{106}. The prices at which allowances are sold is, just as the natural gas price, highly volatile. In 2016 the average price from the 1st of February till the 1st of August was 5.24 EUR/tonne CO\textsubscript{2} whereas it was 7.56 EUR/tonne CO\textsubscript{2} in 2015\cite{107}.

10.2 Investment Costs

Within the scope of this research two methods are used to estimate the investment costs related to the thermal storage. The first method estimates its total cost by means of the cost for TES per kWh as taken from Table 6.3. The average of this price range is approximately 36 EUR/kWh which is used in future calculations. Using this number and the maximum available energy within the storage its installation costs can be estimated. The total available energy is estimated by means of the specific enthalpy and total PCM mass. The second method is more straightforward and based on liberal assumptions. It estimates the PCM’s mass and links this to a specific PCM cost. For organic PCM’s such as A164 an average price is estimated at 2.00 EUR/kg\cite{108}. Using the total mass and price per mass the total PCM price can be computed. To include the remaining material and labour costs this cost is doubled for the final storage costs. It is unclear whether these two methods are independent of one another since the exact calculation procedure for the TES price per kWh from Table 6.3 is unknown.

A notable mention has to be made regarding investment risk corresponding to the investment costs. This risk is, amongst others, dependent on the available capital of an investor. If risk can be segmented into probability and severity, investments which require a large portion of one’s capital come with a high severity. The probability of a failed investment remains the same but the consequences for the investor are more significant. Therefore, it is relevant to report the total investment costs when discussing the financial feasibility of a project. For this purpose, the investment costs are included in the following graphs for each scenario.

10.3 Payback Period

Using the previously described methods and the numbers for annual fuel savings per storage size, the annual profits and investment costs can be calculated. As an example, the balance sheet in Table 10.1 is presented for a storage module length of 15 meter and an annual fuel savings percentage of 0.53\% (30\% wind penetration). On the profit side one can see that a large portion of the savings comes from fuel savings rather than the sale of carbon allowances. As mentioned, the gas price is relatively low in the Netherlands. Therefore its annual profit should be taken as being close to the lower boundary rather than an European average. For the costs side it seems that both methods estimate a rather similar investment cost. Therefore, the assumption is made that the order of magnitude of the investment cost is correct. To calculate the payback period the costs from method 1 are used due to its more scientific approach. Using the data presented in Table 10.1 the payback period for this scenario equals approximately 15.2 years. The inflation rate has been set to zero since the EUR inflation rates were close to zero for 2016\cite{109}. In July 2016 the Dutch inflation rate was even negative at a rate of -0.3\%\cite{110}.

Table 10.1: Annual balance sheet.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profit</td>
<td></td>
<td></td>
<td>Investment Costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Input</td>
<td></td>
<td></td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annual gas consumption</td>
<td>212,030</td>
<td>[tonne]</td>
<td>Number of pipes</td>
<td>2,732</td>
<td>[-]</td>
</tr>
<tr>
<td>Energy consumption</td>
<td>8,056,693</td>
<td>[GJ]</td>
<td>PCM volume per pipe</td>
<td>0.47</td>
<td>[m\textsuperscript{3}]</td>
</tr>
<tr>
<td>CO\textsubscript{2} emitted</td>
<td>451,191</td>
<td>[tonne]</td>
<td>PCM density (liquid)</td>
<td>1,500</td>
<td>[kg/m\textsuperscript{3}]</td>
</tr>
<tr>
<td>Gas consumption savings</td>
<td>0.53</td>
<td>[%]</td>
<td>PCM latent heat of fusion</td>
<td>306</td>
<td>[kJ/kg]</td>
</tr>
<tr>
<td>Price per GJ of gas</td>
<td>7.54</td>
<td>[EUR]</td>
<td>PCM specific heat capacity (liquid)</td>
<td>2.4</td>
<td>[kJ/kg K]</td>
</tr>
<tr>
<td>Price per allowance</td>
<td>5.24</td>
<td>[EUR]</td>
<td>Price per kg of PCM</td>
<td>2.00</td>
<td>[EUR]</td>
</tr>
<tr>
<td>Total fuel profits</td>
<td>321,970</td>
<td>[EUR]</td>
<td>Price per kWh</td>
<td>40.00</td>
<td>[EUR]</td>
</tr>
<tr>
<td>Total allowance profits</td>
<td>12,530</td>
<td>[EUR]</td>
<td>Total costs (method 1)</td>
<td>5,078,890</td>
<td>[EUR]</td>
</tr>
<tr>
<td>Total profit</td>
<td>334,501</td>
<td>[EUR]</td>
<td>Total costs (method 2)</td>
<td>5,793,411</td>
<td>[EUR]</td>
</tr>
</tbody>
</table>
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10.4 Results

For all variations of module lengths and radii, the payback periods are computed for different wind penetration levels. This is done by using two different rates since the Dutch rates were not found to be representative for the whole of the EU. The first rate represents the most recent gas and carbon allowances prices for the Netherlands. The natural gas price is set to 7.54 EUR/GJ and the carbon allowances to 5.24 EUR/tonne. These results are presented in Figure 10.2a and Figure 10.3a. The second rate consists out of the EU averaged gas price and the average carbon allowance rate for 2015. The natural gas price is increased to 9.39 EUR/GJ and the carbon allowances to 7.56 EUR/tonne (2015 rates). The payback periods as computed with these rates are displayed in Figure 10.2b and Figure 10.3b.

From these figures it can clearly be observed that the payback periods for a wind penetration of 10% are significantly higher than those for other penetration levels. This is a direct result from the low presence of curtailment at this penetration level. As these high payback periods skew the scales, it has been omitted to provide a better overview as is visible in Figure 10.4 and Figure 10.5.

Three main conclusions can be drawn. Firstly, the payback periods drastically decrease for higher wind penetrations levels due to a larger availability of curtailment. Secondly, decreasing the storage module length leads to a shorter payback period since the fuel savings do not grow proportionally with storage size as explained previously. This allows for a large scale on which this concept is applicable depending on the desired payback period and initial investment costs. Finally, all figures show that the payback periods for the Netherlands are relatively higher than those for the European average as a result of its low natural gas prices. The Netherlands has relatively unfortunate rates when it comes to payback periods in comparison to the rest of the EU.

Figure 10.2: Payback periods for various module lengths (All penetration levels).
Figure 10.3: Payback periods for various module inner radii (All penetration levels).

Figure 10.4: Payback periods for various module lengths.
Environmental Performance as compared to Wind Energy

An interesting metric for a new technology is the cost required to reduce CO₂ emissions by one kilogram (hereafter referred to as \( \lambda \)). This metric is computed for two cases: the case of wind energy and the case of curtailment utilization. For the performance of wind turbines a 3 MW turbine with a capacity factor of 30% and a total lifespan of 20 years (\( \tau_{WT} \)) is considered\(^\text{(111; 112)}\). In 2009 the European Wind Energy Association (EWEA) estimated that wind turbine installation costs within Europe are approximately 1,227 EUR/kW. Due to this being a fairly old source it is assumed that by 2020 this price has decreased by 15% to 1041 EUR/kW\(^\text{(113)}\). In addition, EWEA estimated that maintenance costs can be set at a rate of 1,45 cEUR/kWh. Using these numbers its annual electricity generation can be computed together with its total lifetime costs using Equation 10.5.1 and Equation 10.5.2 respectively.

\[
E_{\text{generated}} = P_{\text{max}} \cdot \text{capacity factor} \cdot 24 \cdot 365 \quad (10.5.1)
\]

\[
C_{\text{total}} = C_{\text{investment}} + C_{\text{maintenance}} \cdot E_{\text{generated}} \cdot \tau_{WT} \quad (10.5.2)
\]

Since the electricity generated by wind turbines displaces existing thermal generators, their annual electricity generation can directly be coupled to a reduction in global CO₂ emissions. Before proceeding, it is important to state two vital assumptions. Firstly, it is assumed that all electricity generated by wind directly displaces the generation of thermal generators. This is not always the case as explained in chapter 2. Secondly, the production and operation of wind turbines and CCPPs are also causes of CO₂ emissions which are not accounted for. The amount of displaced CO₂ depends on the “cleanness” of the thermal generators which would otherwise supply power to the grid. In the most optimistic case these generators are coal fired emitting 0.98 kg/kWh of CO₂. This case is optimistic since this number is lower for CCPP power plants, leading to a higher \( \lambda \). Using Equation 10.5.3 the final price per emitted kilogram of CO₂ can be computed for the complete lifetime of a 3 MW wind turbine. Here it was found that \( \lambda_{WT} = 0.035 \) EUR/kg CO₂.

\[
\lambda_{WT} = \frac{C_{\text{total}}}{E_{\text{generated}} \cdot 0.98 \cdot \tau_{WT}} \quad (10.5.3)
\]
To compute $\lambda_{CCPP}$ for a CCPP with curtailment utilization the procedure is fairly straightforward. It is computed by dividing the investment costs by the annual $CO_2$ reduction times the expected lifespan of the thermal storage. This is mathematically represented in Equation 10.5.4.

$$\lambda_{CCPP} = \frac{C_{total}}{\text{annual } CO_2 \text{ reduction} \cdot \tau_{TES}}$$ (10.5.4)

Since the investment cost depends on the storage size, different values for $\lambda_{CCPP}$ can be found for different storage sizes. Comparing $\lambda_{CCPP}$ to $\lambda_{WT}$ for each storage size and wind penetration level indicates whether it is financially beneficial to use curtailment utilization instead of the installation of wind turbines to reduce $CO_2$ emissions from electricity generators. The results of this analysis is displayed in Table 10.2. Based on this analysis, it is cheaper to utilize curtailment to achieve the goal of reducing $CO_2$ emissions for all wind penetration levels above 20%. For penetration levels of 10% the storage dimensions play an important role on whether the same conclusion holds. Since the Netherlands had a wind penetration of 5.84% in 2015, it is fairly safe to assume that at this point in time that the installation of wind turbines is more efficient and required to achieve higher penetration levels. However, it has been shown that there is a turnaround point where curtailment utilization becomes more financially attractive.

<table>
<thead>
<tr>
<th>Wind penetration [%]</th>
<th>Length[m]</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>27.5</td>
<td>0.689</td>
<td>0.127</td>
<td>0.106</td>
<td>0.099</td>
<td>0.096</td>
<td></td>
</tr>
<tr>
<td>25.0</td>
<td>0.804</td>
<td>0.134</td>
<td>0.108</td>
<td>0.100</td>
<td>0.096</td>
<td></td>
</tr>
<tr>
<td>22.5</td>
<td>0.981</td>
<td>0.146</td>
<td>0.113</td>
<td>0.102</td>
<td>0.097</td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>1.261</td>
<td>0.164</td>
<td>0.120</td>
<td>0.108</td>
<td>0.099</td>
<td></td>
</tr>
<tr>
<td>17.5</td>
<td>1.793</td>
<td>0.195</td>
<td>0.133</td>
<td>0.116</td>
<td>0.104</td>
<td></td>
</tr>
<tr>
<td>15.0</td>
<td>2.912</td>
<td>0.252</td>
<td>0.157</td>
<td>0.131</td>
<td>0.114</td>
<td></td>
</tr>
<tr>
<td>12.5</td>
<td>5.919</td>
<td>0.396</td>
<td>0.212</td>
<td>0.160</td>
<td>0.134</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wind penetration [%]</th>
<th>Inner radius[cm]</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.503</td>
<td>0.074</td>
<td>0.057</td>
<td>0.052</td>
<td>0.050</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.549</td>
<td>0.078</td>
<td>0.059</td>
<td>0.054</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.606</td>
<td>0.082</td>
<td>0.062</td>
<td>0.056</td>
<td>0.052</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.677</td>
<td>0.088</td>
<td>0.065</td>
<td>0.058</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.758</td>
<td>0.096</td>
<td>0.068</td>
<td>0.061</td>
<td>0.055</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.891</td>
<td>0.105</td>
<td>0.074</td>
<td>0.064</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.063</td>
<td>0.119</td>
<td>0.081</td>
<td>0.070</td>
<td>0.062</td>
<td></td>
</tr>
</tbody>
</table>

Table 10.2: $\lambda_{CCPP}/\lambda_{WT}$ ratios for different storage module lengths and inner radii. Red values indicate that $\lambda_{CCPP} > \lambda_{WT}$.

10.6 Conclusions and Observations

Using the methods explained previously the project payback period has been computed for various wind penetration levels and storage module sizes. It seems highly unlikely that curtailment utilization is feasible for wind penetration levels less than 20% due to a low availability of curtailment. The payback period decreases rapidly for larger wind penetration levels making curtailment utilization becomes more attractive for higher penetration levels. Both storage module length and radii strongly influence the payback period as smaller lengths and radii leads to shorter periods. This indicates that the concept has a wide range of applicability depending on the users requirements and financial situation. It was observed that curtailment utilization in Dutch power plants leads to relatively high payback periods compared to the EU average. This is a direct result of the low natural gas price in the Netherlands. In addition, the wind penetration level of the Netherlands in 2015 was rather low compared to other European countries.

Comparing the concept’s price per kilogram reduction in $CO_2$ emissions to wind turbines leads to interesting insights. Firstly, at the current wind penetration level for the Netherlands, it is likely that it is cheaper to use wind turbines rather than curtailment utilization when one’s goal is to reduce $CO_2$ emissions as inexpensive as possible. However, there is a turnaround point at which it is more beneficial to apply curtailment utilization at CCPPs. Analysis showed that for penetration levels of 10% the storage size determines decision making. At penetration levels of 20% or higher all simulated storage sizes leads to lower $CO_2$ reduction prices.
Chapter 11

Conclusions and Recommendations

The research objective of this research was to assess the technical and financial feasibility of curtailment utilization to preheat natural gas entering a combined-cycle power plant by simulating the annual performance of such a power plant. This objective was achieved by the creation of three models: one to simulate the occurrence and quantity of wind curtailment, one to simulate the off-design performance of a combined-cycle power plant and one to simulate a thermal storage system used for the storage of curtailment.

Before the development of the curtailment prediction model a distinction was made between constrained and curtailed wind. Both concepts were explained and the two main causes for curtailed wind were elaborated upon. These were frequency control and regulating and reserve requirements. These limits were represented by the SNSP and RR limits to predict the occurrence of curtailment. Model input parameters are the national demand, wind production, SNSP and RR limits. The model was verified and used to simulate various annual curtailment values for the complete ranges of the SNSP and RR limits. This simulation was performed for several national wind penetration levels to identify the impact of a higher share of IRES on curtailment.

The working principles and major components present in a CCPP were explained and its thermal efficiency mathematically expressed in terms of its gas and steam turbine thermal efficiencies. It was shown that CCPP operate more efficiently than solely a Brayon or Rankine cycle when used for electricity generation. To successfully model the power plants performance, the Siemens SGT5-4000F gas turbine was first modelled separately by means of three different simulation software: THERMOFLEX, GSP and Cycle-Tempo. For the design point simulation all three software yielded similar results and can therefore all be used for gas turbine design point simulation. For off-design simulations results differed to an extent. THERMOFLEX and Cycle-Tempo yielded similar simulation results in contrast to GSP. The developed off-design gas turbine models were used to create the CCPP model in THERMOFLEX and Cycle-Tempo. Just as for the gas turbine simulations the design point results matched well for both software. Off-design performance simulation results displayed similar results for all parameters of interest except for the turbine inlet temperature. Validation showed that off-design performance can differ significantly and that more accurate models can improve the validity of the results. CCPP results from THERMOFLEX were used together with the Hemweg 9 operating pattern for 2015 to simulate the power plants annual performance.

A summary on energy storage was created from literature to explain energy storage principles and performance values for different energy storage methods. Using this summary, it was concluded that thermal energy storage is a suitable candidate for the temporary storage of curtailment. To decide on the most efficient and practical method to utilize curtailment two concepts were evaluated based on four different criteria. These concepts were the heating of compressor exhaust air and the heating in natural gas before it enters the gas turbine. The four evaluation criteria were: most beneficial location of energy addition, maximum transferable energy, ease of energy transfer to gas by convection and any remaining practical considerations. Based on these four criteria, it was decided to investigate the effects of curtailment utilization by means of heating natural gas to approximately 160°C.

A thermal energy storage was simulated which made use of both sensible and latent heat storage. The storage consisted out of multiple modules in parallel. A single module consists of a hollow insulated cylinder with the HTF flowing internally which contains A164 as PCM. The model was verified and validated by means of an energy balance and its agreement with literature. It was used to evaluate the impact of seven different parameters on the exhaust gas temperature. These parameters were: module length, inner radius, radii ratio, thermal conductivity of the PCM (both for liquid and solid phase) and for the specific heat capacity of the PCM. The results gave insights on how these parameters change the HTF exhaust temperature pattern which can be used for optimization of the storage module.

The three models were combined to simulate the plants annual performance with wind curtailment utilization. This simulation has been performed for different wind penetration levels, storage module lengths and storage module radii. It was found that the fuel savings can be obtained up to 0.85%. Relatively low for wind penetration levels of 10% due to
a low curtailment occurrence. An exponential relation was found between annual savings and wind penetration level. For high penetration levels, an optimum storage radii was found due to its coupling with PCM mass and HTC.

The projects financial feasibility was accessed via its payback period and its price to reduce CO\textsubscript{2} emissions as compared to wind turbines. It seems unlikely that the use of curtailment utilization is realistic for wind penetration levels lower than 20%. This changes with the installation of wind turbines since the payback period decreases rapidly for higher penetration levels. For wind penetration levels of approximately 10% it can be financially beneficial to use small scale curtailment utilization rather than the implementation of wind turbine if one aims to reduce CO\textsubscript{2} emissions as inexpensive as possible.

11.1 Recommendations for Future Research

A list of recommendations is provided to identify any improvements that can be made to the performed research. These recommendations are ordered by topic for clarity. The main research recommendations are as follows:

**Project Scope**

- Assess the financial and technical feasibility of solar curtailment as compared to wind curtailment. Perhaps no thermal storage due to a better match between solar curtailment and CCPP operation patterns.
- Identify the benefits of using curtailment in CHP power plants as no thermal storage is required to be present.

**Curtailment Model**

- Implement the full curtailment model as described in (13) to model curtailment starting from basic grid parameters.
- Improve model accuracy by setting the RR limit to a hourly constant based on the day of the week and current time rather than a yearly constant.

**Combined-cycle Model**

- Include the transient behaviour to simulate power plant performance more accurately. This should lead to more accurate values for annual fuel consumption and electricity generation.
- Create a model for the plant architecture of the reference plant presented during validation to identify the accuracy of CCPP plant modelling in THERMOFLEX and Cycle-Tempo.

**Thermal Storage Model**

- Take into account heat losses rather than complete insulation to investigate the effects of long term storage on PCM temperature.
- The addition of natural convection within the PCM to improve the model accuracy.
- Account for the change in HTF flow velocity and density when it is being heated. In addition, introduce a variable HTC based on the average HTF properties of the inlet and outlet.
- Include both heating elements in the nodal network.
- Vary the module mass flows to identify its impact on storage performance.
- Optimize a single storage module to have specific performance characteristics while minimizing PCM mass and storage volume.

**Model Integration**

- Model the combined-cycle performance for different fuel temperatures to identify the reduction in fuel consumption per temperature increase.
- Implement a dynamic heating process for the heating elements rather than an instantaneous temperature change.
- Develop and optimize a strategy for the charge and discharge of separate storage modules when the combined-cycle is running at off-design conditions.
• Simulate the annual savings for different power plant operating patterns. These patterns should be dependent on the wind penetration level and should therefore differ for different IRES levels. If no real-life data can be found, the Hemweg 9 pattern can serve as a baseline and various patterns can be generated by means of a Markov chain. A large number of patterns can be used to evaluate the benefits of curtailment utilization on an annual basis.

• Changing the SNSP limit, RR limit and demand corresponding to each wind penetration level, one could make predictions for future scenario’s rather than solely see the influence of wind penetration level.

**Financial Feasibility**

• Perform optimization for the storage on number of cylinders, length and thickness with as objective function minimized storage costs.

• Include maintenance costs for the thermal storage in payback period calculations.
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Appendix A

A.1 Hemweg 9 Operating Pattern (2015)

Figure A.1: Normalized operating pattern for the Hemweg 9 during the year 2015\cite{36}.

Figure A.2: Operating pattern occurrences for the Hemweg 9 during the year 2015\cite{36}.
## A.2 Software Characteristics and Model Architectures

Table A.1: Combined-cycle modelling software characteristics.

<table>
<thead>
<tr>
<th>Software</th>
<th>Computational approach</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSP</td>
<td>GSP is based on non-dimensional modelling of different gas turbine components by means of aero-thermodynamic relations and steady state characteristics (&quot;component maps&quot;). Non-dimensional modelling uses a cross-section average for specific properties at both the inlet and exit of an apparatus. A design point is calculated first from a set of user specified design point data to size the gas turbine. The deviation from the design point is calculated by solving a set of non-linear differential equations. These equations are determined by the mass balance, heat balance, the equation for conservation of momentum and the power balance for each separate component.</td>
<td>[113]</td>
</tr>
<tr>
<td>THERMOFLEX</td>
<td>THERMOFLEX is a modular program with a graphical interface that allows to create a model from icons representing a specific component. The program can simulate both design and off-design simulation. It uses steady state characteristics to model compressor and turbine performance. Aero-thermodynamic relations are used to compute component performance such as the Dittus-bolter equation to compute the HTC.</td>
<td>[115][116]</td>
</tr>
<tr>
<td>Cycle-Tempo</td>
<td>Uses mass, molar and energy balances to compute thermodynamic properties, gas compositions and mass flows. Cycle-Tempo uses predefined compositions for air, natural gas and flue gas to compute flow properties throughout the systems. Relations are used for the thermodynamic properties for both steam and water. No compressor or turbine performance maps are used.</td>
<td>[41]</td>
</tr>
</tbody>
</table>
Figure A.3: Combined-cycle model architecture in THERMOFLEX.
Figure A.4: Combined-cycle model architecture in Cycle-Tempo.
## A.3 Gas Turbine and Combined-cycle Simulation Settings

Table A.2: Gas turbine simulation settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>THERMOFLEX</th>
<th>GSP</th>
<th>Cycle-Tempo</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design gross power output</td>
<td>289.996</td>
<td>289.996</td>
<td>289.996</td>
<td>[MWe]</td>
</tr>
<tr>
<td>Design mass flow</td>
<td>670.70</td>
<td>670.700</td>
<td>670.680</td>
<td>[kg/s]</td>
</tr>
<tr>
<td>Pressure ratio</td>
<td>0.997</td>
<td>0.990</td>
<td>0.990</td>
<td>[-]</td>
</tr>
<tr>
<td><strong>Inlet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design rotor speed</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
<td>[rpm]</td>
</tr>
<tr>
<td>Design gear ratio</td>
<td>-</td>
<td>1.000</td>
<td>-</td>
<td>[-]</td>
</tr>
<tr>
<td>Design pressure ratio</td>
<td>17.200</td>
<td>17.200</td>
<td>17.200</td>
<td>[-]</td>
</tr>
<tr>
<td>Design efficiency</td>
<td>0.890</td>
<td>0.890</td>
<td>0.890</td>
<td>[-]</td>
</tr>
<tr>
<td>Heat transfer fraction</td>
<td>-</td>
<td>0.500</td>
<td>-</td>
<td>[-]</td>
</tr>
<tr>
<td>dMass flow / dAngle</td>
<td>-</td>
<td>2.00</td>
<td>-</td>
<td>[%]</td>
</tr>
<tr>
<td>dM(PR-1) / dAngle</td>
<td>-</td>
<td>0.00</td>
<td>-</td>
<td>[%]</td>
</tr>
<tr>
<td>dETAw / dAngle²</td>
<td>-</td>
<td>-0.01</td>
<td>-</td>
<td>[%]</td>
</tr>
<tr>
<td>Bleed fraction</td>
<td>0.0779</td>
<td>0.0779</td>
<td>0.0779</td>
<td>[-]</td>
</tr>
<tr>
<td><strong>Combustion chamber</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel mass flow</td>
<td>19.120</td>
<td>19.120</td>
<td>19.120</td>
<td>[kg/s]</td>
</tr>
<tr>
<td>Design combustion efficiency</td>
<td>1</td>
<td>0.995</td>
<td>0.995</td>
<td>[-]</td>
</tr>
<tr>
<td>Design point rel. pressure loss</td>
<td>0.050</td>
<td>0.050</td>
<td>0.050</td>
<td>[-]</td>
</tr>
<tr>
<td>Design fuel</td>
<td>Slochteren natural gas</td>
<td>Slochteren natural gas</td>
<td>Slochteren natural gas</td>
<td>[-]</td>
</tr>
<tr>
<td><strong>Turbine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shaft number</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>[-]</td>
</tr>
<tr>
<td>Design rotor speed</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
<td>[RPM]</td>
</tr>
<tr>
<td>Design gear ratio</td>
<td>-</td>
<td>1.000</td>
<td>-</td>
<td>[-]</td>
</tr>
<tr>
<td>Design efficiency</td>
<td>-</td>
<td>0.9097</td>
<td>0.965</td>
<td>[-]</td>
</tr>
<tr>
<td><strong>Generator</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design efficiency</td>
<td>0.986</td>
<td>0.990</td>
<td>0.990</td>
<td>[-]</td>
</tr>
</tbody>
</table>
Table A.3: Combined-cycle simulation settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>THERMOFLEX</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design gross power output</td>
<td>427</td>
<td>MWe</td>
</tr>
<tr>
<td><strong>Heat recovery steam generator</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HP steam temperature</td>
<td>565</td>
<td>°C</td>
</tr>
<tr>
<td>HP steam pressure</td>
<td>125</td>
<td>bar</td>
</tr>
<tr>
<td>HP evaporator pinch point</td>
<td>15</td>
<td>°C</td>
</tr>
<tr>
<td>MP steam temperature</td>
<td>565</td>
<td>°C</td>
</tr>
<tr>
<td>MP steam pressure</td>
<td>30</td>
<td>bar</td>
</tr>
<tr>
<td>MP evaporator pinch point</td>
<td>12</td>
<td>°C</td>
</tr>
<tr>
<td>LP steam temperature</td>
<td>300</td>
<td>°C</td>
</tr>
<tr>
<td>LP steam pressure</td>
<td>5</td>
<td>bar</td>
</tr>
<tr>
<td>LP evaporator pinch point</td>
<td>20</td>
<td>°C</td>
</tr>
<tr>
<td>Water side pressure drop</td>
<td>1</td>
<td>%</td>
</tr>
<tr>
<td>Gas side pressure drop (evaporators)</td>
<td>1</td>
<td>mbar</td>
</tr>
<tr>
<td>Gas side pressure drop (other)</td>
<td>4</td>
<td>mbar</td>
</tr>
<tr>
<td>Pump isentropic efficiency</td>
<td>80</td>
<td>%</td>
</tr>
<tr>
<td>Pump mechanical efficiency</td>
<td>97</td>
<td>%</td>
</tr>
<tr>
<td><strong>Steam turbines</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HP mechanical efficiency</td>
<td>99.8</td>
<td>%</td>
</tr>
<tr>
<td>HP design rotor speed</td>
<td>3000</td>
<td>RPM</td>
</tr>
<tr>
<td>MP mechanical efficiency</td>
<td>99.8</td>
<td>%</td>
</tr>
<tr>
<td>MP design rotor speed</td>
<td>3000</td>
<td>RPM</td>
</tr>
<tr>
<td>LP mechanical efficiency</td>
<td>99.8</td>
<td>%</td>
</tr>
<tr>
<td>LP design rotor speed</td>
<td>3000</td>
<td>RPM</td>
</tr>
<tr>
<td><strong>Condenser</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pressure</td>
<td>0.27</td>
<td>bar</td>
</tr>
<tr>
<td>Minimum pinch</td>
<td>1</td>
<td>°C</td>
</tr>
<tr>
<td>Pump efficiency</td>
<td>80</td>
<td>%</td>
</tr>
<tr>
<td><strong>Generator</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design efficiency</td>
<td>0.986</td>
<td>-</td>
</tr>
</tbody>
</table>
A.4 Gas Turbine Performance Literature

Figure A.5: Part-load efficiencies for the gas turbine and combined-cycle.\(^{26}\)
Figure A.6: Influence of SGT5-4000F development steps. Step one allows a further decrease of minimum compressor air mass flow. Step two includes a modified burner design which enabled a high exhaust gas temperature. Step three lead to a further increase in turbine exhaust temperature.
A.5 Temperature-density Curve for Methane

Figure A.7: Temperature-density curve for methane at 18.25 bar.

A.6 Grid Convergence Studies for Swept Parameters

Figure A.8: Convergence study for the longest module length.

Figure A.9: Convergence study for the largest module inner radius.