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Abstract—An audio fingerprint is a compact yet very robust representation of the perceptually relevant parts of an audio signal. It can be used for content-based audio identification, even when the audio is severely distorted. Audio compression changes the fingerprint slightly. We show that these small fingerprint differences due to compression can be used to estimate the signal-to-noise ratio (SNR) of the compressed audio file compared to the original. This is a useful content-based distortion estimate, when the original, uncompressed audio file is unavailable. The method uses the audio fingerprints only. For stochastic signals distorted by additive noise, an analytical expression is obtained for the average fingerprint difference as function of the SNR level. This model is based on an analysis of the Philips robust hash (PRH) algorithm. We show that for uncorrelated signals, the bit error rate (BER) is approximately inversely proportional to the square root of the SNR of the signal. This model is extended to correlated signals and music. For an experimental verification of our proposed model, we divide the field of audio fingerprinting algorithms into three categories. From each category, we select an algorithm that is representative for that category. Experiments show that the behavior predicted by the stochastic model for the PRH also holds for the two other algorithms.
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I. INTRODUCTION

An audio fingerprint is a compact low-level representation of an audio signal [1]. It has been used extensively for content-based identification of unlabeled audio [2]–[11]. Applications of audio fingerprinting include music identification using cell phones, identification of songs/commercials on the radio, television, and the Internet, and digital music library organization [1]. Fingerprints can be used in a watermarking context to obtain content-dependent (water)marks, to solve synchronization problems, and to use watermarks to check whether audio content has been altered [1], [12]. Snocap uses fingerprints for filtering in file sharing applications [13]. Its goal is to act as a middleman for music rights owners and legal online music distributors like iTunes [14] and specific peer-to-peer (P2P) networks. Peer Impact is a P2P network for legitimate multimedia distribution using different digital rights management (DRM) techniques [15]. Also centralized content-exchange platforms like Guba [16] and Soapbox [17] employ (audio) fingerprinting techniques to prevent copyrighted (video)material from being uploaded to their platforms.

The use of fingerprinting in P2P for legal music distribution was presented by Kalker et al. in their Music2Share paper [18].

A fingerprinting system for identification consists of two phases: the enrollment phase and the identification phase. In the enrollment phase, a database is filled with the fingerprints and the associated metadata of a large number of songs. In the identification phase, shown in Fig. 1, the fingerprint of an unknown song(fragment) is extracted and compared with the items in the database. If the fingerprint of the song is present in the database, it will be found and hence identified. The song-fingerprint is likely to be a distorted version of the song that was used to extract the fingerprint in the database, due to compression and regular audio processing. These distortions in the audio signal result in differences in the fingerprints, calling for approximate database matching procedures.

One of the applications of fingerprinting is to identify music on the Internet. However, if two copies of the same song are identified as being the same music, they can still differ in quality to a large extent. Therefore, one would like to discriminate between qualities of songs identified. A consumer prefers to obtain the version with the highest quality. A platform moderator, however, might want to block high-quality versions of copyrighted content, but allow a low-quality preview version to be uploaded. Therefore, it is desirable to use the same mechanism for quality discrimination.

In this paper, we extend the functionality of fingerprinting to estimate the signal-to-noise ratio (SNR) between the original recording and a compressed version. This SNR-estimation can then serve as a simple, yet coarse, quality indicator, using fingerprints only. The SNR-estimation is based on the way the fingerprint reflects the changes in the audio signal introduced by compression, as will be explained next.

Fig. 2(a) schematically shows the procedure proposed in this paper for estimating the SNR of compressed content using fingerprinting technology. After the song on the Internet has been
identified, we have two fingerprints: the fingerprint of the original high-quality recording from the database $F_X$ and the fingerprint of the compressed version of the same song from the internet $F_Y$. Due to compression, the waveform of the compressed recording $Y$ is slightly different from its original recording $X$. This difference in waveform then results in a difference in the corresponding fingerprints, $d(F_X, F_Y)$. Fig. 2(b) shows an illustration of the relationship between fingerprint differences and audio quality. In this example, we can roughly estimate the audio quality of the compressed music from the difference between $F_X$ and $F_Y$, i.e., $d(F_X, F_Y)$. The accuracy of the estimation is dependent on the spread in $d(F_X, F_Y)$—indicated here by the shaded area—for a given quality level, and vice versa. In this way, the fingerprints are used in a reduced-reference quality estimation; the fingerprint is the reduced reference. This in contrast to a full-reference quality estimation, where original audio file is fully available.

At first sight, there are several alternatives to obtain the quality of compressed audio, e.g., the bit rate from the compressed audio file header and perceptual quality assessment algorithms [19]. The bit rate, however, like other metadata is unreliable. The bit rate is not a required parameter for decoding in every audio compression format (e.g., Ogg Vorbis [20]) and therefore not always present. Furthermore, the quality of the compressed audio content is a result of the selected compression bit rate, within the limits and settings of the specific implementation. Even compressing the same song with the same algorithm at the same bit rate but using different implementations may result in significantly different quality. The variability is even larger when comparing versions compressed with different algorithms at the same bit rate.

Another alternative that comes to mind is to use an algorithm that estimates the perceptual quality of the compressed version with respect to its original recording. A wide variety of algorithms can be found in literature [21]–[24], some of which are used in the perceptual audio quality (PEAQ) measure adopted by the ITU [19]. These algorithms use elaborate psychoacoustic models to mimic the effects of the human auditory system (HAS). They need, however, the original uncompressed version as a reference. Because in our envisioned application scenario’s this reference is unavailable, in our proposed technique the fingerprint of the original uncompressed recording takes the role of the reference. In this way the resulting quality indication is only indirectly based on the difference between the original and compressed version.

Our technique does not intend to predict the subjective quality or to match the capabilities of subjective quality predicting algorithms. These are much more accurate and reliable and have a better correlation with human perception, but they need information that is not available in our scenarios. Furthermore, for our envisioned application scenarios outlined in this introduction, such accuracy also is not needed. The only common factor with perceptually motivated techniques is the use of a reference to give a content-based indication of the difference between the compressed content and its original.

This paper is organized therefore as follows. Section II provides an overview of fingerprinting algorithms described in literature. Three algorithms which are considered representative for the field are reviewed. In Section III, we model the distortion introduced by compression as additive noise and develop a model that expresses the fingerprint differences in terms of the SNR for one of the three algorithms. This model provides the theoretical foundation for experiments in Section IV that relate the bit rate used for compression, and the resulting SNR, to the distance between the fingerprints. Section V draws conclusions and outlines directions for future research.

II. AUDIO FINGERPRINTING ALGORITHMS

In the last decade, several fingerprinting systems have been developed. Cano et al. present a good survey of fingerprinting algorithms [1]. A fingerprinting system has to meet three requirements.

- **Robustness**: The fingerprint of a distorted piece of music has to be sufficiently close to the fingerprint of the undistorted recording.
- **Collision-resistance**: The fingerprints of two different pieces of music should be sufficiently different.
- **Database search efficiency**: In order to keep the database scalable, the fingerprint representation has to allow for efficient database search.

These requirements are primarily concerned with identification. To use fingerprints for indicating the quality (SNR) of compressed music, the fingerprinting system has to meet a fourth criterion: the distance between the fingerprints of the original and compressed version should also reflect the amount of compression.
Each algorithm tries to meet these requirements in a different way. However, in their paper Cano et al. identify a number of steps and procedures common to the fingerprint extraction of almost all audio fingerprinting systems. Fig. 3 shows a schematic view of these steps in the fingerprint extraction process. In the preprocessing step, the audio signal is usually converted to mono, filtered using a low-pass filter, and downsampled to a (lower) standard sample rate. Then, the signal is divided into (strongly) overlapping frames. The frame lengths range from 50–400 ms, the overlap varies from 50% to 98%. Each frame is multiplied by a window and converted to a spectral representation. In many algorithms the spectrum is divided into several frequency bands. Features are extracted from each frequency band in every frame. Each feature is then represented by a number of bits in the postprocessing step. The compact response to compression. MusicDNA uses global mean and standard deviation of the energies within 15 subbands of 15 s of music, thus creating a 30-dimensional vector [5]. The effect of moderate compression is shown to be minimal. Both Fraunhofer’s AudioID and the algorithm developed by Mapelli et al. use spectral shape descriptors to represent the fingerprint: the spectral flatness measure (SFM) and spectral crest factor (SCF) [6], [7]. The latter algorithm is well-defined, and the response to compression is discussed in literature. Based on its reported response to compression and its full description, we have selected the latter SFM/SCF algorithm to represent this category. In the remainder of this paper, we refer to this algorithm by the abbreviation SSD (spectral shape descriptors).

Fig. 4 shows the SSD fingerprinting algorithm proposed by Mapelli et al. [7]. The algorithm extracts features from the periodogram estimate of the power spectral density (PSD). The PSD of frame $n$ at frequency bin $k$, $S(n,k)$ is estimated from the length-$L$ windowed Fourier transform of the corresponding frame $\hat{X}(n,k)$

$$S(n,k) = \frac{1}{L} |\hat{X}(n,k)|^2.$$  

(1)

The extracted features are the mean energy (ME), the SFM, and the SCF. We follow the approach in [6] to extract the features within each of several subbands per frame. The features are based on the arithmetic and geometric means of (subband) energies. Define the arithmetic mean of signal $x(i)\, i = 1, \ldots, N$ as

$$M_a(x(i)) = \frac{1}{N} \sum_{i=1}^{N} x(i)$$  

(2)

and the geometric mean as

$$M_g(x(i)) = \sqrt[N]{\prod_{i=1}^{N} x(i)}.$$  

(3)

In frame $n$ and subband $m$ the ME, SFM, and SCF features are extracted from the periodogram $S(n,k)$ are then given as

$$\text{Feat}(m,n,1) = ME(n,m) = M_a(S(n,k)), \, k \in K_m$$  

(4)

$$\text{Feat}(m,n,2) = SFM(n,m) = 10\log_{10} \left( \frac{M_a(S(n,k))}{M_g(S(n,k))} \right), \, k \in K_m$$  

(5)

$$\text{Feat}(m,n,3) = SCF(n,m) = 10\log_{10} \left( \max \left( S(n,k) \right) \right), \, k \in K_m$$  

(6)
where \( \mathcal{K}_m \) is the set of frequency bin indices belonging to subband \( m \).

Within each band, each feature is quantized using a (different) 4-bit nonuniform quantizer (NUQ). The fingerprint is thus defined as the quantization level index of each feature of the three features

\[
F(n, m, p) = \text{NUQ}_p \left( \text{Feat}(m, n, p) \right), \quad p = 1, 2, 3. \tag{7}
\]

The distance between two fingerprint blocks is computed using the mean square error (MSE)

\[
\text{MSE} = \frac{1}{3MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \sum_{p=0}^{2} (F_X(m, n, p) - F_Y(m, n, p))^2. \tag{8}
\]

B. Systems That Use Features Based on Multiple Subbands

Philips’ robust hash (PRH) uses the sign of the difference between energies in Bark-scaled frequency bands [8]. While it is reported to be highly robust against distortions [8], the difference between fingerprints of original and compressed content also reflects compression artifacts [26].

Fig. 5 shows an overview of the fingerprint extraction stage of the Philips system [8].\(^1\) As in the SSD algorithm, features are extracted from strongly overlapping periodograms. To extract an \( M \)-bit subfingerprint for every frame, \( M + 1 \) nonoverlapping frequency bands are selected from the periodogram. The difference between spectral values in the periodogram estimates [cf. (1)] for frame \( n \) and \( n - 1 \), respectively, is computed as

\[
ED^\delta(n, k) = S(n, k) - S(n - 1, k). \tag{9}
\]

Then, the energy difference between two neighboring subbands \( ED(n, m) \) is computed as

\[
ED(n, m) = \sum_{k \in \mathcal{K}_m} ED^\delta(n, k) - \sum_{k \in \mathcal{K}_{m+1}} ED^\delta(n, k). \tag{10}
\]

Denoting the energy of frequency band \( m \) of frame \( n \) by

\[
E^\delta(n, m) = \sum_{k \in \mathcal{K}_m} S(n, k) \tag{11}
\]

\(^1\)In order to create a stochastic model in Section III, the time delay operation \( T \) is shifted forward yielding the equivalent arrangement (compare to [8, Fig. 1]).

it is easy to see that \( ED(n, m) \) is equal to the difference between energies between successive frames and neighboring frequency bands

\[
ED(n, m) = E^\delta(n, m) - E^\delta(n, m + 1) - (E^\delta(n - 1, m) - E^\delta(n - 1, m + 1)). \tag{12}
\]

The bits of the subfingerprint are then derived from \( ED(n, m) \) as follows:

\[
F(n, m) = \begin{cases} 
1, & ED(n, m) > 0 \\
0, & ED(n, m) \leq 0 
\end{cases} \tag{13}
\]

where \( F(n, m) \) denotes the \( m \)-th bit of subfingerprint \( n \) (i.e., the fingerprint of frame \( n \)).

The distance between two realizations \( FP_X(n, m) \) and \( FP_Y(n, m) \) is computed as the bit-error rate (BER)

\[
\text{BER} = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} F_{\text{diff}}(n, m) \tag{14}
\]

where

\[
F_{\text{diff}}(n, m) = \text{XOR} \left( F_X(n, m), F_Y(n, m) \right). \tag{15}
\]

C. Systems Using Optimized Subband- or Frame-Combinations

Battie et al. use hidden Markov models (HMMs) to describe their fingerprint [27]. The HMMs are trained based on audio examples. In a second algorithm from the same authors, the states sequences of the HMMs are interpreted as “Audio Genes” [9]. Both systems use complex distance measures, use the Viterbi algorithm for identification, and implementation is far from straightforward. Microsoft Research uses dimensionality reduction techniques to extract the fingerprint in their Robust Audio Recognition Engine (RARE) [10]. The two-stage dimension reduction is based on training using examples. Compression artifacts are reflected in the distances between fingerprints of the original and the compressed content. Therefore, we select Microsoft’s RARE to represent the third category of algorithms.

Fig. 6(a) shows the fingerprint extraction of RARE, which uses the log power spectrum of the modulated complex lapped transform (MCLT) for the time–frequency representation of the data. The log power spectra are preprocessed to remove the
effects of equalization and volume adjustment. A second preprocessing step removes the nonaudible frequency components from the spectrum based on a simple psycho-acoustic model (PAM) [28]. The entire preprocessing procedure is shown in Fig. 6(b).

Features are extracted by means of a two-stage projection of the log power spectra. Each projection is the result of oriented principle component analysis (OPCA) which uses both undistorted and distorted data for a one-time, offline training. OPCA projects the data onto those directions in the MCLT-frequency space that maximize the ratio of signal energy and distortion energy in the training data. These directions are the result of the eigenvalue decomposition of the covariance matrices of preprocessed log-power spectra of the training data. The first OPCA projection is based on the preprocessed log-power spectra of the training data, the second OPCA projection is based on a number of concatenated, projected spectra from the first OPCA projection. The fingerprint consists of the floating-point representation of the trace of features, i.e., the trace of projected spectra. The distance between two fingerprints is computed using the Euclidean (root mean square) distance.

III. STOCHASTIC MODELS OF THE PHILIPS ROBUST HASH

Each algorithm reviewed in the previous section has been developed for the identification of music. In the introduction, we motivated that we want to use fingerprinting algorithms for estimating the quality of compressed music as well, as an add-on feature after the music has been identified. We base the quality estimation on the difference between the fingerprint in the database and the fingerprint extracted from the compressed content for identification.

In this section, we model the compression artifacts as additive white noise. We shall show that this relatively simple model for compression degradations leads to expressions that match experimental data very well. For the binary fingerprints of the PRH, we derive an expression for the probability of bit error \( P_e \) in terms of the SNR due to additive noise. We choose to model the PRH algorithm for three reasons. First, this algorithm is proven to be robust and used in practical applications [11], [13]. Second, it is well documented [8], and therefore the subsequent steps in the fingerprint algorithm can be well understood. Finally, these steps can be modeled for simple signal models (uncorrelated and correlated stochastic signal models). Although the model is based on one specific algorithm (PRH) we expect the behavior to be indicative for the other algorithms as well, since the features in SSC, PRH, and RARE are also based on linear combinations of components in the (log)-magnitude spectrum. In Appendix IV, we sketch a relation between the MSE and SNR for the log-magnitude spectrum for uncorrelated signals. This relation is easily extendible to the root mean square (RMS) distance measure.

We thus consider the following situation. Denoting the undistorted signal by \( x(i) \) and the additive, normally distributed noise by \( u(i) \), the distorted signal \( y(i) \) is given by

\[
y(i) = x(i) + u(i). \tag{16}
\]

We are interested in the relating the difference between the corresponding fingerprints of \( x(i) \) and \( y(i) \), \( F_X(n,m) \) and \( F_Y(n,m) \), respectively, to the statistical characteristics of \( x(i) \) and \( y(i) \). The probability of bit error \( P_e \) can be expressed in terms of the energy differences \( ED_X(n,m) \) and \( ED_Y(n,m) \) [see (13)]

\[
P_e = Pr[F_X(n,m) \neq F_Y(n,m)]
= Pr[ED_X(n,m) \leq 0, ED_Y(n,m) > 0
\quad \vee \quad ED_X(n,m) > 0, ED_Y(n,m) \leq 0]. \tag{17}
\]

Section III-A derives an expression between the SNR and \( P_e \) for the case that \( x(i) \) is an uncorrelated signal. Section III-B extends this model to correlated signals \( x(i) \). Section III-C uses the model from Section III-B to predict the behavior for music. Finally, Section III-D addresses the problem of the large variance in \( d(F_X, F_Y) \) for a given bit rate or SNR level and proposes a modified distance measure to reduce this variance.

A. Uncorrelated Signals

We split the calculation of \( P_e \) into two parts. First, using (17), the following calculation expresses \( P_e \) in terms of variances of \( ED_X(n,m) \) and \( ED_Y(n,m) - ED_X(n,m) \):

\[
P_e = \frac{1}{\pi} \arctan \left( \sqrt{\frac{\text{VAR}[ED_Y(n,m) - ED_X(n,m)]}{\text{VAR}[ED_X(n,m)]}} \right). \tag{18}
\]

This relation is based on Theorem 1 in Appendix I. Here, we assume that \( ED_X(n,m) \) and \( ED_Y(n,m) \) are drawn from normal distributions and have mean value zero. After the derivations, we motivate this assumption. Furthermore, Theorem 1 is based on the assumption that the signal and noise contributions \( ED_X(n,m) \) and \( ED_Y(n,m) - ED_X(n,m) \) are mutually uncorrelated.

In the next step, we have to relate \( \text{VAR}[ED_Y(n,m) - ED_X(n,m)] \) and \( \text{VAR}[ED_X(n,m)] \) to the variances \( \sigma_X^2 \) and \( \sigma_Y^2 \) of the original signal \( x(i) \) and compression distortion \( u(i) \), respectively. Therefore, we analyze how each of the two components \( x(i) \) and \( u(i) \) contribute to \( ED_Y(n,m) \). To do this, we repeat the steps in (1), (9), and (10), but now for the model in (16). First, the short-time Fourier transform \( \hat{Y}(n,k) \) is computed for each frame \( n \)

\[
\hat{Y}(n,k) = \hat{X}(n,k) + \hat{W}(n,k). \tag{19}
\]

Second, the PSD is estimated using the periodogram

\[
S_Y(n,k) = \Delta \frac{1}{L} \left| \hat{Y}(n,k) \right|^2
= \frac{1}{L} \left( \left| \hat{X}(n,k) \right|^2 + \left| \hat{W}(n,k) \right|^2 + 2\text{Re} \left( \hat{X}(n,k) \hat{W}(n,k) \right) \right)
= S_X(n,k) + S_W(n,k) + 2\text{Re} \left( S_{XW}(n,k) \right) \tag{20}
\]

where \( S_{XW}(n,k) \) is the (complex) cross-spectrum. Its real part is also known as the coincident spectral density or cospes-
trum. Third, the difference between two spectral frames is computed

\[ ED_Y(n, k) = S_Y(n, k) - S_Y(n-1, k) \]
\[ = S_X(n, k) + S_W(n, k) + 2\text{Re}(S_{XY}(n, k)) \]
\[ - (S_X(n-1, k) + S_W(n-1, k)) + 2\text{Re}(S_{XY}(n-1, k)) \]
\[ = ED_X(n, k) + ED_W(n, k) + 2Q(n, k) \]  

(21)

where \(Q(n, k)\) is given by

\[ Q(n, k) = \text{Re}(S_{XY}(n, k) - S_{XY}(n-1, k)) \]

Finally, the subband energy difference \(ED_Y(n, m)\) is computed

\[ ED_Y(n, m) = \sum_{k \in K_m} ED_Y(n, k) - \sum_{k \in K_{m+1}} ED_Y(n, k) \]
\[ = ED_X(n, m) + ED_W(n, m) + 2Q(n, m) \]  

(22)

where \(Q(n, m)\) is defined as

\[ Q(n, m) = \sum_{k \in K_m} Q^*(n, k) - \sum_{k \in K_{m+1}} Q^*(n, k). \]

Using (22), we obtain the following expression for the numerator under the square root in (18):

\[ ED_Y(n, m) - ED_X(n, m) = ED_W(n, m) + 2Q(n, m). \]  

(23)

In Appendix II we show that the variables \(ED_W(n, m)\) and \(Q(n, m)\) are mutually uncorrelated, yielding

\[ \text{VAR}[ED_Y(n, m) - ED_X(n, m)] = \text{VAR}[ED_W(n, m)] + 4\text{VAR}[Q(n, m)] \]  

(24)

In Appendix III, we show that, if we assume \(x(i)\) and \(u(i)\) to be normally distributed, the variances in (24) are proportional to \(\text{VAR}[ED_X(n, m)]\)

\[ \text{VAR}[ED_Y(n, m) - ED_X(n, m)] = \left(\frac{\sigma^2_W}{\sigma^2_X} + 2\frac{\sigma^2_W}{\sigma^2_X}\right)\text{VAR}[ED_X(n, m)]. \]  

(25)

Finally, the combination of (18) and (25) results in

\[ P_e = \frac{1}{\pi} \arctan \left( \sqrt{\frac{\sigma^2_W}{\sigma^2_X} + 2\frac{\sigma^2_W}{\sigma^2_X}} \right). \]  

(26)

Note that this expression is independent of the frame index \(n\) and the frequency band index \(m\). The first was to be expected since the input signals are assumed stationary. In other words, since the statistical characteristics of \(x(i)\) and \(u(i)\) are constant over time, \(P_e\) is also constant over time. The latter is true if the subband energy difference \(ED(n, m)\) satisfy the assumption that they are normally distributed. In practice this is the case if the frequency bands on which \(ED(n, m)\) is based, \(m\) and \(m+1\), have sufficiently large bandwidth. Equation (26) was derived for Gaussian independent and identically distributed (i.i.d.) signals. Analyzing the assumptions necessary for the theorems to hold, it is sufficient to assume that the signal and noise are wide-sense stationary (w.s.s.), zero mean, mutually uncorrelated, and have the same spectral structure, expressed in (52).

In the derivation of the model, the structure of the fingerprint is not taken into account. Due to the large frame overlap, the fingerprint has a slowly varying binary structure. This dependency does not have to be taken into account in the models, since we are computing the average probability of error \(P_e\), not its variance.

Fig. 7 shows the \(SNR - P_e\) relationship for model of (26) along with experimental results on synthetic data. When the SNR is formulated as \(20\log_{10}(\sigma_X/\sigma_W)\), the SNR versus \(P_e\) relation is a straight line. For small distortions, the \(P_e\) is approximately inversely proportional to \(\sigma_X/\sigma_W\)

\[ P_e \approx \frac{1}{\pi} \arctan \left( \sqrt{\frac{\sigma^2_W}{\sigma^2_X} + 2\frac{\sigma^2_W}{\sigma^2_X}} \right) \approx \frac{\sqrt{2\sigma^2_W}}{\pi \sigma_X}, \]  

(27)

In practice, this means that for a 20-dB increase of SNR, the \(P_e\) is expected to drop by a factor of 10. The region in the curve showing the “linear” SNR-\(P_e\) relation is of particular interest, since most audio compression algorithms operate in this region. From a quality estimation perspective, the low-SNR region is of no interest, since there the audio is degraded too severely. Furthermore, signals in the low-SNR regime generate fingerprint differences around or above the detection threshold for identification.

B. Correlated Signals

The model outlined in Section III-A assumes that the signal is uncorrelated, and hence the PSD is constant. Therefore, all frequency bands have an identical robustness to additive noise and have equal probability of bit errors.

When the signal \(x(i)\) is correlated in time, the spectrum is not flat. Then, the bands in the periodogram having a relatively high average energy density (power/Hz) are more robust to additive white noise than those which have relatively low average energy density.
An extension to the model of (27) is to take the average energy and noise densities in the individual frequency bands into account. Let \( \sigma^2_{W,m} \) denote the average energy density in frequency band \( m \), and let \( \sigma^2_{X,m+1} \) denote the average energy density in bands \( m \) and \( m+1 \); similar for \( \sigma^2_{W,m+1} \). Then the probability of error corresponding to the signal and noise in band \( m \) and \( m+1 \) can be approximated by

\[
P_e(m) \approx \frac{1}{\pi} \arctan \left( \frac{\sigma^2_{W,m+1} + \sigma^2_{X,m+1}}{\sigma^2_{W,m} + 2 \sigma^2_{X,m+1}} \right). \tag{28}
\]

Now assume that the noise is white, and as a consequence \( \sigma^2_{W,m+1} = \sigma^2_{W} \). The model can then further be simplified to

\[
P_e(m) \approx \frac{1}{\pi} \arctan \left( \frac{\sigma^2_{W} + \sigma^2_{X,m+1}}{\sigma^2_{W} + 2 \sigma^2_{X,m+1}} \right)
= \frac{1}{\pi} \arctan \left( \frac{\sigma^2_{W}}{\sigma^2_{X,m+1} + 2 \sigma^2_{X,m+1}} \right). \tag{29}
\]

It is easy to see that the ratio \( \frac{\sigma^2_{X}}{\sigma^2_{X,m+1}} \) effectively scales the \( \frac{\sigma^2_{W}}{\sigma^2_{X}} \) argument according to the local average signal power. Of course, if band \( m \) contains \( N_m = |\mathcal{K}_m| \) samples, the average power over all frequency bands \( \sigma^2_{X} \) is related to the average power in subband \( m \) \( \sigma^2_{X,m} \) through

\[
\sigma^2_{X} = \frac{\sum_{m=0}^{M} N_m \sigma^2_{X,m}}{\sum_{m=0}^{M} N_m}. \tag{30}
\]

In practical systems like the PRH, the subbands do not cover the entire spectral range; (30) assumes that the behavior in the \( M+1 \) subbands is representative for the behavior in the entire spectrum. This assumption is also implicitly made when using fingerprinting for identification: the fingerprint is based on part of the signal but is assumed to be representative for the entire signal.

The overall BER can be expressed as the average of the \( M \) frequency band BERs

\[
P_e = \frac{1}{M} \sum_{m=0}^{M-1} P_e(m). \tag{31}
\]

The model in (29) assumes that the PSD of the signal is flat within two subsequent bands and the model in (31) that the probabilities are independent over \( m \). Equation (31) again results in a more complicated \( \arctan(\cdot) \) relation, since

\[
\arctan(a) + \arctan(b) = \arctan \left( \frac{a+b}{1-ab} \right)
= \begin{cases} 0 & \text{if } ab < 1 \\ \pi & \text{if } ab > 1, a > 0 \\ -\pi & \text{if } ab > 1, a < 0. \end{cases} \tag{32}
\]

As an illustration, Fig. 8(b) shows the modeled and experimental SNR-BER curves for a 60th order autoregressive (AR) process. The coefficients were obtained by fitting the AR model onto a frame of real music. This example shows a perfect fit.

C. Music

Previous sections considered synthetic signal models. Here, we will extend the analysis to real audio signals. Although the model in (29) and (31) assumes a stationary signal, it does reflect the influence of a nonflat spectrum. In music, the spectral peaks correspond to reliable bits, and the low-energy, noise-like regions correspond to unreliable bits. For music and additive noise, we can extend the analysis by taking the nonstationarity into account. The errors between individual fingerprint bits reflect the SNR, localized both in time and frequency.

The expected probability of error, \( P_e \), of a fingerprint of size \( N \times M \) is related to the ratio \( \frac{\sigma^2_{X}}{\sigma^2_{W}} \) by

\[
P_e = \frac{1}{MN} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} P_e(n,m). \tag{33}
\]
where

\[ P_e(n, m) = \frac{1}{\pi} \arctan \left( \sqrt{\frac{\sigma_W^2 + \sigma_X^2}{\sigma_X^2}} \right). \tag{34} \]

Here, \( \sigma_X^2 \) represents the SNR level corresponding to fingerprint bit \( F(n, m) \). Equations (10) and (13) relate the value of this fingerprint bit to the energy in two frequency bands in two frames. The energy density of the signal reflected in the BER is assumed to be the maximum of the four energies in (10). This assumption is based on the observation that spectral peaks correspond to reliable fingerprint bits, but may lead to near zero subband energy differences \( EIX(n, m) \). Experiments show that for most music fragments, the model in (34) fits better if the SNR is not solely based on frames \( n - 1 \) and \( n \), but estimated over a larger window size of \( 2r + 1 \) frames

\[ \sigma_X^2 = \max_{i, j} E^k(i, j) \quad i = n - r, \ldots, n, \ldots, n + r \quad j = m, m + 1. \tag{35} \]

In our experiments, we used \( r = 13 \). The predicted and experimental curves for a 3-s music segment is shown in Fig. 8(b).

**D. Reducing the Variance in the SNR ~ \( P_e \) Relation for PRH**

When in a song the spectral energy is concentrated in a few spectral components, the fingerprint bits corresponding to these peaks are very reliable since most processing preserves the spectral peaks. On the other hand, the spectral regions in between these spectral peaks become very unreliable. This is easily illustrated by the fact that the bandwidth of a subband in the Philips algorithm approximately to a semitone. If some classical music pieces with only one or a few instruments playing one or a few notes at a time, the spectral energy within a frame is concentrated in few spectral peaks. This results in other subbands having near-zero energy, and therefore generate fingerprint bits which are unreliable. This is easily illustrated by setting \( \sigma_X^2 = \sigma_W^2 \) in the model in (34), to represent the regions near-zero energy differences. In this case, the relative noise level \( \sigma_W/\sigma_X \) is amplified by the small value of \( \sigma_X^2 \), pushing the \( \arctan(.) \)-function towards its saturation level. The differences in spectral shape between different songs and the nonstationarity of music in general, result in a large variance of the \( P_e \) for a given SNR. If we like to estimate the SNR of a song using the fingerprint distance, this variance is a problem.

There are two ways to improve the estimation result. First, we can use longer song fragments, if available. However, the effect within a song is limited, due to the nonstationary character of music. Furthermore, the effect averaged over multiple songs is limited, due to the different spectral characteristics of different songs.

Second, we can use the model in Section III-C to estimate the behavior of a specific song to additive distortions. By analyzing the spectrogram, we can estimate the probability of error for individual bits by using (29). This estimation can be used to correct the SNR-estimation for a specific song. This information can either be stored in the database or be estimated from the spectrogram of the song to be identified. The alternative is to use only those bits from the fingerprint to estimate the SNR that reflect the additive distortion level in the same way as in the case of white noise.

That is, we only use those fingerprint bits \( F(n, m), \{n, m\} \in \mathcal{L} \) to compute the distance between the fingerprints, such that the (SNR, \( P_e, \text{est} \)) behaves approximately the same as the theoretical (SNR, \( P_e \)) curve for white noise, i.e.,

\[ \mathcal{L} \quad \text{s.t.} \quad P_e,\text{est}(\text{SNR}|\mathcal{L}) \approx P_e(\text{SNR}), \tag{36} \]

where \( P_e,\text{est} \) denotes the average probability of bit error estimated for a specific song, obtained using the model in (34) and (35). Also in this case, the set of usable fingerprint bits \( \mathcal{L} \) can be stored additionally in the database, or be estimated from the spectrum of the (distorted) song that is to be identified. After identification of a song using its fingerprint, the SNR can be estimated from the BER of the bits indicated in \( \mathcal{L} \)

\[ \text{BER}_W = \frac{1}{|\mathcal{L}|} \sum_{\{n, m\} \in \mathcal{L}} F_{\text{diff}}(n, m), \tag{37} \]

where \( |\cdot| \) denote the cardinality of the set.

We now focus on how to obtain the set of usable fingerprint bits \( \mathcal{L} \). Using (29), the behavior of a small fragment of \( 2r + 1 \) frames can be predicted from the spectrum. Let us denote the averaged behavior within a number of frames explicitly by the function

\[ P_e,\text{est}(\text{SNR}, \mathcal{L}) = \frac{1}{|\mathcal{L}|} \sum_{\{n, m\} \in \mathcal{L}} P_e(n, m, \text{SNR}). \tag{38} \]

Now, those fingerprint bits are selected that make approximate the white noise fingerprint bit flip probability

\[ \mathcal{L} \quad \text{s.t.} \quad P_e,\text{est}(\text{SNR}|\mathcal{L}) \approx P_e(\text{SNR}). \tag{39} \]

The set \( \mathcal{L} \) is obtained in the following iterative way. Since the strongest spectral peaks generate the most reliable bits, in iteration \( i \) we select the bits corresponding to the \( |\mathcal{L}_i| \) strongest spectral components. One can see that for a given SNR level, adding a spectral component which is weaker that those already selected increases \( P_e,\text{est}(\text{SNR}|\mathcal{L}) \), i.e.,

\[ P_e,\text{est}(\text{SNR}|\mathcal{L}_i) < P_e,\text{est}(\text{SNR}|\mathcal{L}_{i+1}) \quad \mathcal{L}_i \subset \mathcal{L}_{i+1}. \tag{40} \]

In order to determine when we have to stop selecting additional spectral components, we evaluate the cost function \( L_i \)

\[ L_i = \int_{-\infty}^{\text{SNR}_{\max}} \left\{ \log(P_e(\text{SNR})) - \log(P_e,\text{est}(\text{SNR}, \mathcal{L}_i)) \right\}^2 d\text{SNR}, \tag{41} \]

The cost function expressed the distance between the two curves \( P_e,\text{est}(\text{SNR}|\mathcal{L}) \) and \( P_e(\text{SNR}) \). Due to the increasing nature of (40), the cost function is convex and has a minimum for a certain iteration \( i \). The SNR region of interest is limited by \( \text{SNR}_{\max} \) for three reasons. First, the integral does not converge for the limit SNR \( \rightarrow \infty \). Second, in most practical compression systems, the SNR resulting from audio coding is not infinite. Third, due to the limited fingerprint block range, extremely small error probabilities cannot be reliably estimated from the fingerprint difference. For convergence, there not necessarily needs to be a lower SNR bound, since \( \lim_{\text{SNR} \rightarrow -\infty} P_e,\text{est} = 0.5 \).
A. Enabling Algorithmic Comparison

The fingerprinting systems described in Section II not only use different features, but also have different operating conditions like sampling rates, frame length, granularity, etc. A fair comparison requires similar operating conditions. Therefore, we set the following parameters for all systems:

- sampling rate of 5512.5 Hz;
- frequency bands between 300 and 2000 Hz for the PRH and SSD system;
- fingerprint block length of about 3.1 s;
- framelenhght of 2048 samples (371.5 ms);
- fingerprint block size of 4096 bits.

In order to achieve these settings, we can modify the frame overlap ratio, the number of frequency bands, the number of features, and the number of bits to represent each feature. In addition, we have changed the overlap ratio in the second OPCA layer of Microsoft’s RARE system. Table I compares the settings for the different systems.

We have used 275 song fragments of 40 s each; 100 of these fragments have been used for training Microsoft’s RARE system. This is in the same order of magnitude as the number of songs mentioned in [10]. For each of these 100 song fragments, we have generated nine distorted versions. These distortions are mainly nonlinear amplitude distortions and two pitch shifts. Compression is not one of the distortions.

For the large-scale experiments discussed later in this section, we have used MP3 compression using the LAME codec [29]. The selected bit rates for MP3 compression range from 32–256 kbit-per-second (kb/s) using constant bit rate. To test the variability over different compression algorithms, we have conducted a small-scale experiment shown in Fig. 9(b) (for the PRH algorithm only) with a number of different, widely used audio codecs, including Advanced Audio Coding (AAC) [30], Sony ATRAC(plus) [31], [32], Ogg Vorbis [20], and Windows Media Audio (WMA) [33]. They all show a comparable behavior on the SNR-fingerprint difference plots. This was to be expected, since our model does not model one specific coding scheme, but uses a white noise model. Furthermore, all of these audio coders are waveform coders—as opposed to parametric coders, such as sinusoidal coders—using a subband decomposition and/or a MDCT time–frequency transform. In other words, although they differ a lot in performance and implementation, they all use the same basic tools to achieve the compression.

For each system we have set a threshold for identification, such that all system operate under the same false positive rate per fingerprint block $P_{fa}$. The $P_{fa}$ is based on a Gaussian approximation of the distances between fingerprint blocks of original, undistorted fragments. We have chosen $P_{fa} = 10^{-5}$, which is quite high for a practical fingerprinting system, when compared to some of the numbers reported in literature. However, $P_{fa} = 10^{-5}$ is achievable for all three systems, and we are interested in the relation between compression and fingerprint distance, given a fixed false alarm rate $P_{fa}$.

Fig. 9(a) shows the result of applying this strategy to music and additive noise. The variance in BER for a given SNR level is greatly reduced.

IV. EXPERIMENTS USING MUSIC

In Section II, we split up the field of audio fingerprinting algorithms into three categories and presented one algorithm for each category. In Section III, we presented stochastic models for the PRH algorithm. In this section, we experimentally compare the three algorithms presented in Section II with each other.

Section IV-A discusses the details of the comparison process. Sections IV-C and IV-B compare the algorithms in a compression bit rate-versus-$d(F_X, F_Y)$ and a signal-to-compression-noise (SNCR)-versus-$d(F_X, F_Y)$ setting.
Table I
Comparison between parameters for original and modified versions of selected systems. (a) PRH and SSD (b) RARE

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PRH Original</th>
<th>PRH Modified</th>
<th>SSD Original</th>
<th>SSD Modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample rate [Hz]</td>
<td>5512.5</td>
<td>5512.5</td>
<td>44100</td>
<td>5512.5</td>
</tr>
<tr>
<td>Frequency Range [Hz]</td>
<td>300-2000</td>
<td>300-2000</td>
<td>300-3400</td>
<td>300-2000</td>
</tr>
<tr>
<td>Window length [ms]</td>
<td>371.5</td>
<td>371.5</td>
<td>743</td>
<td>371.5</td>
</tr>
<tr>
<td>Frame overlap ratio</td>
<td>31/32</td>
<td>31/32</td>
<td>63/64</td>
<td>31/32</td>
</tr>
<tr>
<td># Bits per feature</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td># Frequency bands</td>
<td>33</td>
<td>17</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td># Features</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td># Frames per segment (sec.)</td>
<td>256 (3.1 s)</td>
<td>256 (3.1 s)</td>
<td>64 (1.5 s)</td>
<td>256 (3.1 s)</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Microsoft Original</th>
<th>Microsoft Modified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample rate (Hz)</td>
<td>11025</td>
<td>5512.5</td>
</tr>
<tr>
<td>Window length (ms)</td>
<td>371.5</td>
<td>371.5</td>
</tr>
<tr>
<td>Frame overlap ratio</td>
<td>1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>Overall OPCA reduction</td>
<td>$32 \times 2048 \rightarrow 64$</td>
<td>$16 \times 1024 \rightarrow 64$</td>
</tr>
<tr>
<td>Fingerprint block length (frames)</td>
<td>32 (6.2 s)</td>
<td>16 (3.1 s)</td>
</tr>
<tr>
<td>Overlap ratio in 2nd OPCA layer</td>
<td>0</td>
<td>1/2</td>
</tr>
</tbody>
</table>

B. Experimental Relation Between Bit rate and $d(F_X, F_Y)$

Fig. 10 compares the relation between compression bit rate and fingerprint differences for the original algorithms with their modified counterparts. In general, the behavior of the modified algorithms is comparable to the algorithms using the original settings. Since the differences have been normalized such that the algorithms achieve a similar $P_{fa}$, the scale of the curves is related to the variance of the distribution of the fingerprints of the uncompressed songs.

If one would try to estimate the bit rate from the fingerprint differences, the spread in the curves for a given bit rate should be as small as possible. Visual inspection learns that for each curve, the standard deviation at a certain bit rate compared to the corresponding mean value is in the same order of magnitude. Therefore, we can conclude that there is not one algorithm that stands out in its potential for bit rate estimation.

C. Experimental Relation Between SNR and $d(F_X, F_Y)$

Audio compression introduces compression noise. In the stochastic models in the previous section, the compression noise was modeled as independent, stationary, uncorrelated noise. In practice, however, this is not the case. Audio compression algorithms apply psycho-acoustic models to shape the compression noise in the temporal and spectral domain, such that the artifacts are rendered inaudible. Fig. 11 shows the signal-to-compression-noise for the three algorithms. Fig. 11(b) and (c) compares the modified version with an implementation using settings described in literature.

The shading indicates the spread in fingerprint differences of the curves. After being normalized to achieve the common $P_{fa}$, some of the curves have been shifted for display purposes, resulting in a vertical shift in the plot, to avoid overlap. The scaling factors are indicated in the caption of Fig. 11. It is quite clear that all curves have approximately the same gradient in the SNR plots. Although the SNR $P_e$ in (26) was derived for an uncorrelated signal in the presence of additive, uncorrelated noise, the experimental SNR $d(F_X, F_Y)$ for all three algorithms follow the $\arctan(\cdot)$-regime. RARE and SSD make use of the log-magnitude spectrum. In Appendix IV, we roughly outline the relation between MSE and the SNR for i.i.d. Gaussian data.

Due to the fact that in compression the bit rates are chosen, and the SNR levels are a result of the selected bit rate, it is not straightforward to indicate the spread in the curves. Since the points are not aligned on certain SNR levels, the shading indicates the 1/6-percentile and 5/6-percentile within an overlapping bin of SNR levels. The binning introduces the effect that the angle of the averaged curves changes slightly (becomes less steep at the end points). Curves for one single fragment show a clear relation between SNR and fingerprint difference: if the SNR is increased by 20 dB, the fingerprint difference becomes 10 times smaller.

V. CONCLUSION AND DISCUSSION

A. Conclusions

A wide variety of audio fingerprinting systems has been presented in literature over the last couple of years. The main difference between the systems is the features that are used. We have shown that although the features and projections that are used in the three systems that have been compared are very different, the...
fingerprints behave in a comparable fashion as a function of SNR or compression bit rate. This behavior matches the behavior predicted by the models presented in Section III. For these distortions, the actual detection performance for identification is mainly dependent on the distribution of the differences between arbitrary fingerprints. This determines the threshold for identification.

The difference between fingerprints reflect the difference between an original recording and a compressed version and can be used to roughly estimate the quality of compressed content. The main obstacle for doing this is the large variance of the fingerprint difference for a given compression bit rate. All algorithms in our study suffer from a variance which relatively large. This limits the classification possibilities to three, maybe five, classes of different SNR level, which should be enough for our intended use. We have shown that, for the PRH, this variance can be reduced by discarding certain unreliable bits in computing the distance between two fingerprints. For the other two algorithms, the variance reduction still is an open issue.

B. Extension to Perceptually Motivated Distortion Measures

Our current approach relates the fingerprint differences to SNR. Although SNR is suitable for our envisioned application scenarios, we foresee two options to alter the current setup to relate the fingerprint differences to more perceptually motivated distortion measures.

In coding applications and in systems that predict the subjective quality in given audio signal with respect to the reference, psycho-acoustical models are used to estimate the so-called masking threshold. The masking threshold models the fact that some components in the audio signal can mask—make less audible—other components which are close-by in time and frequency. The estimation procedure of the masking threshold models the way the HAS reacts to sounds. Spectral components that fall below this masking threshold are not audible and are therefore considered irrelevant.

The match fingerprint differences to a distance measure involving psycho-acoustics, we can distinguish between two different approaches: altering the fingerprinting scheme and altering the fingerprint distance measure. In both cases, the masking threshold can be estimated from the spectrum, even on a subband basis.

In the first approach, the fingerprint extraction procedure outline in Fig. 3 is changed to estimate the sound representation inside the human ear using the masking threshold, shown in Fig. 12(a). Spectral components that exceed the masking threshold are scaled by it; components that fall below the
Fig. 11. Compression SNCR versus fingerprint distances. The lines mark the average behavior; the shaded areas indicate the spread. The curves have been scaled such that there is no overlap. (a) The features in the SSD algorithm: from top to bottom: energy (\(-\cdot\cdot\cdot\), not scaled), SCF (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-2}\)), SFM (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-4}\)), (b) PRH: modified (\(-\cdot\cdot\cdot\), not scaled), original (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-2}\)). (c) RARE: original (\(-\cdot\cdot\cdot\), not scaled), modified, no psycho-acoustic model (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-2}\)), modified, using a psycho-acoustic model (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-4}\)). (d) Comparison between the modified versions of SFM (\(-\cdot\cdot\cdot\), not scaled), PRH (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-2}\)), RARE (\(-\cdot\cdot\cdot\), scaled by factor \(10^{-4}\)).

Fig. 12. Towards perceptually motivated fingerprint distances: including psycho-acoustical models (a) in the audio fingerprint extraction stage and (b) parallel to the fingerprint extraction stage.

The masking threshold can be considered inaudible and can therefore be removed from the spectrum. The fingerprint features can then be extracted from the estimated internal representation instead of from the raw spectrum.

In the other approach, shown in Fig. 12(b), the masking threshold is computed in parallel with the fingerprint, but not included in the derivation of the fingerprint itself. Together with the reference fingerprint, a rough approximation of the, e.g., average masking per critical band which has a bandwidth equal to that of multiple fingerprint subbands, can be efficiently stored in the database. This masking threshold can be used to estimate the noise-to-mask ratio (NMR), a feature used for psycho-acoustic analysis [34]. The main idea is to combine a local estimation of SNR and a local estimation of signal-to-mask ratio (SMR) in the following way:

\[
\text{NMR} = \text{SMR} - \text{SNR} \quad [\text{dB}].
\]

The SNR is estimated using the techniques described in this paper. To estimate the SMR, we need an estimation of the signal variance and the masking threshold. Each can be estimated from the query signal, or be derived from components in the database. The first approach is less reliable since the masking threshold should be estimated from the reference signal. The second approach needs either the masking threshold or the SMR to be stored in the database in parallel with the fingerprint used for identification. Due to the strong frame-overlap, both masking threshold and SMR are expected to slowly develop in time enabling efficient storage.

Whatever psycho-acoustical measure is introduced, the results will never compete with the subjective quality predicting...
algorithms like PEAQ, nor should they. To illustrate the limitations of such models in fingerprinting scenario’s, we refer to the fact that the frame lengths used in algorithms like PEAQ are very small compared to those used in fingerprinting.

C. Further Development of Fingerprint Models

The model we developed for the behavior of the PRH is confirmed by experiments, both on simple stochastic signals, and on real music. Here, the model was used to predict how the SNR relates to the $P_e$. In a previous modeling approach, we developed a model describing the structure of the PRH fingerprint itself (so $F_X(n,m)$ instead of $d(F_X(n,m), F_Y(n,m))$) [35]. This triggered another modeling approach by McCarthy et al. [36]. These models describing the behavior of fingerprinting systems can also be used to predict and improve the performance of these systems.

The fact that the systems behave more or less the same—the relation between compression bit rate and fingerprint differences and between noise and fingerprint differences have comparable shapes—leads us to believe that there is more to fingerprinting than just extraction of robust features. There seems to be more common ground to behavior of the algorithms than the steps preceding the feature extraction. Therefore, it makes sense to analyze fingerprinting on a more abstract level and to analyze the relation between compression and audio fingerprinting in general without considering specific implementations or systems.

APPENDIX I

RELATION BETWEEN $ED_X(n,m)$, $ED_Y(n,m)$, AND $P_e$

Equation (18) relates the energy differences $ED_X(n,m)$ and $ED_Y(n,m)$ to the probability of error $P_e$. This relation is based on the following theorem, stated here in terms of two Gaussian distributions, $A$ and $C$. Using this theorem and substituting $A = ED_X(n,m)$ and $C = ED_Y(n,m)$, we immediately obtain (18).

**Theorem 1:** Let $A \in \mathcal{N}(0,\sigma_A^2)$ and $B \in \mathcal{N}(0,\sigma_B^2)$ denote two zero-mean, mutually independent, normally distributed random variables. Now define $C = A + B$. The probability that the sign of $C$ is different from the sign of $A$ is given by

$$P_e = P_{\text{r}}[A \leq 0, C > 0 \cup A > 0, C \leq 0]$$

$$= \frac{1}{\pi} \arctan \left( \frac{\sigma_B}{\sigma_A} \right)$$

$$= \frac{1}{\pi} \arctan \left( \sqrt{\frac{\text{VAR}[C-A]}{\text{VAR}[A]}} \right). \quad (42)$$

**Proof:** Due to symmetry, $P_{\text{r}}[C > 0 | A \leq 0] = P_{\text{r}}[C \leq 0 | A > 0]$ and $P_{\text{r}}[A \leq 0] = P_{\text{r}}[A > 0] = 1/2$. Therefore

$$P_e = P_{\text{r}}[A \leq 0, C > 0 \cup A > 0, C \leq 0]$$

$$= P_{\text{r}}[C > 0 | A \leq 0]P_{\text{r}}[A \leq 0] + P_{\text{r}}[C \leq 0 | A > 0]P_{\text{r}}[A > 0]$$

$$= P_{\text{r}}[C \leq 0 | A > 0]P_{\text{r}}[A > 0]$$

$$= P_{\text{r}}[B \leq -A | A > 0], \quad (43)$$

APPENDIX II

CORRELATION BETWEEN $ED_W(n,m)$, AND $Q(n,m)$

The fact that the variables $ED_W(n,m)$ and $Q(n,m)$ are mutually uncorrelated is used in Section III-A to derive (24).

**Theorem 2:** The variables $ED_W(n,m)$ and $Q(n,m)$ are mutually uncorrelated, and as a result

$$\text{VAR}[ED_Y(n,m) - ED_X(n,m)] = \text{VAR}[ED_W(n,m) + 2Q(n,m)] = \text{VAR}[ED_W(n,m) + 4\text{VAR}[Q(n,m)]]. \quad (45)$$

**Proof:** Because $ED_W(n,m)$ and $Q(n,m)$ are based on summations of terms $ED_R^k(n,k)$ and $Q^k(n,k)$, respectively, it is sufficient to show that $\text{COV}[ED_W(n,m), Q(n,m)] = 0$.

The result in (45) holds for any rotation-symmetric pdf $f_A(a,b)$. If the pdf is not symmetric, the analysis procedure stays the same as long as the analysis can be done using a projection onto the $(A,B')$-plane. The resulting expression might be different.
Using the short-hand notation $R_X(n,k) = \text{Re}(\hat{X}(n,k))$ and $I_X(n,k) = \text{Im}(\hat{X}(n,k))$, we can express $Q^*(n,k)$ in terms of the two input components $\hat{X}(n,k)$ and $\hat{W}(n,k)$

$$Q^*(n,k) = \frac{1}{L} \text{Re} \left( \hat{X}(n,k) \hat{W}(n,k) \right) - \hat{X}(n-1,k) \hat{W}(n-1,k)$$

$$= \frac{1}{L} \left( R_X(n,k) R_W(n,k) - R_X(n-1,k) R_W(n-1,k) \right) + \frac{1}{L} \left( I_X(n,k) I_W(n,k) - I_X(n-1,k) I_W(n-1,k) \right). \quad (46)$$

The covariance can now be computed as

$$\text{COV}[E_D^B(n,k), Q^*(n,k)]$$

$$= \frac{1}{L} \left( E \left[ R_X^2(n,k) R_W(n,k) \right] E \left[ R_X(n,k) \right] E \left[ R_X(n-1,k) \right] \right) + \frac{1}{L} \left( E \left[ I_X^2(n,k) I_W(n,k) \right] E \left[ I_X(n,k) \right] E \left[ I_X(n-1,k) \right] \right)$$

$$= 0. \quad (47)$$

**APPENDIX III**

**RELATION BETWEEN VAR$[E_D^B(n,m)]$, VAR$[Q(n,m)]$, AND VAR$[E_D^A(n,m)]$**

Equation (25) in Section III-A relates the variance $\text{VAR}[E_D^A(n,m)] - E_D^A(n,m)]$ to the variance $\text{VAR}[E_D^B(n,m)]$.

**Theorem 3:** The variance $\text{VAR}[E_D^A(n,m) - E_D^A(n,m)]$ is proportional to $\text{VAR}[E_D^B(n,m)]$ and is equal to

$$\text{VAR}[E_D^A(n,m) - E_D^A(n,m)]$$

$$= \left( \frac{1}{\sigma_X^2} + \frac{2 \sigma_W}{\sigma_X^2} \right) \text{VAR}[E_D^B(n,m)]. \quad (48)$$

**Proof:** Theorem 2 expressed the variance on the left-hand side of the equation as

$$\text{VAR}[E_D^A(n,m) - E_D^A(n,m)]$$

$$= \text{VAR}[E_D^B(n,m)] + 4 \text{VAR}[Q(n,m)]. \quad (49)$$

Since $ED_A(n,m)$, $ED_B(n,m)$, and $Q(n,m)$ are based on summations of $ED_A(n,k)$, $ED_B(n,k)$, and $Q^*(n,k)$, respectively, over index $k$, it is sufficient to relate $\text{COV}[E_D^B(n,k), E_D^B(n,k + l)]$ and $\text{COV}[Q^*(n,k), Q^*(n,k + l)]$ to $\text{COV}[E_D^A(n,k), E_D^A(n,k + l)]$.

In the following, we only consider these covariances. We first express the covariance $\text{COV}[E_D^A(n,k), E_D^A(n,k + l)]$ in terms of $R_X(n,k)$ and $I_X(n,k)$

$$\text{COV}[E_D^A(n,k), E_D^A(n,k + l)]$$

$$= \text{COV}[S_X(n,k) - S_X(n-1,k), S_X(n,k + l) - S_X(n-1,k + l)]$$

$$= 2 \left( \text{COV}[S_X(n,k), S_X(n,k + l)] - \text{COV}[S_X(n,k), S_X(n-1,k + l)] \right)$$

$$= 2 \frac{1}{L^2} \left( \text{COV}[R_X^2(n,k) + I_X^2(n,k), R_X^2(n,k + l) + I_X^2(n,k + l)] \right.$$

$$- 2 \frac{1}{L^2} \left( \text{COV}[R_X^2(n,k), R_X^2(n,k + l)] - \text{COV}[R_X^2(n,k), R_X^2(n-1,k + l)] \right)$$

$$= 4 \frac{1}{L^2} \left( \text{COV}[R_X^2(n,k), R_X^2(n,k + l)] - \text{COV}[R_X^2(n,k), R_X^2(n+1,k + l)] \right)$$

$$= 8 \frac{1}{L^2} \left( \text{COV}[R_X^2(n,k), R_X^2(n,k + l)] \right)^2 - \text{COV}[R_X(n,k), R_X(n+k+1)] \right)^2. \quad (50)$$

Here we used two properties of the Fourier transform of an uncorrelated signal: first, the real part $R_X(n,k)$ and imaginary part $I_X(n,k)$ are mutually uncorrelated; second, the fact that the autocorrelation function of the imaginary part is equal to the autocorrelation function of the real part. Furthermore, we used the following relation for two zero-mean, normally distributed random variables $X_1$ and $X_2$:

$$\text{COV}[X_1^2, X_2^2] = 2 \text{COV}[X_1, X_2]^2. \quad (51)$$

Since the autocorrelation functions of $R_X(n,k)$ and $R_W(n,k)$ are proportional to the variances $\sigma_X^2$ and $\sigma_W^2$, respectively, it is straightforward to relate these to each other

$$\text{COV}[R_W(n,k), R_W(n+p,k+l)]$$

$$= \sigma_W^2 \cdot \text{COV}[R_X(n,k), R_X(n+p,k+l)]. \quad (52)$$

Hence, we can express $\text{COV}[E_D^B(n,k), E_D^B(n,k + l)]$ as

$$\text{COV}[E_D^B(n,k), E_D^B(n,k + l)]$$

$$= \sigma_W^2 \cdot \text{COV}[E_D^A(n,k), E_D^A(n,k + l)]. \quad (53)$$
We can now relate \( \text{COV}[Q^a(n,k),Q^a(n,k + l)] \) to \( \text{COV}[ED_X^a(n,k),ED_X^a(n,k + l)] \)

\[
\text{COV}[Q^a(n,k),Q^a(n,k + l)] = \frac{4}{l^2} \left( \text{COV}[R^a_X(n,k),R^a_X(n,k + l)] \times \text{COV}[R^a_Y(n,k),R^a_Y(n,k + l) - \text{COV}[R^a_X(n,k + 1, k + l)] \times \text{COV}[R^a_Y(n,k + 1, k + l)] \right) \]

\[
= \frac{4\sigma_W^2}{l^2} \left( \text{COV}[R^a_X(n,k),R^a_X(n,k + l)]^2 \right.
\]

\[
= \frac{1}{2\sigma_X^2} \text{COV}[ED_X^a(n,k),ED_X^a(n,k + l)]. \tag{54}
\]

Combining (22), (53), and (54) results in

\[
\text{VAR}[ED_Y(n,m) - ED_X(n,m)] = \left( \frac{\sigma_Y^2}{\sigma_X^2} + 2\frac{\sigma_W^2}{\sigma_X^2} \right) \text{VAR}[ED_X(n,m)]. \tag{55}
\]

### Appendix IV

**RELATING SNR TO MSE FOR LOG-SPECTRA AND GAUSSIAN IID DATA**

Both the SSD and RARE algorithms use features that are extracted from the log-spectrum, in conjunction with a MSE or RMS distortion measure. In our implementation of RARE, we used RMS as the fingerprint-distance measure. For SSD, we used the MSE. Since the RMS value is just the square root of the MSE value, in the following we relate the MSE between two unquantized fingerprints (cf. RARE) to the distortion in the fingerprint. The different choices for the distortion measure follow from the difference in quantization of the features used in the fingerprint. In our RARE implementation, the features are represented using 32-bit single precision floats. In SSD, the features are quantized into 4-bit characters. There, SNR is directly related to the MSE on feature-level, but the actually observed SNR-MSE relation originates from the quantization procedure.

Consider a log-spectral sample from the original and the distorted version; the distribution of the fingerprint distance would be related to

\[
E[\text{MSE}] \propto E[\left(\sum_{n=1}^{N} F_P \cdot F_Q \right)^2]
\]

\[
= E\left[\left(\log(S_Y(n,k)) - \log(S_X(n,k))\right)^2\right]
\]

where \( Z = \log(S_Y(n,k))/S_X(n,k)) \).

In the following, we derive the pdf for \( Z \), \( f_Z(z) \), and it first and second moment, \( E[Z] \) and \( E[Z^2] \): Denoting the real and imaginary parts of \( x(n,k) \) by random variables \( x_1 \) and \( x_2 \), respectively, the spectrogram \( S_X(n,k) \) can be written as

\[
S_X = x_1^2 + x_2^2
\]

the same way we write \( S_Y = y_1^2 + y_2^2 \). The joint-pdf for \( f_{X_1,X_2,Y_1,Y_2}(x_1,x_2,y_1,y_2) \) consists of the product two zero-mean normal distributions \( f_{X_1,Y_1}(x_1,y_1) f_{X_2,Y_2}(x_2,y_2) \) and integrating out the phase components \( \phi \) and \( \theta \) yields a pdf \( f_{U,V}(u,v) \)

\[
f_{U,V} (u,v) = \int_0^{2\pi} \int_0^{2\pi} f_{U,V,\phi,\theta}(u,v,\phi,\theta) d\phi d\theta
\]

\[
= \frac{4\sigma_W}{\pi} \frac{1}{\sigma_Y^2} \exp\left(-\frac{u^2}{\sigma_Y^2} - \frac{v^2}{\sigma_W^2}\right)
\]

\[
\times \sum_{l=0}^{\infty} \frac{1}{(l!)^2} \left(\frac{\sigma_Y^2}{\sigma_X^2}\right)^l \cdot
\]

Making a conversion to variable \( r = u^2/v^2 \)

\[
E[Z] = \frac{\sigma_Y^2}{\sigma_X^2} + \frac{\sigma_W^2}{\sigma_Y^2}
\]

and its second moment is given by

\[
E[Z^2] = \frac{\sigma_Y^4}{\sigma_X^4} + 2\sigma_W^2 \left(1 + \frac{\sigma_W^2}{\sigma_Y^2}\right) + \frac{1}{3} \sigma_Y^2
\]

where \( \sigma_W^2 \) is the polynomial function with \( n = 2 \)

\[
L_i(x) = \sum_{k=1}^{n} \frac{x^k}{k!} \quad |x| \leq 1.
\]

The first term in \( E[Z^2] \) is much smaller than the other terms and can thus be ignored. For large SNR, \( \sigma_X^2 + \sigma_W^2 \approx \sigma_X^2 \). Converting to SNR on a decibel scale, we obtain

\[
E[Z^2] \approx \frac{1}{3} \sigma_Y^2 - 2L_i(2) (1 - 10^{-\text{SNR}/10}).
\]

Using the relation

\[
\frac{\pi^2}{6} = L_i(1) - x = L_i(x) + \log_2(x) \log_2(1 - x)
\]
and using $L_2(0) = 0$ and elementary properties of the $\ln(*)$-function, we obtain

$$E[Z^2] \approx \frac{\ln(10)}{5 \ln(2)^2} \cdot \text{SNR} \cdot 10^{-\frac{\text{SNR}}{10}}.$$ 

On a log-scale this works out into

$$\log_{10}(E[Z^2]) \approx \log_{10}(\text{SNR}) - \frac{\text{SNR}}{10} + \text{const.}$$

For large SNR, the linear term is dominant, and thus the MSE between the fingerprints is expected to drop by a factor 10 for and increase in SNR with 10 dB. Using the RMS measure—like we experimentally observed.
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