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Abstract—The present paper describes a question answering system based on fuzzy logic. The proposed system provides the capability to assess whether a database contains information pertinent to a subject of interest by evaluating each comment in the database via a fuzzy evaluator that attributes a fuzzy membership value indicating its relationship to such subject. An assessment is provided for the database as a whole regarding its pertinence to the subject of interest, and consequently comments that are considered irrelevant to the subject may be discarded. The system has been developed for the examination of databases that were created during the development of the IBM 4381 computer systems, for bookkeeping purposes, to assess whether such databases contain information pertinent to the functional changes that occurred during the development cycle. The system, however, can be applied with minimal changes to a variety of circumstances, provided that the fundamental assumptions for the development of the membership functions are respected in the new application. Its applicability, without modifications, assuming the same subject of interest, is granted for databases comprising similar characteristics to that of the original database for which the system has been developed.
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I. INTRODUCTION

During the different design, test, and release phases of the development of a computer system, a number of databases, in the form of libraries, are developed and maintained for a variety of purposes, such as error tracking and bookkeeping. To understand and improve the development process, previously developed databases may be used at a later date as representatives of the entire process, or as part of the process, and they may be analyzed with the intent of developing algorithms and tools for future use. If a database has been developed with a particular purpose in mind, then it can be used for future studies in its entirety, because the objective of the database was specified a priori. For example, if a database has been developed to report the functional errors discovered during the hardware design of a system, then such a database can be used at the end of the development in its entirety for a study concerning functional errors in hardware design.

However, on a number of occasions, it may be the case that a developed database needs to be used for a different purpose than originally anticipated. Such a necessity may arise for a variety of reasons, including unanticipated studies. For example, a database that is created from the beginning of the development cycle for bookkeeping purposes, contains information regarding the history of the design, and possibly it may contain information related to functional testing studies if it is assumed that the database is accessed for routine bookkeeping functions and when a functional error is discovered and corrected. Additionally, assuming its applicability is granted, such a database may be considered more representative for functional error studies than an error-tracking library if the latter has been developed at the integration phase of the system development.

When a database is suspected of containing information pertinent to a process, it is possible to presume that the entire database is pertinent to the intended application. An example of this can be found in [1]. However, this may not be a good choice in most of the circumstances, because such a database was not developed to accommodate the application of interest, and it may result in erroneous conclusions regarding the development process. In essence, it is advisable to investigate the suspicion regarding the relevancy of the database to an intended application. In order to assess whether a database contains information pertinent to a subject of interest, it is desirable to develop a tool that provides the capability to assess the validity of the decision, and, when it is found that the library is pertinent to the subject of interest, to exclude irrelevant library entries.

Given that databases that emerge during the development of a computer system generally contain comments, the previous database issues can be addressed with the examination of such comments. A validation methodology can be developed by using probability theory; however, this approach may not be the most appropriate, because the validation of the database must be carried out from the comments of the database, which are written in a natural language, through the use of some form of common reasoning. A consequence of the previous statements is that a probability approach may not be the most appropriate for this type of application [2], for the following reasons.

- An attempt to reduce the nonspecificity or fuzziness inherent to the natural language descriptions may be unwarranted.
• It is not clear how probability theory could effectively describe and manipulate the great variety of descriptions or rules that are possible in natural language.

A second approach to the validation of a commented database is to develop a natural language question answering system. Although it may be entirely possible to develop such a system, possibly with the use of fuzzy relations [3], such a solution may not be the most advantageous for a number of reasons, including the following.

• A computer system may be developed in more than one country, and consequently the comments of the databases may be written in more than one natural language, implying that more than one system needs to be developed. An example of this is the IBM 9370 computer systems, which were developed in a number of countries, including the United States and Germany [4].

• Verifying the validity of a database is not the final purpose of the study. The development of natural language question answering systems may require substantial effort, and possibly, if the database is not appropriate to the application, it will need to be discarded. The concern here is not so much with the possible solution to the problem, but rather with the implementation and development efforts, especially when it may be assessed at a later phase of the project that the database does not pertain to the intended purpose of an application.

• A natural language question answering system may not be applicable to different databases and/or to different types of investigations in its entirety; consequently, at least a portion of the question answering system needs to be modified and/or expanded to reflect the wanted application.

Yet another way to determine the validity of such databases is to treat each record of the database as a document and use an information retrieval system to extract the records pertaining to a particular subject of interest. Several such systems have been developed in recent years [5]. The success of a retrieval system in the type of databases that we consider may not be warranted for several reasons, e.g., deterministic answer to a particular query, insensitivity to the order in which the keywords appear in the document.

A consequence of the previous discussion is that it is of interest to develop a tool that requires a negligible development effort, that expedites and facilitates the evaluation of a commented database with minimal effort, and that can be applied in a variety of circumstances with minimum additional development effort. Such a tool will most certainly allow for more time to be exerted on the analysis of the database rather than the assessment of its applicability. Moreover, if it is assessed that the system is not accurate enough to guarantee a reasonable exclusion of comments, the system could then be used as an indicator of compliance of a database to a prespecified application, and its capabilities may be extended with the use of a natural language question answering system to further investigate the relevancy of the database. The implication is that a natural language question answering system needs to be implemented only in the case when a more accurate analysis is required. Consequently, the development of such a system will take place when it is needed, rather than a priori.

In this paper, we present a question answering system based on fuzzy logic. The mathematical foundations and in-depth descriptions of fuzzy set theories and fuzzy logic systems can be found in [3, 6]-[9]. The tool provides a quick assessment of the applicability of a database to a specified universe of discussion, and the exclusion of the irrelevant comments of the database.

In the sections to follow, we provide a brief description and an intuitive justification and reasoning for the development of the fuzzy question answering system. The concept of degree of confidence as it relates to words and comments within a database is then formally defined and formulated. In the subsequent discussion, the fuzzy evaluator algorithm is described, and its capabilities are discussed. The last section contains an evaluation of the performance of the proposed system, followed by some concluding remarks.

II. DESCRIPTION AND INTUITIVE JUSTIFICATION OF THE DATABASE QUESTION ANSWERING SYSTEM

The fuzzy question answering system, presented in this section, has been developed as a means of evaluating commented databases suspected of containing information pertinent to functional testing (i.e., source of number of changes that were made during the development of the system). A brief description of the system follows.

First, all comments are examined and a list is created containing all the unique words present in the database. Subsequently, a list with the most relevant words considered to potentially describe association/disassociation to the subject of interest, i.e., functional changes, together with a degree of confidence for every word, is generated describing the perception of qualified personnel. Finally, a modified database containing comments with relevant words is analyzed with a fuzzy evaluator that assesses the database pertinence to the subject of interest.

Although the design of the system has been targeted to a particular subject of interest, it can be applied with small modifications in a variety of applications, provided that the fundamental assumptions underlying its implementation are granted. The section of the system that requires modifications pertains to the selection of the words that are pertinent to a particular application, and to the interviewing of expert personnel in order to attribute the membership grade values to the relevant words.

The first obvious observation is that the system does not deploy syntactic and semantic rules, and it operates on modified comments that contain partial description of the original comments. A key question that arose before the development of this tool and the verification of its validity is why such a system operating on partial description of comments (implying, among other things, loss of structure and word association and meaning) may be considered promising. An intuitive justification for the possible goodness of this approach is the following.
Comments are not written at random, and reflect the intentions of the commentator.

- Comments are short; consequently, they most likely reflect what has happened or what has been accomplished with very few key words.
- Most likely, comments reflect what happened or what was accomplished, rather than what did not happen, or was not accomplished; i.e., most of the times there are no negative statements.
- A comment will most likely reflect a single, or a plurality of, relevant/irrelevant actions during a database access, rather than a plurality of irrelevant actions intermingled with relevant actions. (The principle of a single, or a plurality of, relevant/irrelevant actions is referred to as the single action principle in the rest of the presentation.).

Consequences of the previous statements are that the intentions of a comment can be captured with few words, and that the actions associated with a database access can be extrapolated without having to comprehend the exact contents of a comment. Obviously, the precise actions cannot be associated with a comment (such a determination may require the context in which the words appear among other things); however, this may not be a requirement when the intention of the examination is not the determination of a particular cause, but rather the relationship of a comment to a subject of interest. For example, in examining a bookkeeping library in order to establish its pertinence to functional testing and to extrapolate the comments that are related to this subject, it is required to establish whether the comments in this library are related to functional changes in general, rather than the exact nature of changes that might have occurred in a particular piece of logic or microcode.

The previous discussion leaves open the question of having to find the precise cause of a change. To develop algorithms regarding system testing, precise causes of the changes may be considered irrelevant if it is of interest to identify, e.g.,
the number of errors, when they occur, and the part of
the machine where they occurred, rather than to establish
whether the changes were due, e.g., to the wrong polarity of
a signal or the wrong implementation of microinstructions.
Consequently, the drawback of the proposed system may
not be of any importance to the overall results. However,
though the example application may not require to establish
the exact reason of an action, there may be other circumstances
in which such a capability is highly desirable. In such a
case, the proposed system can be used only as an indicator
by establishing whether a database is relevant to a subject
of interest, and determining which entries can be discarded.
Consequently, it is required to develop a more powerful tool,
such as a natural language question answering system, which
can be applied for further investigations.

The overall design of the proposed system is shown in
Fig. 1. The Question Answering System comprises the fol-
lowing:
- The Unique Word Generator,
- The Relevant Word Table,
- Interviews,
- The FEV Processor,
- The Word Processor,
- The Modified Database,
- The Fuzzy Evaluator, and
- The Result Analyzer.

The Unique Word Generator generates an alphabetically
sorted list of all unique words contained in the comments of
the database. This list contains legitimate words, misspelled
words, and acronyms that apply to a particular project. The
Word Processor, whose operation is described in Fig. 2, re-
quires the manual processing of the words and the automatic
examination of the database. During this manual process,
the list of the unique words generated by the Unique Word
Generator is analyzed in order to extract and place potential
relevant words of association/disassociation in a table, which
is referred to as the replace table. The replace table contains
two columns: The first contains the words as they appear in the
database, and the second contains the synonyms corresponding
to the words that appeared in the first column. This allows for
illegitimate words, such as misspelled words and acronyms,
to be properly substituted in the database. For example, if
ERROR and FIX are considered relevant words, then EROR
can be substituted with ERROR, and FIXED can be substituted
with FIX.

During the automatic processing, the records of the original
database are read, and each word of every comment in a
record is compared with the words in the replace table. All
words that match the first column of the replace table are
replaced by the words on the second column, and all other
words are deleted. Note that if more than one pass of the
algorithm is needed to access the entire database, the irrelevant
words may be saved for further processing in the delete table
and used to add new entries in the replace table. The reason
why more than one pass of the algorithm may be required
is the process of choosing the relevant words is a laborious
one, and relevant words may be missed when constructing
the replace table. To ensure that all relevant words are kept,
this step may be performed more than once by reviewing the
delete table, which is smaller than the original table, with the
unique words and updating the replace table. As a result of this
analysis, New comment records are generated, and a second
database is established. This database, which is referred to as
the modified database, contains the words that are present only
in the replace table. Using the Unique Word Generator, and
operating on the modified database, the list of all unique words
in the modified database is generated, and it is referred to as
the relevant word table. Subsequently, the relevant word table
is distributed to personnel who are considered to be experts
in the subject under investigation, and possibly to members
of the group that created the database. Each person is asked
to attribute a confidence value for every word that reflects
his or her perception of the usage of that word with respect
to the subject of interest. In other words, the confidence value
indicates how a person perceives that a particular word is most
likely used in the comment field of the database.

After the interview, it is required to establish the Fuzzy
Expected Value (FEV) for every word in the relevant word
table. Such a task is achieved by the FEV Processor, which
reads the responses of the interviews and assigns a membership
grade to each word in the relevant word table. The FEV
Processor can operate with the use of any of the algorithms proposed by [7], [10]–[12].

The Fuzzy Evaluator operates by analyzing each comment within the modified database in conjunction with the list of words in the relevant word table, as well as the degree of confidence associated with each word. This analysis is based on the number of words within each modified comment record. Each comment is examined as described in Fig. 3. If there are no words associated with a record, then the confidence value of the record is zero. If there is one word, then the confidence associated with this word is the confidence of the entire record. If there are two words in a comment record, the confidence values of the two words are aggregated based on the following discussion.

For simplicity of exposition, analogous conclusions can be derived for pertinent cases, assuming that a database is suspected to contain information pertinent to functional testing. In essence, assume that the database comments are suspected to report logic changes. Furthermore, assume that the following are the words in the relevant word table.
error should be closer to 0.8 than 0.5. Finally, the confidence of the words "fix" and "bug" provides more confidence than associated with the lowest value. In other words, the presence of the words "fix" and "bug" provides more confidence that a change has been reported than either the confidence of any of the two words. In such a case, the confidence should be greater than at least 0.8, and even greater than 0.9.

The product operator will produce the confidence value of a pair with the multiplication of the two confidences. The discussion regarding the min operator also applies to the product operator with the additional observations that the product operator performs better than the min operator for comment 2, and worse for all the other comments. Finally, the bounded sum operator will produce the confidence value by max[0, (μx + μy − 1)], with μi denoting the confidence value attributed to word i. Such an operator may be considered overly pessimistic for all comments. It may be contended that the three AND operators may not be appropriate to attribute a confidence value for the given circumstances. This may be attributed to the following observations.

1) If the two words are favorably associated with the subject of interest and appear in the same sentence, they most likely reinforce the confidence that the sentence describes the subject of interest. Thus, the resulting confidence should be closer to the maximum, and possibly exceeding the maximum value, when the confidence of a word or both words get closer to a certain association value.

2) If the two words are both adversely associated with the subject of interest, then the comment in which these two words appear most likely, does not describe the subject of interest. Thus, the confidence of the two words should be closer to the minimum and possibly less than the minimum value as the two confidence values get closer to a certain disassociation value.

3) If two words have the cutoff value, i.e., if both words are neither associated with the subject of interest nor disassociated, then their combined confidence should be the cutoff value itself.

4) Excluding the cases of certainty of association and disassociation, which are addressed in the later part of this section, if one word is unfavorable and the other is favorable, then in the case where one word is strongly unfavorable, as in comment 1 in the assumed example, the confidence value of the comment should be closer to the minimum value; otherwise, it should be closer to the maximum value. The previous statement appears to lie on the extreme side; however, there is an intuitive justification in that a word strongly disassociated from the subject of interest paired with a word associated
(even strongly associated) with the subject of interest reinforces somehow the disassociation rather than the association, and the other way around. For example, the words SYNTAX and COMMENT, when paired, e.g., with the words ERROR and BUG, most likely indicate that there is a trivial fix rather than a substantial fix.

The previous discussion indicates that a membership function that can closely reflect the previous four observations needs to be provided. In search of such a membership function, we established that such a function is somehow related to the average of the confidence values attributed to the two words. However, as can be observed in Fig. 4, though the average represents, to a degree, the confidence associated with a comment, whereas words with \( w_{i} < 1 \) are considered to favorably describe the subject of interest, whereas words with \( w_{r} < l \) are considered to adversely describe the subject of interest, and words with \( w_{r} = l \) are considered to be neutral.

Equation (1), described in Fig. 5 with \( l = 0.5, k = 4.5 \), is based on the solution of the logistic growth differential equation, and is a modification of the membership functions proposed by M. Kochen and A. Badre in [14], and by P. Zysno in [15]. The following are some of the properties of the membership function.

Assume, for simplicity of notation, that \( w_{i} = x, w_{j} = y \), and \( \mu_{A}(w_{i}, w_{j}) = \mu(x, y) \). Then the membership function can be written as follows:

\[
\mu(x, y) = \frac{1}{1 + ce^{-k(x-y)^{2}}},
\]

Property 1: If \( x = y = 0 \Rightarrow \mu(x, y) = 0 \).

Proof:
\[
\mu(x, y) = \frac{1}{1 + ce^{-k(x-y)^{2}}} = \frac{1}{1 + \frac{1}{m}e^{k(x-y)^{2}}} = \frac{1}{1 + \frac{1}{m}e^{k(x-y)^{2}}} = 1 + \infty = 0.
\]

Property 2: If \( x \) and \( y \) are both greater than \( l \) then \( xy > l^{2} \). Let \( \xi > 0 \), and let \( \zeta > 1 \). Then we have the following:

\[
\mu(x, y) = \frac{1}{1 + ce^{-k(xy-l^{2})}} = \frac{1}{1 + ce^{-k\xi l^{2}}} = \frac{1}{1 + \frac{1}{m}e^{k\xi l^{2}}} = \frac{1}{1 + \frac{1}{m}e^{k\xi l^{2}}} = \frac{1}{\zeta + c} = \frac{\zeta m}{\zeta + \frac{1}{m}} = \frac{\zeta m}{\zeta m + 1 - m}.
\]
It must be that the following conditions exist:

\[ \frac{\zeta m}{\zeta + 1 - m} > m \Rightarrow \zeta m > m(\zeta + 1 - m) \Rightarrow \]

\[ \zeta > \zeta + 1 - m \Rightarrow \]

\[ \zeta - \zeta m > 1 - m \Rightarrow \zeta(1 - m) > 1 - m \Rightarrow \zeta > 1. \]

Q.E.D.

**Property 3:** If \( x \) and \( y < l \) \( \Rightarrow \) \( \mu(x, y) < \frac{x + y}{3} \).

**Proof:** If \( x \) and \( y < l \) \( \Rightarrow \) \( xy < l^2 \). Let \( \xi < 0, \omega > 0, \) and \( \zeta > 1. \) Then we have the following:

\[ \mu(x, y) = \frac{1}{1 + ce^{-k(xy-l^2)}} = \frac{1}{1 + ce^{-k\xi}} = \frac{1}{1 + ce^{-\omega}} = \frac{1}{1 + c\xi} = \frac{1}{1 + \frac{1 - \zeta}{m}} \zeta = \frac{m}{m + (1 - \zeta)\zeta}. \]

It must be that the following conditions exist:

\[ \frac{m}{m + (1 - \zeta)\zeta} < m \Rightarrow m < m(m + (1 - \zeta)) \Rightarrow \]

\[ 1 < m + (1 - \zeta) \Rightarrow 1 - m < (1 - \zeta) \Rightarrow 1 < \zeta. \]

Q.E.D.

**Property 4:** If \( x = y = l \) \( \Rightarrow \) \( \mu(x, y) = l. \)

**Proof:**

\[ \mu(x, y) = \frac{1}{1 + ce^{0}} = \frac{m}{m + 1 - m} = m = \frac{l + l}{2} = l. \]

**Property 5:** If \( x \) or \( y < l \) and \( xy < l^2 \) \( \Rightarrow \) \( \mu(x, y) > \frac{x + y}{2} \).

**Proof:** Analogous to Property 2.

**Property 6:** If \( x \) or \( y < l \) and \( xy < l^2 \) \( \Rightarrow \) \( \mu(x, y) < \frac{x + y}{2} \).

**Proof:** Analogous to Property 3.

**Property 7:** If \( x = y = l \) \( \Rightarrow \) \( \mu(x, y) = 1. \)

**Proof:** Trivial (\( m = 0 \) and \( \mu(x, y) = 1 \)).

Properties 2 and 3 reflect observations 1 and 2, because they attribute confidence values always toward the maximum and minimum confidence value of the word pair, respectively. Property 4 closely reflects observation 3. Properties 5 and 6 reflect observation 4 as Fig. 6 suggests. In Fig. 6, it is assumed that the confidence values \( x \) and \( y \) can take values between 0 and 1 with a 0.1 increment, and it indicates that when a confidence value of a pair of words is strongly disassociated from the subject of interest (the \( x \) values 0.1 and 0.2), then a confidence value attributed to the pair is always closer to the value \( x \) rather than the value of \( y \). When they are disassociated, but not "strongly," then for strongly associated values of \( y \), such as 0.9 when \( x = 0.3 \), the confidence value of the pair becomes closer to the association rather than the disassociation.

Properties 1 and 7 indicate that the boundary conditions are respected; however, the membership function, as described by (1), may not be good enough to guarantee correct values for all possible boundary conditions. In essence, when one of the confidence values, but not both, are different than either 1 or 0, the membership function described in (1) will provide an intermediate value, and such a value may not be considered proper. If it is assumed that certainty for association and disassociation from the subject of interest is described by the values 1 and 0, respectively, and that the presence of a word with such confidence values, independent of the confidence value of the other word, is prevalent, then (1) will not compute the correct value for a pair of words, and needs to be adjusted to express such a prevalence.

It needs to be noted that the previous discussion leaves open the question of one word having a value equal to 1 and the other equal to 0. If it is assumed that a comment cannot be contradictory, then each word must represent two different scenarios: one that indicates relevance and another indicating irrelevance, implying that in such a case, the resulting confidence value should be equal to 1. In essence, in the assumed example database, if there is a word that indicates that the comment reports a definite change and the other word indicates a definite no-change, then we assume that there are two different actions present in the comment, and that a change is definitely reported. The previous discussion can be incorporated in the two following complementary statements.

- If either \( w_i \) or \( w_j \) is equal to 1, then \( \mu_A(w_i, w_j) = 1. \)
- If either \( w_i \) or \( w_j \) is equal to 0 and the other is different than 1, then \( \mu_A(w_i, w_j) = 0. \)

Figs. 7 and 8 report two examples of pair membership values using \( k = 1 \) and \( l = 0.5 \), and \( k = 4.5 \) and \( l = 0.5 \), respectively, that incorporate the two complementary statements.

In the modified database comment contains more than two words, then the confidence value associated with the comment may be computed by the following. If a comment contains \( n \) relevant words, its confidence value can be attributed by applying the following formula:

\[ \Phi(n-1)_{i=1} \mu_A([w_i, w_{i+1}]) \]

to the confidence values of the words present in a comment. The operator \( \Phi \), for any given \( i \), applies (1) with possible inclusion, if considered appropriate, to the two complementary statements presented previously. The inputs to (1) are the confidence values attributed to words \( i \) and \( i + 1 \), and the final output value of \( \Phi \) for all \( i \)'s between 1 and including \( n - 1 \) is a set of confidence values. Consequently, a confidence value is attributed to the comment by applying the following algorithm.

- **Step 1:** If there exists at least one element in the set produced by \( \Phi \) that exceeds a threshold value \( \rho_0 \), and
Fig. 7. The membership grade values for $k = 1$ and $I = 0.5$.  

<table>
<thead>
<tr>
<th>$x \mid y$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.1</td>
<td>0.00</td>
<td>0.00</td>
<td>0.123</td>
<td>0.167</td>
<td>0.213</td>
<td>0.269</td>
<td>0.368</td>
<td>0.358</td>
<td>0.408</td>
<td>0.466</td>
<td>1.000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.000</td>
<td>0.123</td>
<td>0.169</td>
<td>0.210</td>
<td>0.266</td>
<td>0.317</td>
<td>0.369</td>
<td>0.423</td>
<td>0.478</td>
<td>0.533</td>
<td>1.000</td>
</tr>
<tr>
<td>0.3</td>
<td>0.000</td>
<td>0.167</td>
<td>0.215</td>
<td>0.268</td>
<td>0.321</td>
<td>0.376</td>
<td>0.433</td>
<td>0.490</td>
<td>0.548</td>
<td>0.605</td>
<td>1.000</td>
</tr>
<tr>
<td>0.4</td>
<td>0.000</td>
<td>0.213</td>
<td>0.266</td>
<td>0.321</td>
<td>0.379</td>
<td>0.438</td>
<td>0.498</td>
<td>0.557</td>
<td>0.617</td>
<td>0.675</td>
<td>1.000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.000</td>
<td>0.260</td>
<td>0.317</td>
<td>0.376</td>
<td>0.438</td>
<td>0.500</td>
<td>0.562</td>
<td>0.624</td>
<td>0.683</td>
<td>0.746</td>
<td>1.000</td>
</tr>
<tr>
<td>0.6</td>
<td>0.000</td>
<td>0.308</td>
<td>0.369</td>
<td>0.433</td>
<td>0.498</td>
<td>0.562</td>
<td>0.626</td>
<td>0.688</td>
<td>0.740</td>
<td>0.808</td>
<td>1.000</td>
</tr>
<tr>
<td>0.7</td>
<td>0.000</td>
<td>0.358</td>
<td>0.423</td>
<td>0.490</td>
<td>0.557</td>
<td>0.624</td>
<td>0.688</td>
<td>0.748</td>
<td>0.804</td>
<td>0.865</td>
<td>1.000</td>
</tr>
<tr>
<td>0.8</td>
<td>0.000</td>
<td>0.408</td>
<td>0.478</td>
<td>0.548</td>
<td>0.617</td>
<td>0.683</td>
<td>0.746</td>
<td>0.804</td>
<td>0.865</td>
<td>0.931</td>
<td>1.000</td>
</tr>
<tr>
<td>0.9</td>
<td>0.000</td>
<td>0.460</td>
<td>0.533</td>
<td>0.605</td>
<td>0.675</td>
<td>0.740</td>
<td>0.808</td>
<td>0.854</td>
<td>0.901</td>
<td>0.940</td>
<td>1.000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Fig. 8. The membership grade values for $k = 4.5$ and $I = 0.5$.  

<table>
<thead>
<tr>
<th>$x \mid y$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
<td>0.060</td>
</tr>
<tr>
<td>0.1</td>
<td>0.000</td>
<td>0.036</td>
<td>0.059</td>
<td>0.085</td>
<td>0.115</td>
<td>0.148</td>
<td>0.186</td>
<td>0.229</td>
<td>0.276</td>
<td>0.327</td>
<td>1.000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.000</td>
<td>0.069</td>
<td>0.089</td>
<td>0.124</td>
<td>0.156</td>
<td>0.215</td>
<td>0.271</td>
<td>0.333</td>
<td>0.400</td>
<td>0.471</td>
<td>1.000</td>
</tr>
<tr>
<td>0.3</td>
<td>0.000</td>
<td>0.085</td>
<td>0.124</td>
<td>0.173</td>
<td>0.231</td>
<td>0.298</td>
<td>0.374</td>
<td>0.455</td>
<td>0.539</td>
<td>0.621</td>
<td>1.000</td>
</tr>
<tr>
<td>0.4</td>
<td>0.000</td>
<td>0.115</td>
<td>0.166</td>
<td>0.231</td>
<td>0.308</td>
<td>0.395</td>
<td>0.489</td>
<td>0.583</td>
<td>0.673</td>
<td>0.753</td>
<td>1.000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.000</td>
<td>0.148</td>
<td>0.215</td>
<td>0.288</td>
<td>0.365</td>
<td>0.500</td>
<td>0.505</td>
<td>0.670</td>
<td>0.785</td>
<td>0.852</td>
<td>1.000</td>
</tr>
<tr>
<td>0.6</td>
<td>0.000</td>
<td>0.186</td>
<td>0.271</td>
<td>0.384</td>
<td>0.489</td>
<td>0.605</td>
<td>0.711</td>
<td>0.800</td>
<td>0.866</td>
<td>0.917</td>
<td>1.000</td>
</tr>
<tr>
<td>0.7</td>
<td>0.000</td>
<td>0.229</td>
<td>0.333</td>
<td>0.465</td>
<td>0.583</td>
<td>0.702</td>
<td>0.809</td>
<td>0.873</td>
<td>0.924</td>
<td>0.957</td>
<td>1.000</td>
</tr>
<tr>
<td>0.8</td>
<td>0.000</td>
<td>0.276</td>
<td>0.400</td>
<td>0.539</td>
<td>0.673</td>
<td>0.785</td>
<td>0.868</td>
<td>0.924</td>
<td>0.959</td>
<td>0.979</td>
<td>1.000</td>
</tr>
<tr>
<td>0.9</td>
<td>0.000</td>
<td>0.327</td>
<td>0.471</td>
<td>0.621</td>
<td>0.753</td>
<td>0.832</td>
<td>0.917</td>
<td>0.957</td>
<td>0.979</td>
<td>0.991</td>
<td>1.000</td>
</tr>
<tr>
<td>1.0</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

if the average of all confidence values is greater than $l$, then the confidence value of the comment is assumed to be the MAX confidence value present in the set.

- **Step 2:** If Step 1 does not hold true, then if there exists at least one element in the set produced by $\Phi$ less than a threshold value $p_1$, and if the average of all confidence values is less than or equal to $l$, then the confidence value of the comment is assumed to be the MIN confidence value present in the set.

- **Step 3:** If neither Step 1 nor Step 2 holds true, then the confidence value of a comment is assumed to be equal to the average of confidences.

Before proceeding in the detailed explanation of the previously described algorithm the two new variables, $p_0$ and $p_1$ need further explanation, because they play an important part in the question answering system.

In order to assess the pertinence to a subject of interest of a database, and, more importantly, to distinguish which records should ultimately be kept for the development of algorithms and further investigations, it is required to establish thresholds. As mentioned previously (in the description of the system), the output of the fuzzy evaluator is the confidence vector that is the input of the confidence analyzer. Given that the confidence vector contains values between 0 and 1,
in order for the confidence analyzer to be able to exclude unacceptable records and answer questions, cut points that group the records into distinct sets, are required. If, for example, we assume that three regions are needed for the investigation denoting definite relevance, definite irrelevance to the subject of interest, and indecision, then two values are required. The first one, denoted by \( p_0 \), determining the acceptable degree of relevance and used as the lower bound of its inclusion, and the second one, \( psub1 \), used as the upper bound of inclusion of irrelevance. For example, if we assume that \( p_0 = 0.66 \) and \( p_1 = 0.33 \), then records having, in the confidence vector, a value less than 0.33 are considered irrelevant to the intended application; records having values between 0.33 and 0.66 are considered not certain if they are either relevant or irrelevant; and records with confidence values greater than 0.66 are considered relevant to the application. This is only one possible scenario, and is by no means the only one. It is entirely possible that only one value is required that distinguishes association from disassociation, and in such a case, \( p_0 = p_1 \).

The algorithm presented previously that attributes a confidence value to a comment containing more than two words is based on the assumption that the relevant or irrelevant actions are associated with the overall tendency of the comment (indicated by the average) and the presence of at least one dominant action. To clarify the operation of the algorithm, consider the following example.

Let us assume that a database entry contains the following comments.

1) "I fixed a syntax problem in module XYZ."
2) "I fixed two problems and changed the syntax of a module statement."

Let us further assume that we would like to establish which comments report functional changes in the design of a computer system. Finally, assume that the following words are considered relevant words to functional errors and that they have been assigned the following confidence values:

<table>
<thead>
<tr>
<th>Word</th>
<th>Membership Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIX</td>
<td>0.9</td>
</tr>
<tr>
<td>SYNTAX</td>
<td>0.2</td>
</tr>
<tr>
<td>PROBLEM</td>
<td>0.75</td>
</tr>
<tr>
<td>CHANGE</td>
<td>0.7</td>
</tr>
</tbody>
</table>

The comments \((\text{ implementation})\) in the modified database would be as follows.

1) \( r_1 : \) "FIX SYNTAX PROBLEM"
2) \( r_2 : \) "FIX PROBLEM CHANGE SYNTAX"

Using \( l = 0.5 \) and \( k = 7.0 \) for (1), and \( p_0 = 0.66 \) and \( p_1 = 0.33 \) for the two thresholds, the algorithm would compute the following. For the first comment \((\text{ r}_1)\):

\[
\mu_A(r_1) = \min(0.4282, 0.31) = 0.31
\]

Thus, \( \mu_A(r_1) = \min(0.4282, 0.31) = 0.31 \), because the average of all pairs is less than \( l \). For the second comment, the algorithm would compute the following:

\[
\begin{align*}
\mu_A(r_2) &= \max(0.9893, 0.9476, 0.2747) = 0.9893, \\
\mu_A(r_2) &= \max(0.9893, 0.9476, 0.2747) = 0.9893, \\
\mu_A(r_2) &= \max(0.9893, 0.9476, 0.2747) = 0.9893.
\end{align*}
\]

In addition to the selection of records presented previously and their use to answer some questions regarding a database under consideration, the result analyzer can be used to produce other useful work, such as how many comments exceed a prespecified degree of confidence, and a confidence value for the entire database (i.e., the average of the confidence values) that can be computed as follows:

\[
\mu_A(X) = \frac{\sum_{i=1}^{n} \mu_A(r_i)}{n}
\]

where \( X \) represents the entire database and \( n \) is the number of records in the database.

III. EVALUATION OF THE QUESTION ANSWERING SYSTEM

The fuzzy question answering system has been developed as a means of evaluating the bookkeeping library, which was developed for the IBM 4381 computer systems, and which was suspected of containing comments that describe functional changes, and consequently was suspected of being pertinent to the subject of functional testing [16]. The main objective of the library databases was to maintain and control data files for microcode and logic design. Anytime the database was accessed, independently of the reason, a comment of 40 characters maximum length, was added that presumably described the cause of the access. Obviously, a number of accesses were for routine reasons, such as adding newly developed code in the microcode library, aggregating logic functions for unit testing, and building a hardware and microcode machine model for manufacturing releases. A number of accesses, however, corresponded to functional changes of the logic and microcode, and such changes need to be distinguished by applying the proposed system.

In validating the proposed system and assessing its accuracy, we proceeded as follows. First, the list of unique words and the frequency of the number of words and comments were generated for both hardware and microcode databases. A detailed description of the results are in Fig. 9. Consequently, the relevant word tables were extracted from the list of unique words. Fig. 10 shows the frequency of words of the two modified databases. As suspected, the frequency of comments of three or more words was relatively low for both databases.

We constructed four experimental databases, two for the hardware and two for the microcode libraries, with comments selected at random and excluding entries that could be interpreted correctly by the tool because of their confidence being equal to 1 or 0, the reason being that we need to evaluate the performance of the tool, and establish its limits in a...
worse case scenario. This occurs when there is a possibility of interpretation that will occur when the confidence is different than 0 or 1. The new databases contain the following.

- The first hardware database, DB1, with 3450 comments, contains 1400 comments with zero relevant words (40.5%), 1250 comments with one relevant word (36.3%), and 800 comments with two or more relevant words (23.2%).
- The first microcode database, DB2, with 5700 comments, contains 2450 comments with zero relevant words (43%), 1750 comments with one relevant word (31%), and 1500 comments with two or more relevant words (26%).
- The second hardware database, DB3, with 2000 comments, contains 500 comments with zero relevant words (25%), 960 comments with one relevant word (48%), and 540 comments with two or more relevant words (27%).
- The second microcode database, DB4, with 2500 comments, contains 425 comments with zero relevant words (17%), 1025 comments with one relevant word (41%), and 1050 comments with two or more relevant words (42%).

DB1 and DB2 were selected to contain a higher percentage of records containing zero relevant words, because we wanted to verify the accuracy of the tool when no information had been preserved. DB3 and DB4 were selected to reflect the percentages of the original databases. All the comments of the new databases (DB1–DB4) were manually evaluated, and one of the three confidence values, 1, 0.5, and 0, was assigned to every comment. We applied this breakdown to verify the closeness of the answer to the individual comments between the manual evaluation and the tool. The three values indicate the following.

<table>
<thead>
<tr>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Denotes a definite functional change (definite relevance)</td>
</tr>
<tr>
<td>0.5</td>
<td>It may or may not describe a functional change (indecision)</td>
</tr>
<tr>
<td>0</td>
<td>Denotes a definite no functional change, or the comment makes no sense (definite irrelevance)</td>
</tr>
</tbody>
</table>

Using the relevant word tables, interviews were conducted with a number of developers who had participated in the design of the IBM 4381 computer systems; 22 hardware developers and 28 microcode developers were interviewed. The developers were asked to attribute a value between 0 and 100 indicating their degree of belief that a certain word, when used in a comment, was describing a functional error, a bug, or a change. The answers were scaled with a maximum value equal to 1, and the interviews were analyzed by an FEV processor [10] that calculated the FEV for each word in the relevant word table.
Based on the FEV of each word, the confidence of each comment of the databases was computed by the Fuzzy Evaluator, which was invoked with parameters $\theta = 0.5$, $k = 4.5$. (Comparable results were obtained for $k$ values between 1 and 15.) To be able to attribute confidence value for the comments with more than two relevant words, we divided the confidence interval into three regions. The first region, definite irrelevance, included confidence values between 0 and 0.33, with 0.33 being $p_1$. The second region, indecision, included values 0.33 to 0.66, with 0.66 being $p_0$. The third region, definite relevance, included values 0.66 to 1.0. The output of the Fuzzy Evaluator consisted of a confidence vector that was an array of membership numbers for each entry in the databases.

In our analysis of the experimental databases, we wanted to verify the following.

1) How far apart are the confidence values of the comments given by the tool and the manual evaluation?

2) How close will the proposed system be to the manual evaluation when it is used to extract all the comments that represent routine database accesses?

3) What is the percentage of records that corresponded to functional changes versus the percentage of records that did not? We also wanted to evaluate the closeness of the percentages between the tool and the manual evaluation.

The answer to the first question can be found in Fig. 11, and the answers to the second and third questions are in Fig. 12. Referring to Fig. 11, the disagreement between the tool and the manual evaluation have been reported for confidence values greater than 0.25, 0.3, and 0.5. The results of disagreement suggest the closeness of the evaluation of the tool with respect to the manual evaluation. In particular, the third row suggests that very few of the comments have been evaluated to opposite values by the tool when compared to the manual evaluation.

The tool accuracy is measured by considering all comments that have been given a confidence greater than 0.66 as representing functional changes, and comments that are either considered irrelevant or whose relevancy cannot be decided upon are considered not to represent functional testing (i.e., comments with confidence values less than 0.66 are considered routine database accesses).

To evaluate the tool accuracy, it is necessary to first evaluate the tool error and consequently use such an error to represent the disagreement between the manual evaluation and the tool and produce the agreement between the two evaluations that constitutes the tool accuracy. The tool accuracy can be found in the first row of Fig. 12, which was compiled to include the following as tool errors.

- The tool is in error when it includes comments that are not considered functional changes by the manual evaluation.
- The tool is in error when it excludes comments that are considered by the manual evaluation to be functional changes.

The findings indicate that the agreement between the tool and the manual evaluation is as low as 94.20% and as high as 95.67% (for the four sample databases DB1–DB4). This indicates that the tool is very accurate in its decisions to separate the database entries is relevant and irrelevant to functional testing regions. Finally, it is of interest to identify whether a database is pertinent to the subject of interest by establishing the percentage of pertinent comments to the functional testing.
The second and third row of Fig. 12 report such percentages for the four experimental databases (DB1–DB4) for functional changes computed for the tool (second row) and the manual evaluation (third row). The fourth row reports the absolute value of the deviation between the tool and the manual evaluation. The findings indicate that the tool and the manual evaluation are very consistent among each other, indicating that the tool can be used to establish the relevance of a database to a prespecified subject of interest. The results indicate for DB1 and DB2, as expected, because of the number of comments containing comments with 0 relevant words, approximately one-third of the comments were related to functional errors, implying that those databases were mostly used for routine accesses. In DB4, approximately one-half of the accesses were routine accesses. At first glance, it appears that DB3 should also have the same characteristics as DB4; but it does not. The reason for the difference most likely lies in the fact that the comments with 0 confidence for DB3 are 25.53%; for DB4, they are 16.90%. An interesting observation is that the more relevant words that exist in a comment, the greater the percentage of relevant comments to functional testing in a database. The previous statement is based upon the percentages of functional changes reported by the tool and functional changes reported by manual evaluation for DB1, DB2, DB3, DB4, and DB5 (discussed later and comprising at least three words per comment).

The results of our analysis indicate that the tool evaluated the comments closely to the manual evaluation, and that the system performed satisfactorily in the excluding and including comments relevant to the functional changes, and in its decision of what portion of the database has or has not been used for functional changes. It can be observed that the two databases containing zero relevant words (DB1 and DB2) have been more accurate than the other two databases. This indicates that when there are no relevant words, most likely no relevant actions have occurred. Additionally, we wanted to verify the accuracy of the algorithm for three or more relevant words for the following reason. Given that the structure of the sentences, as well as their meaning, is not taken into account by the tool, and also given the fact that the algorithm in DB4, which contains the most comments, with at least three words (13%), performed slightly worse, we suspected that as the relevant words increase in number in a comment, then the tool accuracy decreases. We determined that a further investigation was necessary to establish the limits of the tool.

We suspected that a comment with less than three relevant words indicates that in most cases, the single action principle is prevalent, and that comments containing more than two relevant words may possibly indicate two things.

1) The likelihood of relevant actions intermingled with irrelevant actions per single database access may be high.
2) While the order of the relevant words has been preserved, a number of irrelevant words have been deleted and such words may be necessary to distinguish the association of relevant words. A consequence of the previous discussion is that it may be difficult to attribute association of actions, and the conclusions of the tool may be inaccurate.

In order to evaluate the performance of the tool, we selected all comments, 488 in total, that contained more than two relevant words from DB2, and used the tool to evaluate the new database. The reason why DB2 was selected is that such a database was extracted from the microcode library and contained the most comments with more than two relevant words, and we considered 488 comments to constitute a reasonable sample. The results of the analysis can be found in Figs. 11 and 12 in the column denoted as DB5. The results indicate that the performance of the tool is acceptable, but is inferior to the results of the tool applied to the other databases, because the disagreement for more than 0.5 confidence is 4.50%, the accuracy (90.37%) is lower, and the deviation (2.25%) between the tool and the manual inspection has been increased. Although the comments containing more than two relevant words have obviously diminished the overall precision of the tool, the overall deterioration for DB1, DB2, DB3, and DB4, and the overall degradation was not of a great extent.

<table>
<thead>
<tr>
<th></th>
<th>DB1</th>
<th>DB2</th>
<th>DB3</th>
<th>DB4</th>
<th>DB5</th>
<th>DB6</th>
<th>DB7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tool Accuracy</td>
<td>95.48%</td>
<td>95.67%</td>
<td>94.85%</td>
<td>94.20%</td>
<td>90.37%</td>
<td>95.63%</td>
</tr>
<tr>
<td>2</td>
<td>Func. Changes Reported by Tool</td>
<td>38.78%</td>
<td>34.28%</td>
<td>38.85%</td>
<td>50.48%</td>
<td>77.66%</td>
<td>22.47%</td>
</tr>
<tr>
<td>3</td>
<td>Func. Changes Reported by Manual Eval.</td>
<td>30.55%</td>
<td>35.56%</td>
<td>38.60%</td>
<td>52.28%</td>
<td>75.41%</td>
<td>22.13%</td>
</tr>
<tr>
<td>4</td>
<td>Tool-Manual</td>
<td>0.23%</td>
<td>1.28%</td>
<td>0.25%</td>
<td>1.80%</td>
<td>2.25%</td>
<td>0.33%</td>
</tr>
</tbody>
</table>

Fig. 12. Tool vs. manual evaluation.
because of the low frequency of such comments. In particular, DB4 constituted the worst-case scenario for the experimental databases (13% of comments with three or more words), where the tool accuracy has been above 94%, suggesting that the tool will produce acceptable results.

Given that the system has been developed for a particular subject of interest operating on bookkeeping libraries, it is of interest to investigate its accuracy for other libraries that presumably have been developed for the development of another system that could be considered to have similar characteristics. More importantly, it is of interest to investigate the accuracy of the system without any changes, i.e., to use the same relevant words and their confidence values developed for the 4381 computer system, by examining such library databases for functional changes. Obviously, in experimenting with another database, a number of relevant words, such as abbreviations that are used only in the development of the new system and misspelled words that are related to the subject of interest, may be excluded. However, most of the words should remain valid, because we are interested in the same process, and the confidence attributed from one design group should be similar enough to grant a fair evaluation.

In testing the accuracy of the tool in the circumstances described above, we used the 9370 microcode library subsystem, which is similar to the 4381 library system. The analysis was conducted on two databases, DB6 with 1500 randomly selected records, and DB7 with 1000 records, also selected randomly, with the constraint of having at least one relevant word. The results of our analysis can be found in Fig. 12. The results reported in Fig. 12 indicate that the tool accuracy was slightly better, and strongly suggest that the proposed system will perform satisfactorily even without changes, implying that the tool does not require additional development effort when used in other databases with characteristics similar to the one for which it was developed.

IV. CONCLUDING REMARKS

In the previous sections, we presented a question answering system based on fuzzy logic. The tool provides the capability to assess if a database contains information pertinent to a subject of interest, and to exclude the irrelevant portion of the database. Each comment of the database is evaluated via a fuzzy evaluator that attributes a fuzzy membership value indicating its relationship to the subject of interest. An assessment is provided for the database as a whole; a decision is given indicating whether such a database is pertinent to the subject of interest; and comments that are considered as irrelevant to the subject can be discarded. Our evaluations performed on four experimental databases lead us to the following conclusions.

- Very few comments have been evaluated by the tool with a big disagreement from the manual evaluation, indicating that the tool closely respected our perception of which comments corresponded to routine accesses and which corresponded to functional errors.
- The tool is very close to the manual evaluation regarding the percentages of the database corresponding to functional changes and routine accesses. Consequently, it can be used to evaluate the pertinence of a database to a prespecified subject of interest.
- The accuracy of the tool in excluding comments not pertinent to, and in including comments pertinent to, the functional testing is extremely high, suggesting that the tool can be used as a means of exclusion of database entries not pertinent to prespecified subject of interest.

It should be noted that the reported tool accuracy possibly constitutes a worst-case scenario, because comments that will always be interpreted correctly, owing to their confidence being 0 or 1, have not been included in the accuracy evaluation. Additionally, our experiments with commented databases suggest that the proposed system can be used as a substitute for the natural language question answering system, because the fundamental assumptions for its development regarding comments in general hold true, and because comments with more than two relevant words are not sufficiently frequent to jeopardize its performance.

Finally, we establish that its applicability, assuming the same subject of interest, without modifications, is granted for databases comprising similar characteristics to the database for which the system had been previously applied, and we suggest that the system can be applied with minimum additional development effort to a variety of circumstances, provided that the fundamental assumptions for the development of the membership functions are respected in the new application.
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