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Highlights
• Enforce multi-axis machining restrictions within a topology optimization process.
• Capable of considering a large set of tool orientations.
• Particular cutting tool shapes and maximum insertion lengths can be included.
• Adds little computational effort compared to part performance analysis.
• Application example shows capability to generate optimized, machinable 3D parts.

Abstract
This paper presents a topology optimization approach that incorporates restrictions of multi-axis machining processes. A filter is defined in a density-based topology optimization setting, that transforms an input design field into a geometry that can be manufactured through machining. The formulation is developed for 5-axis processes, but also covers other multi-axis milling configurations, e.g. 2.5D milling and 4-axis machining by including the appropriate machining directions. In addition to various tool orientations, also user-specified tool length and tool shape constraints can be incorporated in the filter. The approach is demonstrated on mechanical and thermal 2D and 3D numerical example problems. The proposed machining filter allows designers to systematically explore a considerably larger range of machinable freeform designs through topology optimization than previously possible.
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1. Introduction
Design for manufacturing (DfM) is a well established paradigm in engineering design. Cost and/or performance advantages can be gained by including manufacturability considerations in the earliest stages of the design process [1]. This has motivated the present research to consider machining restrictions in topology optimization. Of all engineering optimization methods available to designers, topology optimization stands out by its ability to generate well-performing designs already at the conceptual design stage. The popular density-based approach solves a material distribution optimization problem to meet the criteria set by a designer [2]. Since its inception researchers have worked to develop techniques to consider manufacturability within topology optimization in a DfM fashion, to generate realistic and relevant results. A recent overview is given by Vatanabe et al. [3].
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The focus of this paper is on multi-axis machining. This is a widely used subtractive manufacturing technology for the production of metal parts, where the relative position and orientation of cutting tools and workpiece can be manipulated in 4 or 5 degrees of freedom. Unnecessary material is removed until the desired freeform part geometry remains. These multi-axis processes allow considerably higher geometrical complexity than 3-axis/2.5D milling, where only translations between part and tool are possible [4]. Even higher design freedom is offered by metal additive processes, e.g. selective laser melting. However, in spite of the rapid developments in additive manufacturing, there is still a significant cost gap compared to machining [5]. Multi-axis machining may form an interesting option between these alternatives, depending on part size, series, material and available cutting speeds, and part geometry. DfM-based topology optimization approaches can help designers to make a rational cost/performance trade-off between the available manufacturing technologies.

Thus far, to our knowledge, no approach for multi-axis machining-based topology optimization has been reported. Here we briefly review related efforts for 2.5D machining and other manufacturing restrictions involving similar challenges. For a more general overview of research on the broader topic of manufacturing constraints for topology optimization, the reader is referred to recent surveys [3,6,7]. Regarding the topic of feature size control, we refer to [8] and the references therein.

Specifically for 2.5D machining, Liu et al. [9] have introduced a feature-based approach embedded in a level-set framework. Using geometrical feature fitting combined with shape optimization, a set of parameterized 2.5D features was optimized into a machinable geometry. In the density-based setting, Vatanabe et al. [3] proposed a unified projection-based approach to manufacturing constraints. The paper discusses 2.5D milling, but also turning, extrusion, casting and other processes. The formulation for milling is not discussed in detail, but a variable-mapping scheme is introduced that prevents undercuts or internal holes, which could serve to implement a 2.5D milling constraint.

Other related topology optimization studies concentrate on casting or draw direction constraints, which are similar to 2.5D machining in the sense that no undercuts are allowed from a specified single direction. In a density-based setting various authors have presented casting constraints. Approaches vary from introducing constraints between adjacent densities (e.g. [10,11], and even for > 2 directions in [12]), re-parameterizations and projections involving smoothed Heaviside functions (e.g. [3,13,14]), and the use of an auxiliary steady-state heat transfer problem involving unidirectionally conductive material to detect and suppress internal voids and undercuts [15]. An earlier evolutionary approach is described in [16]. Casting constraints for level-set-based formulations were presented in [17–19]. These approaches rely on projecting the boundary velocity vectors, in the parting direction of the mold. This modifies the way the boundary can evolve, and no undercuts can develop.

In contrast to all studies mentioned above, the aim of this paper is to propose an approach to optimize parts for multi-axis machining of 3D objects. In addition to the inclusion of a multitude of tool orientations, we also consider it important for practical relevance to address two additional aspects: the fact that the cutting tool has a particular size and shape, which needs to be accounted for, and the fact that its insertion length might be bounded. Instead of introducing many constraints in the optimization problem, the restriction is achieved by a new machining filter, that adds limited computational cost to the optimization process.

The remainder of this paper is organized as follows: after defining the problem setting in more detail, Section 2 describes the formulation of the proposed filter and its various components. Numerical 2D and 3D results are presented in Section 3, followed by a bracket application example. Subsequently, Section 4 provides additional discussion, after which Section 5 concludes this paper.

2. Formulation

2.1. Problem setting and approach

Before presenting the mathematical formulation of the proposed machining filter, this subsection first outlines the conceptual idea behind it. For clarity, the concepts are illustrated in 2D, but they apply to general multidirectional machining of 3D objects. The philosophy of the proposed method is to transform any given input density field into a machinable workpiece geometry. It can be viewed as a ‘machining filter’, that restricts the solution space to machineable designs only. In its most basic form, it involves a prismatic cutting tool and a single tool orientation. We consider tools that allow cutting of the workpiece both in sideways and axial directions, such as end mill cutters. Since any cutout that can be created by sideways cutting can also be created by axial insertion, but not
vice versa, we focus the machining filter on cutting operations where the insertion direction is aligned with the tool axis (Fig. 1(a)). A realizable design is a design where the cutting tool has unrestricted access to each point of its surface. The tool must at least be able to make an unobstructed axial approach to each surface point, as in plunge milling or drilling operations. This principle is equivalent to ‘posture reachability’ as defined in [20].

Starting point is a typical density-based topology optimization setting, where a regular finite element grid is used and the density of every element controlled by an associated design variable $x_e$. For simplicity, the tool axis and insertion direction is chosen parallel to a principal mesh direction. First the most precise tool is considered, with a width equal to element edge length $h$ and with unrestricted length. This does not rule out use of larger tools to speed up final production, but for definition of the part in the conceptual design phase the finest tool is considered.

As recognized in other studies on topology optimization involving milling and casting constraints (e.g. [3, 13]), machinability means that the density field must be monotonically increasing in the insertion direction. In this way, no internal holes can exist that are inaccessible for a cutting tool. Instead of introducing constraints or new parameterizations to enforce this, we simply construct this monotonically increasing field from the input density field by the cumulative summation of element densities in the tool insertion direction, as illustrated in Fig. 1(b,c). This is a linear operation of low computational complexity. The regions that can be cut remain at low density, while elsewhere in the domain density values can exceed one. By applying a final Heaviside projection step, a machineable physical density field is obtained (Fig. 1(d)).

This cumulative summation forms the basis of the proposed machining filter and allows the consideration of multiple tool orientations without increasing the number of design variables. Fig. 2 provides a flowchart of the machining filter process, starting with an input density field $\tilde{x}$ to which a density filter $F(\tilde{x})$ [21] is applied to impose a minimum length scale on the design. To handle multiple tool orientations conveniently, the summation direction is adjusted. To this end, $m$ mappings are defined that transform the density field to a suitably rotated configuration $m^{(i)}$, before application of the cumulative summation $C$. Note that tool orientation is not treated as a continuous design variable, instead a finite set of $m$ orientations is considered. The influence of different orientation sets is studied in Section 3. Restrictions such as the cutting tool length and shape are introduced as optional extensions, denoted in Fig. 2 by operators $L$ and $E$, respectively. The accessible regions of all orientations are ultimately combined by first applying reverse mapping operations $R^{(i)}$ to transform all fields back to the original reference orientation, followed by combining all accessible regions through application of intersection operation $I$. To conclude, Heaviside projection $H$ renders a physical density field $\rho$ of the machined workpiece. Full descriptions of each of the operations shown in Fig. 2 are provided in the remainder of this section. For readability, symbols of e.g. indices are occasionally redefined and reused between the subsections.

### 2.2. Multi-directional machining restriction

To conveniently implement the cumulative summation in any direction, an affine transformation is applied to density field $\tilde{x}$ defined in reference coordinate system $xyz$, resulting in a mapped density field $m^{(i)}$ in a new
Schematic representation of the proposed multi-axis machining filter, yielding $\rho(x)$. A (filtered) design field $x$ is mapped to various machining directions for processing by mappings $M^{(i)}$. Dashed boxes represent optional operations (tool length and shape restrictions). Information from all machining directions is combined by an intersection operation $I$ in the reference domain, after reverse mapping $R^{(i)}$. By a final Heaviside projection the physical density field $\rho$ is generated.

Fig. 3. 2D representation of the transformation applied to the reference domain $\Omega$ to an embedding box-shaped domain $\Omega^{(i)}$ (a,b), aligning the machining tool insertion direction with the $x^{(i)}$-axis. The overlapping areas shown in (c) are used to define the associated mapping.

Coordinate system $x^{(i)}, y^{(i)}, z^{(i)}$, see Fig. 3 for the 2D equivalent. We choose the transformation such that the $x^{(i)}$-direction unit vector $e_1^{(i)}$ corresponds to the tool orientation and insertion direction unit vector $v^{(i)}$ defined in reference coordinates:

$$R^{(i)}v^{(i)} = e_1^{(i)} \iff v^{(i)} = R^{(i)T}e_1^{(i)}$$

with $R^{(i)}$ a suitable rotation matrix. From this equation, the first row of $R^{(i)}$ follows to be $v^{(i)T}$. The second row is an arbitrary unit vector orthogonal to $v^{(i)}$, and the third row is given by the cross product of the preceding two.
Density field \( \mathbf{x} \) is defined on, or contained in, a box-shaped domain \( \Omega \) of \( n_x \times n_y \times n_z \) elements. After rotation, the dimensions of a new box-shaped embedding domain \( \Omega^{(i)} \) are found by the transformed coordinates of the original corner points. A translation vector \( \mathbf{t}^{(i)} \) is introduced to set the origin of the embedding domain at \( \mathbf{0} \). The new domain is discretized with a mesh of equal element size, and its dimensions are increased to allow an integer number of elements in each principal direction. Each point \( \mathbf{p} \) in the reference domain can now be mapped to a corresponding point \( \mathbf{p}^{(i)} \) in the new coordinate system:

\[
\mathbf{p}^{(i)} = \mathbf{R}^{(i)T} \mathbf{p} + \mathbf{t}^{(i)}.
\]

Given the point-to-point mapping defined by Eq. (2), density field \( \mathbf{x} \) can be transformed to mapped density field \( \mathbf{m}^{(i)} \) defined on the rotated domain \( \Omega^{(i)} \). This operation is described by a linear mapping matrix \( \mathbf{M}^{(i)} \), such that

\[
\mathbf{m}^{(i)} = \mathbf{M}^{(i)} \mathbf{x},
\]

where the density fields are arranged as column vectors. Following the conventional density-based setting, densities on reference mesh \( \Omega \) define a piecewise constant density field. The coefficients \( M^{(i)}_{jk} \) of the sparse and generally nonsquare mapping matrix \( \mathbf{M}^{(i)} \) are given by volume ratios [22]:

\[
M^{(i)}_{jk} = \int_{\Omega^{(i)}} \mathbf{dV} \bigg/ \int_{\Omega^{(i)} \cap \Omega} \mathbf{dV}.
\]

Here subscripts indicate the domain of individual mesh elements within the reference or embedding domain. The different integration domains are illustrated in Fig. 3(c). For elements in the embedding domain \( \Omega^{(i)} \) that do not intersect the transformed reference domain, i.e. \( \Omega^{(i)} \cap \Omega = 0 \), by definition \( M^{(i)}_{jk} = 0 \). The integrals in Eq. (4) are evaluated through numerical integration, and this initialization process is only needed once at the start of an optimization. To map the integration point locations between the domains, Eq. (2) is used. With this, the forward mapping operation \( \mathcal{M} \) in Fig. 1 has been fully defined, and consists of a sparse matrix-vector multiplication.

### 2.3. Cutting tool length

A next step in the milling filter chain shown in Fig. 2 is to account for a maximum cutting tool length, i.e. a maximum insertion depth. With the \( x^{(i)} \)-direction being the insertion direction after the preceding mapping operation, a simplistic way to implement this is to set element densities to 1.0 from a certain \( x^{(i)} \)-coordinate. However, this assumes the domain boundary as the reference plane to measure insertion depth, which is overly restrictive. Instead, the outermost part feature (i.e. with the lowest \( x^{(i)} \)-coordinate) should be used as the reference plane. With respect to this, an end stop should be placed in the domain at the provided tool length/cutting depth \( L \). In the considered discretized setting, \( L \) is expressed in an integer number of element lengths. A schematic overview of the proposed procedure is given in Fig. 4.

To cast this idea into a continuously differentiable procedure, first maximum densities are computed of element slabs that share the same \( x^{(i)} \)-coordinate, indexed by \( p \). A KS-function [23] is used as a smooth approximate maximum operator:

\[
\tilde{m}^{(i)}_{[p]} = \frac{1}{L x^{(i)}} \ln \left( \frac{1}{n^{(i)}_{x^{(i)}}} \sum_{q=1}^{n^{(i)}_{x^{(i)}}} \sum_{r=1}^{n^{(i)}_{y^{(i)}}} e^{P_L m^{(i)}_{[p,q,r]}} \right),
\]

where \( n^{(i)}_{x^{(i)}} = n^{(i)}_{y^{(i)}} n^{(i)}_{z^{(i)}} \) is the number of elements in a slab orthogonal to the insertion direction, \( P_L \) is an aggregation factor and \( [p, q, r] \) are Cartesian indices of entries of the density field \( \mathbf{m}^{(i)} \). To prevent numerical overflow problems in combination with subsequent steps in the machining filter procedure, \( \tilde{m}^{(i)} \) is transformed by a mapping function that bounds the highest values to 1:

\[
\hat{m}^{(i)}_{[p]} = \tilde{m}^{(i)}_{[p]} e^{1 - \tilde{m}^{(i)}_{[p]}}.
\]

Finally, these bounded slab maxima are shifted by \( L \) and added to the input density field \( \mathbf{m}^{(i)} \). This creates an end stop at the correct insertion depth, because empty slabs do not give a contribution. Thus, a new density field \( I^{(i)} \) is obtained by:

\[
I^{(i)}_{[p,q,r]} = m^{(i)}_{[p,q,r]} + (p > L) \hat{m}^{(i)}_{[p-L]}, \quad p = 1 \ldots n^{(i)}_{x}, q = 1 \ldots n^{(i)}_{y}, r = 1 \ldots n^{(i)}_{z}.
\]
2D representation of the way a specified tool length \( L \) is accounted for. First the maximum density values are identified for layers orthogonal to the insertion direction, to detect the outermost feature of the design. Next, after shifting this data by \( L \) it is added to the density field to create an end stop. This defines the operation \( l = L(m) \) that accounts for tool length. Note that the first \( L \) slabs in the insertion direction are not altered. This is in agreement with the fact that any feature with a depth less than tool length \( L \) should not be affected by the tool length restriction. The operation \( L \) involves a nonlinear KS maximum and bounding function. When not strictly necessary, it is an option to omit this operation from the machining filter.

2.4. Evaluating tool access by cumulative summation

As already outlined in Section 2.1 and illustrated in Fig. 1(b,c), the density field is transformed into a machineable density field through cumulative summation. This step forms the heart of the proposed machining filter, and is denoted by operation \( C(i) \) in Fig. 2. The input density field can be either \( l(i) \) or \( m(i) \), depending on whether a tool length restriction is considered. In the formulation given here input field \( m(i) \) is assumed. The output density field \( c(i) \) is created by cumulative summation in the insertion direction (\( x(i) \)-direction):

\[
\begin{align*}
    c_{[p, q, r]}^{(i)} &= m_{[p, q, r]}^{(i)}, & q = 1 \ldots n_y^{(i)}, r = 1 \ldots n_z^{(i)}, \\
    c_{[p, q, r]}^{(i)} &= c_{[p-1, q, r]}^{(i)} + m_{[p, q, r]}^{(i)}, & p = 2 \ldots n_x^{(i)}, q = 1 \ldots n_y^{(i)}, r = 1 \ldots n_z^{(i)}.
\end{align*}
\]

This is a linear operation, and can therefore also be written as:

\[
c^{(i)} = C^{(i)} m^{(i)}
\]

with \( C^{(i)} \) a suitably constructed sparse matrix reflecting Eq. (8), and the density fields in vector form. Note that the resulting field \( c^{(i)} \) can contain values larger than one. This is not a problem for the remaining operations, and in the final step the field will be transformed to physical density values in the [0, 1]-range through Heaviside projection.

2.5. Cutting tool shape

A next optional step is to account for a particular tool shape. Consistent with typical machining operations involving fast spinning cutting tools, we consider tools to be in effect axisymmetric, characterized by a single diameter or multiple diameters and segment lengths in case of a stepped tool geometry. Instead of the actual tool geometry, the geometry of the hole created in the workpiece when the tool is inserted axially is considered relevant for design. This is the effective tool envelope (Fig. 6(a)), which is taken as the tool shape in the following. In
Fig. 5. 2D illustration indicating the need to expand tool-facing border densities of the mapped reference domain in the direction from which the tool is inserted.

Fig. 6. 2D representation of the way a certain tool shape is accounted for. (a) Definition of tool envelope. (b) Definition of frontal areas and tooltip detection pattern used in the erode operation. (c) Illustration of the effect of the toolshape-based erode operation on density field $\tilde{c}$. For one eroded density the dependence on other members of the pattern is indicated by arrows.

the discretized design domain, the tool shape is assumed to be defined in terms of integer element units, and a corresponding radial expansion of the holes defined in the preceding steps will be performed.

Imposing the cutting tool shape on the workpiece is performed in two steps. First, it is necessary to expand the densities on the border of the mapped reference domain facing the tool tip in the direction from which the tool is inserted, i.e. upstream. As illustrated in Fig. 5(a), without this expansion step void regions of the embedding domain may cut into the workpiece by radial tool expansion. This would result in uncontrollable cutting of the boundary regions of the part, since the optimizer cannot control the densities in the embedding domain outside the mapped reference domain. By expanding the border densities into the embedding domain, this undesired effect is prevented, as illustrated in Fig. 5(b). The expansion step is defined as:

$$
\begin{align*}
\tilde{c}^{(i)}_{[p,q,r]} &= c^{(i)}_{\hat{p},[q,r]} & 1 \leq p < \hat{p}, \\
\tilde{c}^{(i)}_{[p,q,r]} &= c^{(i)}_{[p,q,r]} & \text{otherwise}
\end{align*}
$$

(10)

Here $\hat{p}$ is the index of the first density belonging to the mapped reference domain, in tool insertion direction $x^{(i)}$. This linear expansion operation can be written as $\tilde{c}^{(i)} = E^{(i)} c^{(i)}$, with sparse linear operator $E^{(i)}$. This forms the first step of the process to account for the cutting tool shape.

The second step performs the radial tool expansion. The void regions present in the expanded input density field $\tilde{c}$ must be realized by machining. Features that may block tool access into these regions should be removed. One way to approach this operation, is to consider each void element as a tool tip position and project the tool shape as a void region to other parts of the domain. This involves a large amount of design variables. A leaner way to effectively define the same operation, is to only project the frontal areas of the tool as void regions (see Fig. 6(b)). This is possible because after the cumulative summation (Section 2.4), the density field is monotonically increasing
in the insertion direction. When the element at the tool tip position is void, the other frontal elements need to be void as well to ensure tool access. By sweeping through the mesh, this linear operation will still cover the full tool shape.

To implement this concept, a suitable approach is to use a smooth minimum. This operation can be used to set an element density to void when one or several element densities of a considered set or pattern are void. The classical erode filter [24] does this for a set of densities located within a certain distance of an element, but the same principle can be applied to other patterns. In the present case, the controlling element is the tool tip. The relevant set is therefore found by considering all potential tool tip positions for which a given element is one of the frontal elements. This results in a pattern that corresponds to the frontal areas of the tool, mirrored in the plane normal to the tool axis (Fig. 6(b)). Using this ‘tip detection’ pattern combined with a KS-based smooth minimum, in a ‘patterned erosion’ operation the tool shape can be applied to the workpiece. All regions that are void in the density field \( \tilde{\epsilon} \) will remain void, while additional void regions are created where needed to ensure tool access, as illustrated in Fig. 6(c). This operation is given by:

\[
e^{(i)}_{[p,q,r]} = \frac{1}{P_E} \ln \left( \frac{1}{n_E} \sum_{j=1}^{n_E} e^{P_E e^{(i)}_{[p+dp,j+dq,r+dr]}} \right), \quad p = 1 \ldots n_x^{(i)}, \quad q = 1 \ldots n_y^{(i)}, \quad r = 1 \ldots n_z^{(i)},
\]

where \( n_E \) is the number of elements in the tool tip detection pattern, defined by relative element offsets \( dp, dq \) and \( dr \), with the tool tip having offset 0. \( P_E < 0 \) is the KS aggregation parameter. This operation is applied to all elements in the domain in order to ensure full tool access, with adequate offset selection or ghost layers to handle boundary regions. The complete tool shape operation consisting of the expansion and erosion step is denoted \( P \). A differentiable intersection operation can be implemented by taking the elementwise smooth minimum over all fields. For this, again a KS-function is used:

\[
e^{(i)} = \text{KS}(e^{(1)} e^{(2)} \ldots e^{(m)}), \quad i = 1 \ldots n
\]

where \( m \) is the number of tool orientations, \( j \) a certain element index in the reference domain, and \( P_I < 0 \) as the KS aggregation parameter.

2.6. Physical workpiece extraction

To complete the machining filter, the density fields obtained for multiple tool orientations must be combined into a single field, and subsequently density values must be restricted to a physical range. These operations are performed in three steps (Fig. 2):

1. Reverse mapping of density fields \( e^{(i)} \) to the reference mesh. This operation is analogous to the forward mapping, but with the roles of the source and target meshes reversed. For the formulation we refer to Section 2.2. This results in \( r^{(i)} = R^{(i)}(e^{(i)}) = R^{(i)} e^{(i)}, \) i.e. a linear operation involving sparse mapping matrix \( R^{(i)} \). Note that in this definition input fields \( e^{(i)} \) are assumed. In case the optional tool shape erosion procedure is applied, \( e^{(i)} \) is used instead.

2. Intersection of all density fields on the reference mesh. Each density field contains void regions cut by the tool in a specific orientation. By taking the intersection, all cut regions are combined into those of the actual machined workpiece: \( i = r^{(1)} \cap r^{(2)} \ldots \cap r^{(m)} = I (r^{(1)}, \ldots, r^{(m)}) \). A differentiable intersection operation can be implemented by taking the elementwise smooth minimum over all fields. For this, again a KS-function is used:

\[
i_j = \frac{1}{P_I} \ln \left( \frac{1}{m} \sum_{i=1}^{m} e^{P_I r^{(i)}_{ij}} \right), \quad j = 1 \ldots n
\]

with \( m \) the number of tool orientations, \( j \) a certain element index in the reference domain, and \( P_I < 0 \) as the KS aggregation parameter.

3. Heaviside projection to map entries of \( i \) into the physical density range \([0, 1]\), yielding the final density field \( \rho = H(i) \). For this step the well known smooth Heaviside function is used [25]:

\[
\rho_j = \frac{\tanh(\beta \eta) + \tanh(\beta(l_j - \eta))}{\tanh(\beta \eta) + \tanh(\beta(1 - \eta))},
\]

with \( \beta \) controlling the steepness of the smooth Heaviside. In this paper we fix the parameter \( \eta \) to 0.5.

This final procedure concludes the machining filter definition. Note that in its basic form, without the optional tool length and tool shape operations, all steps up to the intersection \( I \) are linear operations, and can be represented by a single linear operator \( F M^{(i)} R^{(i)} \). Both tool geometry operations and the final intersection involve KS functions over subsets of element densities, and the concluding Heaviside projection also is nonlinear.
2.7. Sensitivity analysis

Given a response \( f(\rho) \) and its sensitivity with respect to the physical densities \( \partial f / \partial \rho \), it follows from the definition of the full machining filter that:

\[
\frac{\partial f}{\partial x_j} = \frac{\partial f}{\partial \rho_a} \frac{\partial \rho_a}{\partial x_j} = \frac{\partial f}{\partial \rho_a} \frac{\partial \rho_a}{\partial i_{1\beta}} \left( \sum_{i=1}^{m} \frac{\partial i_{1\beta}}{\partial r_{1y}} \frac{\partial r_{1y}}{\partial \hat{x}_{\theta}} \right) \frac{\partial \hat{x}_{\theta}}{\partial x_j}, \quad \text{with} \quad \frac{\partial r_{1y}}{\partial \hat{x}_{\theta}} = \frac{\partial r_{1y}}{\partial e_{1\delta}} \frac{\partial e_{1\delta}}{\partial c_{1\epsilon}} \frac{\partial c_{1\epsilon}}{\partial \hat{l}_{1\zeta}} \frac{\partial \hat{l}_{1\zeta}}{\partial m_{1\eta}} \frac{\partial m_{1\eta}}{\partial \hat{x}_{\theta}}
\]

(14)

where Einstein summation applies to all repeated subscripts. Instead of forming all Jacobians in Eq. (14) and multiplying them to create the full Jacobian \( d\rho / dx \), it is more efficient to transform the provided sensitivity \( \partial f / \partial \rho_a \) step by step through all the operations, from left to right. This only requires matrix–vector multiplications instead of matrix–matrix multiplications. This transformation of the sensitivity follows the reversed order through the machining filter steps. The Jacobians of the density filter, both mappings, the cumulative summation and the axial tool shape expansion step are given directly by the involved sparse linear operators, i.e.

\[
\frac{d\hat{x}}{dx} = F, \quad \frac{dm^{(i)}}{d\hat{x}} = M^{(i)}, \quad \frac{dr^{(i)}}{d\hat{e}^{(i)}} = R^{(i)}, \quad \frac{dc^{(i)}}{dm^{(i)}} = C^{(i)}, \quad \frac{d\hat{c}}{de^{(i)}} = E.
\]

The final Heaviside projection \( \mathcal{H} \) is an elementwise operation, thus its Jacobian is a diagonal matrix with the following entries:

\[
\frac{\partial \rho_a}{\partial i_{1\beta}} = \beta \left( 1 - \text{tanh}^2(\beta(i_{1\beta} - \eta)) \right) / \text{tanh}(\beta\eta) + \text{tanh}(\beta(1 - \eta)).
\]

(16)

This leaves the Jacobians of the nonlinear intersection, tool shape erosion and tool length operations. These are all defined using KS aggregation functions, with different inputs: the intersection combines elementwise values from different tool orientation fields, the tool shape erosion involves entries within the tool tip detection pattern, and the tool length operation combines densities of entire slabs orthogonal to the insertion direction. To cover all these operations, Eq. (17) introduces a generic KS function for a general input set:

\[
t_i = K S(s) = \frac{1}{P} \ln \left( \frac{1}{|S_i|} \sum_{s_k \in S_i} e^{P s_k} \right),
\]

(17)

where \(|S_i|\) denotes the number of entries of the index set \( S_i \). The corresponding Jacobian terms are:

\[
\frac{\partial t_i}{\partial s_j} = \frac{e^{P s_j}}{\sum_{s_k \in S_i} e^{P s_k}}.
\]

(18)

From this, the Jacobians \( \partial t / \partial r^{(i)} \), \( \partial e^{(i)} / \partial \hat{e}^{(i)} \) and \( \partial \hat{m}^{(i)} / \partial m^{(i)} \) follow directly by applying the respective index sets \( S_i \) and aggregation parameter \( P \). The obtained smooth maxima in the tool length operation \( L \) are subsequently transformed by Eq. (6) and added to all elements in layers shifted in the insertion direction (Eq. (7)). Consequently, the sensitivities become:

\[
\frac{\partial l_{[p,q,r]}}{\partial m_{[p,t,u]}^{(i)}} = \delta_{p,t} \delta_{q,u} \frac{\partial r_u}{\partial r_a} + (p \leq n_s^{(i)} - L) \frac{\partial m_{[p+L]}^{(i)}}{\partial m_{[p,t,u]}^{(i)}} \quad \text{with} \quad \frac{\partial m_{[p]}^{(i)}}{\partial m^{(i)}} = \left( 1 - \hat{m}_{[p]}^{(i)} \right) e^{1-n_{[p]}^{(i)}} \frac{\partial \hat{m}_{[p]}^{(i)}}{\partial m^{(i)}},
\]

(19)

where the term \( (p \leq n_s^{(i)} - L) \) indicates that the following derivative is only present for layers from which information was shifted downstream. Finally, KS aggregation can be prone to numerical overflow. This is avoided by transforming all inputs of KS functions to \( \hat{s} = \ln(s) \) when \( s > 1 \), and accounting for the corresponding derivatives \( d\hat{s}/ds = 1/s \).

3. Numerical results

3.1. Test problems and settings

As the focus of this paper is on the proposed multidirectional machining filter, well-known mechanical and thermal compliance minimization problems are used as test problems. For additional detail on these problems,
Fig. 7. (a) Mechanical cantilever beam problem, clamped at the $x = 0$-plane with a distributed line load with resultant $F$ of total unit magnitude applied at the free end. (b) Thermal block problem, with zero temperature boundary condition on a centered box 10 times smaller than the domain, subjected to a body heat load $q$ of total unit magnitude. (c) GE engine bracket design domain [27], 3D only. For 2D versions of (a,b), all loads and boundary conditions are projected on the $x$, $y$-plane.

reference is made to [2]. Both optimization problems can be stated as:

$$\min_{x} C = f^T u(\rho)$$

s.t. $V(\rho)/V_{\text{max}} - 1 \leq 0$,

$$K(\rho)u(\rho) = f,$$

$0 \leq x \leq 1.$

(20)

Here $K$, $u$ and $f$ denote the finite element system stiffness (or conductivity) matrix, displacement (or temperature) vector and mechanical (thermal) load vector, respectively. The Young’s modulus and conductivity of solid material are set to unity. $V$ and $V_{\text{max}}$ are the actual and allowed volume of the machined part relative to the design domain. Density field $\rho$ is constructed by application of the machining filter introduced in Section 2 to design variable field $x$. SIMP material interpolation (see e.g. [2]) is applied to the physical densities with penalization exponent $p$, while maintaining lower bounds $E_{\text{min}}$ and $C_{\text{min}}$ on the respective material properties at $\rho = 0$. The sensitivity of the objective with respect to the physical density field $\rho$ is given by:

$$\frac{\partial C}{\partial \rho_{i}} = -u^T \frac{\partial K}{\partial \rho_{i}} u.$$

(21)

This sensitivity is subsequently transformed to $\partial C/\partial x_i$ following the procedure described in Section 2.7.

The following subsections present 2D and 3D results for both problems. The 2D setting is better suited to verify particular aspects of the machining filter, while the 3D setting allows the demonstration of the effectiveness of the approach in a practical application setting, and for the consideration of problems inspired on actual 5-axis milling. In both the 2D and 3D test cases similar load scenarios and boundary conditions are considered: the mechanical problem involves a typical cantilever beam design case (Fig. 7(a)), and for the thermal problem the domain is subjected to a incoming body heat flux, with a fixed-temperature heat sink defined at the center (Fig. 7(b)). This problem tends to form branching structures that fill the available domain, where the effect of tool shape and orientation is clearly recognizable. A 3D application case is presented in Section 3.4, inspired on the GE engine bracket design problem (Fig. 7(c)).

All optimizations are performed using the MMA algorithm [28], with default settings except for the ASY_INIT parameter, which has been reduced from 0.5 to 0.1. This limits design changes at the start, which is helpful in view of the nonlinearity added by the filter. MMA is sensitive to scaling, therefore in the first iteration a normalization constant is determined to set the initial objective to 10.0. When the objective value drops below 0.1 during the optimization process, the normalization constant is decreased by a factor 10. For simplicity, all design variables are set to relative volume fraction $V_{\text{max}}$ initially. This results in fully solid initial physical densities nearly everywhere, similar to the blank before machining. The optimization process is terminated when the relative change in objective value in subsequent feasible iterations drops below $10^{-4}$, with a maximum of 100 iterations. The machining filter is

---

1 Note that remarkably, Yan et al. [26] have recently proven that the typical branching structures found for this problem are in fact local optima, and optimal designs feature lamellar or needle-like structures instead.
Table 1
Problem parameter values used in the numerical experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mechanical</th>
<th>Thermal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2D beam</td>
<td>3D beam</td>
</tr>
<tr>
<td>$E_{\text{min}}$ or $C_{\text{min}}$</td>
<td>$10^{-9}$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Domain ($n_x \times n_y \times n_z$)</td>
<td>$200 \times 100 \times 1$</td>
<td>$100 \times 50 \times 50$</td>
</tr>
<tr>
<td>Volume fraction $V_{\text{max}}$</td>
<td>0.5</td>
<td>0.3</td>
</tr>
<tr>
<td>Density filter radius $r_{\text{min}}$</td>
<td>3.0</td>
<td>1.5</td>
</tr>
<tr>
<td>KS-parameter $P_L$</td>
<td>8.0 or 12.0</td>
<td>8.0</td>
</tr>
<tr>
<td>KS-parameter $P_E$</td>
<td>$-8.0$ or $-12.0$</td>
<td>$-8.0$</td>
</tr>
<tr>
<td>Heaviside $\beta$</td>
<td>4.0 or 8.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 2
Normalized compliances ($C/C_{\text{ref}}$) and iteration data of all test cases, with figure references. The top row cases are the unrestricted reference designs, except for Fig. 25 results (3D Mechanical), for which case 25(a) is the reference.

<table>
<thead>
<tr>
<th>2D Mechanical</th>
<th>2D Thermal</th>
<th>3D Mechanical</th>
<th>3D Thermal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig.</td>
<td>$C/C_{\text{ref}}$</td>
<td>It.</td>
<td>Fig.</td>
</tr>
<tr>
<td>8(a)</td>
<td>1.0</td>
<td>48</td>
<td>9(a)</td>
</tr>
<tr>
<td>8(b)</td>
<td>2.4</td>
<td>63</td>
<td>9(b)</td>
</tr>
<tr>
<td>8(c)</td>
<td>3.0</td>
<td>67</td>
<td>9(c)</td>
</tr>
<tr>
<td>8(d)</td>
<td>1.1</td>
<td>43</td>
<td>9(d)</td>
</tr>
<tr>
<td>8(e)</td>
<td>3.8</td>
<td>100</td>
<td>12(a)</td>
</tr>
<tr>
<td>8(f)</td>
<td>2.8</td>
<td>50</td>
<td>12(b)</td>
</tr>
<tr>
<td>11(a)</td>
<td>3.1</td>
<td>86</td>
<td>12(c)</td>
</tr>
<tr>
<td>11(b)</td>
<td>1.2</td>
<td>100</td>
<td>12(d)</td>
</tr>
<tr>
<td>11(c)</td>
<td>1.5</td>
<td>78</td>
<td>14(a)</td>
</tr>
<tr>
<td>13(d)</td>
<td>1.6</td>
<td>95</td>
<td>14(b)</td>
</tr>
<tr>
<td>13(e)</td>
<td>1.6</td>
<td>88</td>
<td>14(c)</td>
</tr>
<tr>
<td>13(f)</td>
<td>1.7</td>
<td>52</td>
<td>14(d)</td>
</tr>
<tr>
<td>13(g)</td>
<td>1.5</td>
<td>100</td>
<td>14(e)</td>
</tr>
<tr>
<td>13(h)</td>
<td>1.6</td>
<td>98</td>
<td>14(f)</td>
</tr>
<tr>
<td>13(i)</td>
<td>1.5</td>
<td>97</td>
<td></td>
</tr>
</tbody>
</table>

evaluated on the designs it generates within these limits. Nominal settings for various problem parameters listed in Table 1 are used, unless mentioned otherwise. The finite element modeling involved standard isoparametric 4-node quadrilateral elements with bilinear shape functions in 2D, and 8-node hexahedral elements with trilinear shape functions in 3D. All elements have edge length $h = 1.0$. In the 2D mechanical case, a plane stress setting is used.

3.2. Machining-based topology optimization tests: 2D

The following subsections report 2D test results that illustrate various aspects of the proposed machining filter. To demonstrate the different components of the filter separately, initially no tool length or shape restriction is applied, i.e. features can be cut as small as the mesh resolution allows (element size $h$). From Section 3.2.3 onward, dimensions of cutting tools are also considered. Presented results show the physical densities $\rho$ as obtained, no post-processing has been applied. Only the most pertinent numerical findings are discussed here, the complete iteration and objective data for all cases is listed in Table 2.

3.2.1. Single tool orientation
This first set of tests involves mappings $M$ and $R$, as well as the cumulative summation $C$. Fig. 8 shows the reference design for the cantilever case (a), together with 5 single-orientation results. Schematic indicators in blue show the considered tool orientations. The $0^\circ$ orientation denotes an insertion direction in the negative $x$-axis,
i.e. from the right. Other orientations follow by counterclockwise rotation. Cases took between approximately 40 and 70 iterations, except the 180°-case which used all allowed iterations. The reference solution is not manufacturable when considering only machining operations in the x, y-plane, and certainly not when only using a single tool orientation. The results clearly show that the unidirectional machining restriction strongly limits design freedom, which also has an impact on the structural performance. The 160°-case (Fig. 8(d)) falls within 10% of the reference design performance, but the other designs are considerably more compliant, by factors ranging from 2.4 to 3.8× (Table 2). The obtained designs also clearly illustrate that the machining filter is effective in enforcing the intended restriction for any chosen direction.

Results for the single-orientation thermal problem are shown in Fig. 9(b,c,d), together with the unrestricted reference solution (a). Also here the reference design is not manufacturable, as large parts of the structural boundary cannot be accessed from outside by a straight cutting tool. The designs obtained with machining filter exhibit distributed structures of conductive material that conduct the incoming heat from the entire domain to the central heat sink, within the limits of manufacturability. Performance is 40 to 60% worse compared to the reference design. Relatively strong penalization must be applied for this problem, otherwise the optimization process will yield compromise solutions using intermediate densities. The machining filter is not a means to suppress gray designs, and in Fig. 9(c) this is illustrated by a thin line of gray in the left upper corner. This design was obtained after the full 100 iterations, it is possible that the gray feature would have disappeared upon additional iterations. Note also that the 45°-case (Fig. 9(d)) is symmetric in domain, loading and boundary conditions, but the optimized result is not symmetric. This is likely caused by small round-off errors, that can break the symmetry of the process at some point of the optimization. When there is no clear performance benefit of a symmetric design over an asymmetric one, the design can develop asymmetric features. If a symmetric design is desired, it can always be enforced by e.g. a different design parametrization.

Fig. 10 shows several intermediate fields of the design depicted in Fig. 9(d). The input field \( \tilde{x} \) is rotated to the relevant orientation, producing mapped field \( m \). Note that the domain has expanded by this operation. Subsequent cumulative summation produces \( c \), which contains values approaching 90 in this case. Because of the wide range of values, the structural boundary (near value 1) is more difficult to distinguish visually. Mapping this field back to the original orientation yields \( r \), and after Heaviside projection Fig. 9(d) is obtained.

### 3.2.2. Multiple tool orientations

In the following test problems different tool orientations are combined, which also involves intersection \( I \). Fig. 11(a,b,c) show mechanical designs obtained for 2, 3 and 4 orientations. Case (a) combines 0 and -90° directions, which gives an increased design freedom over the 0°-case considered in Fig. 8(b). Still, the performance with multiple directions is worse than the single-direction case (3.1 vs. 2.4× the reference compliance, respectively), which indicates that an inferior local optimum has been found. Improvements are reached when adding a third direction of 180° (case (b)), to a compliance of only 20% beyond the reference. In Fig. 11(c) the restriction imposed
by the selected directions can be recognized by the triangular shape on the left. The central region cannot be machined without removing material at the supports, which results in this compromise. In Fig. 11(d,e,f) the three single-orientation density fields \( r^{(i)} \) from Fig. 11(b) are depicted. Their intersection forms the final design.

In the thermal case the orientations are more readily visible in the final designs, as the problem promotes structures to fill the domain as much as possible. Fig. 12 shows designs obtained for 2, 4, 12 and 37 directions. Note again that, certainly in fine-scale structures, symmetry is not preserved. Design (b) shows various disconnected
pieces, caused by crossing toolpaths. In this thermal problem, disconnected conductive regions can be realized as the white regions are considered to consist of a substrate with low conductivity. In optimized designs, however, usually connected structures are observed. The machining restriction in this case forces the optimization process towards a different solution, and does not inherently disallow disconnected regions. All multi-direction cases improve in performance compared to their single-orientation counterparts, with cases (c) and (d) even achieving objective values within 10% of the reference (Fig. 9(a)), using less than the allowed 100 iterations. Thus combining many tool orientations through intersection proves effective.

3.2.3. Accounting for tool shape and length

Finally, we include tool shape (operator $E$) and tool length (operator $L$). Cutting tools with flat, conic and stepped tips are considered as shown in Fig. 13(a,b,c). All tools are $15h$ wide. For the mechanical tests, the 4-orientation case of Fig. 11(c) is used since it most clearly shows the tool outline. The designs in Fig. 13(d,e,f) were generated using the same parameter set as in the preceding cases without tool shape. Although the designs can be easily interpreted, there is a zone of intermediate density present at the structural boundary. The tool shape is imposed on the density field using KS-based erosion (Eq. (11)), and the crispness of the result depends on the applied KS-parameter $P_E$. When crisper designs are desired, this can be achieved by increasing parameters that
promote black–white designs: the KS aggregation parameters, but also the SIMP penalization exponent $p$ and the Heaviside steepness parameter $\beta$. Using an increased parameter set (see Table 1, 2D mechanical) the designs shown in Fig. 13(g,h,i) were obtained. In general it is recommended to raise parameters when stacking more nonlinear aggregation operations and when increasing the number of aggregated quantities (tool shape definition entries, orientations). However, raising parameters values likely makes convergence harder as it increases the nonlinearity the filter adds to the problem, and should therefore be applied in moderation. In this case, all designs with the default parameter set converged faster than those using the increased parameters. Consistent with the fact that the region affected by the tool shape variations is relatively small, the performance of the obtained designs is comparable or slightly inferior to the case in Fig. 11(c) which used the highest cutting tool resolution (no tool shape). Being able to produce crisper density distributions, the designs with higher parameter values (Fig. 13(g,h,i)) are less affected by SIMP penalization and perform slightly better than their counterparts using the default parameter set.

The same three tool shapes are also employed in the thermal case, and Fig. 14(a,b,c) shows the obtained results. Also here, the increased parameter values listed in Table 1(2D thermal) are used. These parameters are higher than in the mechanical case, to counteract the tendency of this thermal problem to form compromise solutions consisting of intermediate densities, which the optimizer may favor over the coarser features enforced by the tool shape constraint. The tool shapes are clearly recognizable in the obtained designs, confirming again that arbitrary tool shapes are effectively introduced.

Finally, the conic tool shape is combined with a finite tool length, resulting in the designs in Fig. 14(d,e,f). The tool length is varied from 50 to 25 element lengths $h$, and also two different volume fractions are considered. Optimizations converged in approximately 90, 70 and 60 iterations. The resulting designs indeed show the intended feature that tool length leads to a maximum insertion length measured from the outermost part feature present in the considered tool insertion direction, instead of measuring from the design domain boundary. This is most apparent in Fig. 14(f), where the tool length clearly limits the length of the ‘spikes’ connected to the core part. The introduced design and volume restrictions strongly affect part performance, with Fig. 14(d–f) reaching only 79, 33 and 15% of the performance of case Fig. 14(b).
Intermediate fields corresponding to Fig. 14(f) are depicted in Fig. 15. The input field $\tilde{x}$ is common to all orientations, but the subsequent fields are orientation-specific (although with the near-symmetric design most appear similar). Next to the multiple orientations, another difference with Fig. 10 is that now the tool length and shape operators are active, which results in additional intermediate fields. Fields $l^{(i)}$ all contain a horizontal line, created by the tool length operation: this projects the desired end stop at a depth $L$ measured from the outermost structural feature. In this case, a cutting depth (i.e. tool length) of $25h$ is used, which is close to 10% of the edge length of the plotted domain. The line is swept downward in the cumulative summation step (fields $c^{(i)}$). The conic tool shape is imposed by a structured erosion, resulting in the fields $e^{(i)}$. The effect of the border expansion as described in Section 2.5 can also be recognized near the edges. Note that the structural boundary, as before, is difficult to distinguish visually due to the extended data range. Finally, fields are reoriented to the original orientation, and after taking the intersection and applying Heaviside projection, the density field shown in Fig. 14(f) is obtained.

### 3.3. Machining-based topology optimization tests: 3D

Having confirmed the functionality of the various components of the proposed machining filter in 2D, this subsection focuses on verifying and exploring its effect in a 3D setting. The topology optimization process generates a 3D density field. This has been post-processed by extracting an isosurface at 50% density level, which is subsequently depicted. No other operations (e.g. smoothing) have been applied. Designs are visualized in various views, but to fully convey all geometrical features the corresponding electronic files in U3D format are also provided.
with this manuscript. Note that due to the isosurface extraction process, the volumes of the U3D models will generally not exactly meet the target volume $V_{\text{max}}$.

3.3.1. Single tool orientation - 2.5D milling

To allow assessment of the individual machining filter components, similar to the 2D study we start by considering a single-direction machining operation. In 3D, this can be seen as a 2.5D milling operation, and also as a casting constraint, treated by several earlier studies (e.g. [3,13]). The proposed formulation reduces to this setting when only a single direction is used. For the mechanical case, we combine this with a flat-tipped cutting tool with a 7$h$ diameter (denoted F7). Fig. 16 presents cantilever beam designs obtained in two different single-orientation machining cases (b,c), together with a reference design generated using conventional, unrestricted topology optimization (a). This reference design is not manufacturable through machining, as it contains a hollow chamber in the frontal region with inaccessible surfaces. The 2.5D-machinable cantilevers have very different optimized geometries compared to the reference case, but in terms of compliance the designs are remarkably competitive with only about 5 and 12% higher compliance, respectively, while converging significantly faster. Rounded inside corners can be recognized caused by the applied tool diameter (most apparent in the U3D models). Note also that Fig. 16(c) resembles the 2D reference design, Fig. 8(a).

Results of single-orientation machining optimization for the thermal case are shown in Fig. 17. Here, Fig. 17(a) shows the reference design without machining restriction, featuring a complex and detailed geometrical structure that cannot be realized by machining. Fig. 17(b) shows the result obtained for a single machining direction, with a 5$h$-diameter flat-tipped cutting tool (denoted F5) and no restrictions on tool length. The same case with a stepped
tool (5h-diameter flat tip of length 4h, on a 9h-diameter shaft, denoted S5-9) is given in Fig. 17(c), where the imprint of the stepped tool tip can be recognized in the resulting design. The restrictions have a strong impact on performance, case (b) and (c) are a factor 6.4 and 9.4 × worse than the reference design. The heat sink is positioned in the center of the cube-shaped design domain, and for good heat conduction material must be present there. With a single machining direction, consequently below the center a solid block of material remains, which leaves less material for other regions. The fact that the heat load is distributed throughout the entire domain makes that any open region has a detrimental effect on the objective, and combined these two aspects result in the observed strong decrease in performance. Hence, for this problem in particular, the 2.5D machining setting comes with a high performance penalty.

3.3.2. Multiple tool orientations — 5-axis machining

Subsequently the set of orientations is extended, to represent a multi-axis milling scenario. While any orientation can be represented in the machining filter, here we consider situations where the part is mounted on a plane, and tools can approach the part axially from directions contained in a hemispherical domain. Three sets of multiple directions are used, depicted in Fig. 18 and defined as follows. The coarsest set consists of 5 orthogonal (unit) directions within the hemisphere, aligned with the domain axes. The middle set has 17 directions, obtained by adding averages of each pair of neighboring directions of the coarse set (8) and each triplet of neighboring directions of the coarse set,
is approached much better by these multi-axis milling designs, with the difference ranging from a factor 1.2 to
some in less than 50 (Fig. 21a,c). Compared to the 2.5D-milling case, the performance of the reference design
in some cases clearly broken (most apparent in Fig. 22(b)). All cases converged within the allowed 100 iterations,
obtained design. While a certain degree of symmetry can be observed, similar to the 2D cases it is not perfect and
on the designs is stronger than in the cantilever cases, and also the size of the employed tool clearly affects the
designs for the flat tool (F5), Fig. 22 for the stepped tool (S5–9). The influence of an increased number of directions
introduced above. Given the symmetry only a single clamping plane scenario is used. Fig. 21 shows the generated
designs, so the amount of directions in the tool orientation set is not very influential for this problem.

The same tool orientation sets are considered in the thermal case, combined with the flat and stepped tool shapes
Figs. 19 and 20 show cantilever designs obtained for each of these three sets, for the mounting surface taken
as the base plane (y = 0) and a side plane (z = 0), respectively. The machining directions are indicated for each
case on a hemisphere in the leftmost figure. Different topologies are seen in Fig. 19(a,b,c), while the designs in
the coarsest orientation set. Apparently the results of the extended sets (Fig. 19(b,c)) are inferior local optima, as
Fig. 20 show only subtle differences. The best design is the ‘three-plate concept’ shown in Fig. 19(a), obtained for
the intersection operation, $P_I$ (see also Section 3.2.3). However, in general there is no consistent trend between
performance and number of directions, and the influence of local minima cannot be excluded.

The final 3D test cases concern the influence of tool length, in addition to tool shape and multiple directions. The
middle direction set with 17 orientations is used, with the workpiece clamped at its base. In the mechanical cases,
the flat-tipped tool (F7) used also in the preceding examples, is restricted to lengths of $40h$ and $30h$, respectively.

yielding another 4 ‘diagonal’ directions. The finest set considered here has 29 directions in the hemisphere, where
12 directions are added to the middle set by averaging the 4 diagonal directions with each of the three associated
orthogonal directions. All vectors contained in the three direction sets are listed in Table 3 at the end of this paper.

Figs. 19 and 20 show cantilever designs obtained for each of these three sets, for the mounting surface taken
as the base plane ($y = 0$) and a side plane ($z = 0$), respectively. The machining directions are indicated for each
case on a hemisphere in the leftmost figure. Different topologies are seen in Fig. 19(a,b,c), while the designs in
the coarsest orientation set. Apparently the results of the extended sets (Fig. 19(b,c)) are inferior local optima, as
Fig. 20 show only subtle differences. The best design is the ‘three-plate concept’ shown in Fig. 19(a), obtained for

Table 3

<table>
<thead>
<tr>
<th>Coarse set</th>
<th>Middle set additions</th>
<th>Finest set additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>x y z</td>
<td>x y z</td>
<td>x y z</td>
</tr>
<tr>
<td>1 0 0</td>
<td>$1/\sqrt{3}$ 0</td>
<td>$1/\sqrt{3}$ 0</td>
</tr>
<tr>
<td>-1 0 0</td>
<td>$-1/\sqrt{3}$ 0</td>
<td>$-1/\sqrt{3}$ 0</td>
</tr>
<tr>
<td>0 0 1</td>
<td>$-1/\sqrt{3}$ 0</td>
<td>$-1/\sqrt{3}$ 0</td>
</tr>
<tr>
<td>0 0 -1</td>
<td>$1/\sqrt{3}$ -1</td>
<td>$1/\sqrt{3}$ -1</td>
</tr>
<tr>
<td>0 -1 0</td>
<td>$-1/\sqrt{3}$ -1</td>
<td>$-1/\sqrt{3}$ -1</td>
</tr>
</tbody>
</table>

For readability, $\zeta = 1 + \sqrt{3}$ and $\chi = \sqrt{2 + \zeta^2}$.
Results are shown in Fig. 23. Clearly the limited tool length forms a more stringent restriction of the design space, although some likeness to the previous cantilever designs is present in the obtained geometries. As the tool is too short to cut to a sufficient depth from the top, access from the side is also needed, which results in design modifications. The difference from the reference design performance increases from 5% to 18 and 22%, for the longer and shorter tool case.

In the thermal case, the stepped tool (S5–9) is used with lengths of 30$h$ and 20$h$, and results are depicted in Fig. 24. While the topologies are clearly affected, the impact on performance is comparatively small in the 30$h$-case (5% worse than Fig. 22(b)), thus it seems that this tool length is not limiting. The design for the shorter tool, on the other hand, performs 45% worse, and $2.9 \times$ worse than the reference. The geometry also no longer extends to the boundaries of the design domain, and the way the tool length is defined relative to the outermost workpiece feature is essential here to correctly represent this manufacturing restriction.

### 3.4. Application case: GE engine bracket

As a final case, an engine mounting bracket is considered. It is inspired on the full problem definition given in [27] and [29]. In contrast to the original strength-based problem, we treat it as a summed compliance minimization involving four load cases. For the settings used in this study, see Table 1. Four manufacturing scenarios are considered: (a) reference design without restrictions, (b) Machining case with 29 tool orientations, minimal tool diameter ($1h$), (c) Machining with 29 tool orientations, flat tool with diameter $7h$ (F7), and (d) metal additive manufacturing case, considering a critical overhang angle of 45°. In the latter case, we seek a self-supporting design,
i.e. printable without additional support material. For this, the AM filter proposed in [30] is applied, with its default settings. In all cases, to restrict the designable region of the box-shaped computational to the part envelope shown in Fig. 7(c), non-design regions are enforced by a penalty term added to the objective $f$, given by:

$$f = \frac{1}{C_{ref}} \sum_{i=1}^{4} C_i + \frac{P}{M} \sum_{j=1}^{M} (\rho_j - \hat{\rho}_j)^2.$$  

(22)

Here $C_i$ is the compliance of load case $i$, $C_{ref}$ is a suitable normalization factor for the compliance terms, $P$ is a penalty factor (here 5000) to enforce the $M$ individual non-design densities $\hat{\rho}_j$ (0 or 1). Normalization is performed such that the compliance objective term equals 10 in the first iteration. The penalty-based approach is used to impose non-design regions, because these prescribe physical densities $\rho$, which cannot directly be controlled by fixing the corresponding design variables because of the manufacturing filters involved. A similar approach was introduced in [31] for the AM case.

Fig. 25 shows the designs obtained in all four scenarios. It is observed that the machined design slightly outperforms the reference design, when the finest tool setting is used. Clearly the generated reference design is an inferior local optimum, as nothing prevents the optimization process from producing a similar design as obtained in case (b). In case (c), the larger tool results in a difference of 20% with the reference, and has a smoother appearance (best seen in the U3D file). No post-optimization smoothing was applied, it appears that the aggregation-based erode operation that enforces the tool shape causes this, resulting in a smoother density field. The printed design shows the lowest performance (highest compliance), as it is forced to sacrifice some material to create supporting struts.
in order to render the upper section printable. Note also that the two upper holes are no longer circular but have a droplet-like shape, caused by the $45^\circ$ critical overhang angle. Both these holes (void) and the surrounding ring (solid) were defined as non-design regions, note that the penalty formulation allows the optimizer to locally deviate from this when it contradicts the manufacturing conditions.

It is found that the proposed machining filter is capable to enforce multi-axis machining restrictions on realistic cases. It is of interest to also report on the computational cost for this 29-orientation example. For case (c), including tool shape enforcement, 12% of each iteration was spent on average on machining-related operations (including sensitivity analysis), and 0.7% of the total runtime was spent on initializations related to the machining filter (mainly mappings set-up). Note that the four load cases were evaluated in parallel. In case (b), the cost reduces to 4% per iteration. With increasing tool size and number of orientations, these costs will increase proportionally, yet the applied values give a representative indication. The finite element analysis forms by far the main cost component, and the addition of the machining filter only increases the total computational cost by a small fraction.

4. Discussion

The preceding numerical examples indicate that the proposed machining filter is effective in imposing multi-axis machining restrictions, at a relatively low computational cost. The presented filter can be adapted in various ways for specific use cases. For example, it is straightforward to define a different tool length or shape for each orientation, when this is desired. Also when the clamping condition of the workpiece is such, that only a subset of all possible
tool insertions can be realized for a given orientation (e.g. insertion parallel to the clamping plane is only possible from a certain distance of this plane), this can be implemented quite easily by defining non-design solid densities in the corresponding part of the mapped density field $m^i$.

For the considered 3D problems, no significant performance increase was observed when the set of tool orientations was expanded beyond 5 directions. This is however problem-dependent, and there may be problems where including even more than the 29 orientations used in the finest set is beneficial. All presented results are likely to be local optima, given the nonlinear, non-convex and large-scale nature of the involved optimization problems. In several multi-axis cases, it could be concluded that the gradient-based optimization process was trapped in an inferior local optimum, as increasing the design freedom by additional tool orientations should result in at least equal and potentially better performance.

The manufacturing-related design restrictions were found to sometimes increase the need for penalization of intermediate densities, particularly in the thermal problems with distributed heat input. This can be understood from the perspective that the restrictions force the optimization process to deviate from the unrestricted optimal design, and when this leads to significant worsening of the objective it can become a competitive option to include more intermediate density regions. Similar observations have been made for other manufacturing constraints [3]. Sufficient penalization counteracts this tendency, but at the same time increases non-convexity. Possibly a continuation approach could be helpful in obtaining high-quality local optima, this has not been explored in this study.

The same holds for other problem parameters, such as those of the KS aggregation, the Heaviside projection, and also the initial design. Given the non-convex nature of the problem, results are inevitably parameter-dependent and

Fig. 22. Thermal case, for multiple machining tool orientations, using a stepped tool of diameters $5h$ and $9h$. 
some experimentation with these parameters may result in performance improvements. The parameters used in this study are based on a limited number of initial trial runs combined with the principle that it is generally beneficial for optimization convergence to limit strong nonlinearities, i.e. excessive parameter increases should be avoided. A full characterization is beyond the scope of this paper and the applied parameter values are almost certainly not optimal. Nevertheless, the fact that the default parameters resulted in adequate designs and decent convergence behavior for a considerable variety of cases indicates that they seem suited for practical use.
A limitation of the presented approach is that it is assumed that cutting tools can be axially inserted and retracted. This excludes slot-cutter tools, that are shaped as side-cutting discs connected to a smaller-diameter shaft. These tools can follow a toolpath that enters and exits a workpiece perpendicular to the tool axis, and thus create undercuts that are not possible with the proposed machining filter. The inclusion of such cutting tools is left as a challenge for future research. It probably requires consideration of the actual tool trajectory, a complication that the present formulation avoids.

Another direction for future research is the optimization of the clamping orientation of the workpiece. Separate optimizations can be performed for different orientations, as demonstrated in Figs. 19 and 20, but this is costly when many candidate workpiece orientations must be considered. Perhaps a form of simultaneous optimization of workpiece orientation under machining restrictions is possible, similar to the way this has been demonstrated for part and build orientation optimization for additive manufacturing (AM) [22]. An even more challenging extension is to allow the optimization process to employ a sequence of different clamping orientations.

The final example involved a comparison between multi-axis machining and AM restrictions. In this case, the part optimized for machining outperformed the part optimized for printing, as well as the unrestricted reference design. In general one expects the larger design freedom of AM to translate in superior part performance, but the magnitude of this improvement depends strongly on the specific problem. To make a rational choice between different manufacturing options in terms of cost and performance, it is essential to have optimization methods available that can generate optimized designs for each specific technology. The proposed filter extends the set of manufacturing-oriented topology optimization approaches to include multi-axis machining.

Next to contrasting additive and subtractive processes, there is interesting potential in combining them. The proposed machining filter could for example be used to determine whether support material of a printed part can be removed by an automated subtractive process, as it essentially evaluates accessibility of regions given a certain tool shape and orientation. Similar considerations apply to post-print machining operations, and a way to
include these in the design optimization problem has recently been explored in [31]. Also the trend towards hybrid additive–subtractive processes presents new design challenges and opportunities [6,32].

5. Conclusions

While various new topology optimization approaches tailored to additive manufacturing have been proposed recently, a similar need for dedicated topology optimization methods exists in conventional subtractive manufacturing. To partly address this need, a filter-based procedure to impose multi-axis machining restrictions in a density-based topology optimization setting is proposed and demonstrated in various 2D and 3D examples. The considered cases indicate that including a modest number of discrete tool orientations is sufficient to obtain well-performing, fully machineable designs. The inclusion of tool length and shape is optional, and does add to the overall nonlinearity and computational expense of the filter. However, it is found that computation time remains well below that of the finite element analysis in typical problems, and optimizations using MMA often converge in under 100 iterations.

The machining filter has been demonstrated and validated on mechanical and thermal compliance minimization problems, its application in other types of problems forms a possible extension of this work. Tool length limitations showed a stronger impact on part performance than changes in cutting tool shape or resolution of tool orientation sets. In an application example (GE engine bracket), the part optimized for multi-axis machining outperformed the design obtained under support-free printability for additive manufacturing. In general it is recommended to consider technology-specific optimizations for different manufacturing processes, to make a rational cost/performance trade-off. Considering optimal combinations of various manufacturing options is seen as an optimization challenge for the future.

While the presented machining filter includes tool geometry aspects as well as tool orientations, in its basic form it essentially describes whether a point in the design domain is accessible by a straight tool or beam from outside. This is a general geometric property that also applies to various other problems, e.g. removability of support structures in additive manufacturing, access for inspection etc. It is expected that the presented approach can also be of use in those applications.
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