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Abstract—Dougherty, Gaborit, Harada, Munemasa, and Solé have previously given an upper bound on the minimum Lee weight of a Type IV self-dual $\mathbb{Z}_4$-code, using a similar bound for the minimum distance of binary doubly even self-dual codes. We improve their bound, finding that the minimum Lee weight of a Type IV self-dual $Z_4$-code of length $n$ is at most $4\lfloor n/12 \rfloor$, except when $n = 4$, and $n = 8$ when the bound is $4$, and $n = 16$ when the bound is $8$. We prove that the extremal binary doubly even self-dual codes of length $n \geq 24$, $n \neq 32$ are not $Z_4$-linear. We classify Type IV-I codes of length $16$. We prove that all Type IV codes of length $24$ have minimum Lee weight $4$ and minimum Hamming weight $2$, and the Euclidean-optimal Type IV-I codes of this length have minimum Euclidean weight $8$.
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I. INTRODUCTION

A binary code is said to be $Z_4$-linear if it is the Gray image of a linear $Z_4$-code. In [7], Fields and Gaborit have shown that any extremal doubly even self-dual code of length $48$ is not $Z_4$-linear, and the putative extremal doubly even self-dual codes of lengths $72$ and $96$ cannot be constructed as the Gray images of linear codes over $Z_4$. In this correspondence, we prove that no doubly even self-dual $[n, n/2, 4[n/24] + 4]$ code for $n \geq 24$, $n \neq 32$, is $Z_4$-linear.

Type IV self-dual codes over $Z_4$ have been introduced in [5] as self-dual codes with even Hamming weights. The authors proved that the Gray image of such a code is a binary doubly even self-dual code. Using the well-known bound for this type of binary codes, proven by Mallows and Sloane [11], they have shown that the minimum Lee weight $d_L$ of a Type IV $Z_4$-code of length $n$ is bounded by

$$d_L \leq 4 \left(1 + \left\lfloor \frac{n}{12} \right\rfloor \right).$$

We prove that no Type IV self-dual $Z_4$-code of length $n \geq 12$, $n \neq 16$, and minimum Lee weight $4\lfloor n/12 \rfloor + 4$ exists. This result improves the bound from [5].

Theorem 1.1: If $C$ is a Type IV $Z_4$-code of length $n \geq 12$, $n \neq 16$, and minimum Lee weight $d_L$, then

$$d_L \leq 4 \left\lfloor \frac{n}{12} \right\rfloor.$$

For the other minimum weights, we prove the following theorem.

Theorem 1.2: If $C$ is a Type IV $Z_4$-code with minimum Lee weight $d_L$, minimum Hamming weight $d_H$, and minimum Euclidean weight $d_E$, then

$$d_H = \frac{1}{2}d_L$$

$$d_E \leq 2d_L.$$

A Type IV-I (resp., Type IV-II) code $C$ is Lee-optimal, Euclidean-optimal, or Hamming-optimal if $C$ has highest minimum Lee, Euclidean, and Hamming weight among all Type IV-I (resp., Type IV-II) codes of that length, respectively. Theorem 1.2 shows that a Type IV code is Lee-optimal if it is Hamming-optimal.

The highest minimum Lee, Euclidean, and Hamming weights of length $n$ are denoted by $d_L(n)$, $d_E(n)$, and $d_H(n)$, respectively. In [5], the parameters $d_L(n)$, $d_E(n)$, and $d_H(n)$ for lengths up to $24$ have been listed in two tables (for Type IV-I and Type IV-II codes). For Type IV-I, it was not known if $d_H(16) = 2$ or $4$, $d_L(16) = 4$ or $8$, $d_E(21) = 4$ or $8$, and $d_E(24) = 8$ or $12$. We prove that all Type IV-I codes of length $16$ have minimum Hamming weight $2$, but there exists a code of this length with minimum Euclidean weight $8$. Table I is the updated table for Type IV-I codes.

To prove the result for Type IV-I codes of length $24$, we give the complete classification of these codes.

Definitions and preliminary results used in this correspondence are given in Section II. Nonlinearity of the $Z_4$ extremal doubly even self-dual codes of length $n \geq 24$, $n \neq 32$ and Theorem 1.1 are proved in Section III. In Section IV, we consider the connection between the minimum distances of the residue and torsion codes of a Type IV code. The classification of Type IV-I codes of length $16$ is given in Section V. In the last section, we prove that the highest minimum Lee, Hamming, and Euclidean weights for Type IV-I code of length $24$ are $4, 2$, and $8$, respectively.

II. PRELIMINARIES

A linear code $C$ of length $n$ over $Z_4^n$ is an additive submodule of $Z_4^n$. There are three different weights for codes over $Z_4$, namely, the Hamming weight, the Lee weight, and the Euclidean weight. The Lee weights of the elements $0, 1, 2, 3$ of $Z_4$ are $0, 1, 2, 1$, respectively, and the Lee weight of a codeword is the rational sum of the Lee weights of its components. The Euclidean weights for the elements of $Z_4$ are $0, 1, 1, 1, 1, 1, 1$, respectively. The Euclidean weight of a codeword is the rational sum of the Euclidean weights of its components. The usual Hamming weight of binary or quaternary vector $v$ is the number of its nonzero components, and it is denoted by $w_H(v)$. In the case where all the codewords of a binary code have weight a multiple of $4$ the code is said to be doubly even.

We say that two $Z_4$-codes are equivalent if one can be obtained from the other by permuting the coordinates and (if necessary) interchanging two elements 1 and 3 of certain coordinates. Codes differing by only a permutation of coordinates are called permutation-equivalent.

Any code over $Z_4$ is permutation-equivalent to a code $C$ with a generator matrix of the form

$$\begin{pmatrix}
I_{k_1} & A
\end{pmatrix}
\begin{pmatrix}
B_1 + 2B_2
\end{pmatrix}
\begin{pmatrix}
2I_{k_2}
D
\end{pmatrix},$$

where $A$, $B_1$, $B_2$, and $D$ are $(1, 0)$-matrices. We say that a code with generator matrix (1) has type $4^{k_1}12^{k_2}$. The binary $[n, k_1]$ code $C_1$ with generator matrix

$$\begin{pmatrix}
I_{k_1} & A
\end{pmatrix}
\begin{pmatrix}
B_1
\end{pmatrix},$$

is called the residue code of $C$. The binary $[n, k_1 + k_2]$ code $C_2$ with generator matrix

$$\begin{pmatrix}
I_{k_1} & A
\end{pmatrix}
\begin{pmatrix}
B_1
\end{pmatrix}
\begin{pmatrix}
O
I_{k_2}
D
\end{pmatrix},$$
is called the torsion code of the \( Z_1 \)-code.

Several weight enumerators are associated with a code over \( Z_4 \). In this correspondence, we deal with the symmetrized weight enumerators (swe), given by

\[
swe_C(h, c) = \sum_{x \in C} h^{n_1(x)} c^{n_2(x)}
\]

where \( n_i(x) \) is the number of components \( i \) of \( x \).

We define an inner product in \( Z_4^n \) by

\[
x \cdot y = x_1 y_1 + \cdots + x_n y_n \mod 4.
\]

The dual code \( C \perp \) of \( C \) is defined as

\[
C \perp = \{ x \in Z_4^n | x \cdot y = 0 \ \forall y \in C \}.
\]

\( C \) is self-dual if \( C = C \perp \). Note that self-dual codes over \( Z_4 \) exist for all \( n > 0 \).

Self-dual codes over \( Z_4 \) with even Hamming weights are called Type IV. Basic properties of Type IV codes over rings of order 4 are proved in [5].

**Theorem 2.1** [5]: Let \( C \) be a code over \( Z_4 \). Suppose that \( C_1 \) and \( C_2 \) have generator matrices given by (2) and (3), respectively. If \( C \) is Type IV, then there exists a unique (1,0)-matrix \( B \) such that

\[
\begin{pmatrix}
I_{k_1} + 2B & A \\
O & 2I_{k_2}
\end{pmatrix}
\]

is a generator matrix of \( C \). Moreover, we have

1) \( C_2 = C_1 \perp \)

2) the residue code \( C_1 \) contains the all-ones vector, and

\[
w_{H}(x+y) \equiv 0 \mod 4
\]

for any \( x \) and \( y \in C_1 \),

3) the number of \( 2 \)'s in each row of \( I_{k_1} + 2B \) is even, and the matrix \( B \) is symmetric.

Conversely, if \( C_1 \) and \( C_2 \) are binary codes with generator matrices given by (2) and (3), respectively, and if the conditions 1)–3) are satisfied, then the \( Z_4 \)-code \( C \) with generator matrix (4) is a Type IV code.

We recall that the Gray map \( \phi \) is a distance-preserving map from \( Z_4^n \) (Lee distance) to \( Z_2^{2n} \) (Hamming distance). Therefore, the minimum (Hamming) weight of the binary Gray image \( C = \phi(C) \) is the minimum Lee weight of the \( Z_4 \)-code \( C \). We will use the following definition of the Gray map. Two maps \( \beta \) and \( \gamma \) from \( Z_4 \) to \( Z_2 \) are defined as

<table>
<thead>
<tr>
<th>( c )</th>
<th>( 0 )</th>
<th>( 1 )</th>
<th>( 2 )</th>
<th>( 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta(c) )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \gamma(c) )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

and the Gray map \( \phi: Z_4^n \rightarrow Z_2^{2n} \) is given by

\[
\phi(c) = (\beta(c), \gamma(c)), \quad c \in Z_4^n.
\]

We will use a linearity condition which is equivalent to [9, Theorem 5].

**Theorem 2.2** [6]: If \( C \) is a \( Z_4 \)-code, its Gray image \( \phi(C) \) is linear if and only if \( x_1, x_2 \in C_1 \Rightarrow x_1 + x_2 \in C_2 \), where \( + \) stands for the Hadamard product.

To prove some restrictions on the minimum distance of the residue code, we need the following theorem.

**Theorem 2.3** [6]: If \( C \) is a \( Z_4 \)-code whose Gray image \( \phi(C) \) is a linear binary code then the codewords \( u_1, u_2, \ldots, u_t \in C_1 \) for which \( w_H(u_i) < 2d_x, \ i = 1, \ldots, t \), have disjoint support, and for each codeword \( u \in C_1 \) we have \( u + u_i \equiv 0 \) or \( u + u_i \equiv u_i, i = 1, \ldots, t \).

For Type IV self-dual \( Z_4 \)-codes we have

**Theorem 2.4** [5]: If \( C \) is a Type IV \( Z_4 \)-code then its Gray image \( \phi(C) \) is a doubly even self-dual binary code.

Self-dual codes over \( Z_4 \) with the property that all Euclidean weights are divisible by eight are called Type II. Self-dual codes which are not Type II are called Type I.

**Proposition 2.5** [5]: A Type IV code \( C \) over \( Z_4 \) is Type IV-II if and only if all the Hamming weights of \( C_1 \) are multiples of 8.

### III. ON THE NON-\( Z_4 \)-LINEARITY OF EXTREMAL TYPE II CODES

Let \( C \) be an extremal binary doubly even self-dual code of length 2n which is the Gray image of a linear \( Z_4 \)-code \( C \). Since \( \phi(0) = (\gamma(c), \beta(c)) \), it follows that \( C \) is fixed under the “swap” map \( \sigma \) that interchanges the left and right halves of each codeword. In other words

\[
\sigma = (1, n+1)(2, n+2) \cdots (n, 2n)
\]

is an automorphism of \( C \). Let \( C_1 \) and \( C_2 \) be the residue and the torsion codes of the \( Z_4 \)-code \( C \). With \( C_\sigma \), we denote the fixed subcode of \( C \) under \( \sigma \), namely, \( C_\sigma = \{ v \in C : \sigma(v) = v \} \). Obviously, \( v \in C_\sigma \) if \( v \) is a codeword in \( C \) and \( v = (v_1, v_2, \ldots, v_n, v_1, v_2, \ldots, v_n) \). If \( \pi \) is the map from \( C_\sigma \) to \( Z_2^n \) defined by \( \pi(v) = (v_1, v_2, \ldots, v_n) \), then \( C_2 = \pi(C_\sigma) \). For the code \( C_1 \) we have \( C_1 = \psi(C) \) where \( \psi: Z_2^{2n} \rightarrow Z_2^n \) is defined by

\[
\psi(v) = (v_1, v_{n+1}, v_2 + v_{n+2}, \ldots, v_n + v_{2n}).
\]

**Theorem 3.1** [2]: If \( C \) is a binary self-dual code of length 2n with an automorphism \( \sigma \) of order 2 without fixed points then \( C_1 \) is a self-orthogonal code of length \( n \) and \( C_2 \) is its dual code.

**Corollary 3.2**: If \( C \) is a binary doubly even self-dual code of length 2n with an automorphism \( \sigma \) of order 2 without fixed points then \( C_1 \) contains the all-ones vector.
Let $n = 12m + 4r$, $r = 0, 1, 2$, and let the minimum distance of $C$ be $4m + 4$. Then the minimum distance of $C_2$ has to be at least $2m + 2$.

Corollary 3.3: If $C$ is an extremal doubly even self-dual code of length $2n = 24m + 8r > 24$ which is $Z_1$-linear, then the minimum distance of $C_1$ is at least $4m + 4$.

Proof: Let $u_1, u_2, \ldots, u_r \in C_1$ be the codewords for which $w_{H}(u_i) < 4m + 4$, $i = 1, \ldots, r$. If $r = 1$, without loss of generality, we can take $u_1 = (1 \cdots 10 \cdots 0)$ with $4m + 4 > w_{H}(u_1) \geq 2m + 2$. According to Theorem 2.3, the code $C_1$ has a generator matrix with first row $u_1$ of the form
\[
G_1 = \begin{pmatrix}
11 \cdots 11 & 00 \cdots 00
\end{pmatrix}_G.
\]
It follows that $(110 \cdots 0) \in C_1^\perp = C_2$ which contradicts the minimum distance of $C_2$. Hence, $t = 0$ and the minimum distance of $C_1$ is at least $4m + 4$.

Theorem 3.4: The extremal doubly even self-dual codes of length $n \geq 24$, $n \neq 32$, are not $Z_1$-linear.

Proof: Let $C$ be a $Z_1$-linear doubly even self-dual binary code of length $24m + 8r$, $r \in \{0, 1, 2\}$, $m \geq 1$, and minimum weight $d = 4m + 4$. Then, $C_1$ is a self-orthogonal $[12m + 4r, s, d_1 = 4m + 4]$ code, and its dual code $C_2$ has length $12m + 4r$, dimension $12m + 4r - s \geq 6m + 2r$, and minimum distance at least $2m + 2$. Using the Griesmer bound [2], we have
\[
12m + 4r \geq 12m + 4r - s > 2m + 2 - 4m + 4 = 2m + 2.
\]

Let $2^l < m + 1 \leq 2^{l+1}$ and $A = \sum_{i=1}^{l-1} \frac{2^i}{2^i}$. Obviously
\[
A \geq \sum_{i=1}^{l-1} \frac{2^i}{2^i} = \sum_{i=1}^{l-1} 2^{i-1} + 1 = 2^{l-1} + 1 = A - l \geq 2^{l-1} - 1.
\]
Since $12m + 4r - s - 2 \geq 6m + 2r - 2 \geq 6 \cdot 2^{l-1} + 2r - 2 > 1$, $12m + 4r \geq 3m + 3 + A + 12m + 4r - s - 2 - l + 15m + 4r + 1 + A - l - s \Rightarrow s \geq 3m + 1 + A - l > 3$.

Let $x, y \in C_1$ and $x + y = 0$. Then
\[
-w_{H}(1 + x + y) = 12m + 4r - w_{H}(x) - w_{H}(y) \leq 12m + 4r - 2(4m + 4) = 4m + 4r - 8 \leq 4m
\]
and so $y = 1 - x$. Hence, $C_1$ has a generator matrix of the form
\[
G_1 = \begin{pmatrix}
00 \cdots 00 & 11 \cdots 11
\end{pmatrix}_G
\]
where the vectors $x_1, x_2, \ldots, x_r$ of length $d_1$ are linearly independent. Since $s > 3$ and $C_1$ contains the all-ones vector, its minimum distance $d_1$ is at most $6m + 2r$. According to Theorem 2.2
\[
(x, y) \ast (1, 0) = (1, y) \in C_1, \quad i = 3, \ldots, r.
\]
It follows that the vectors $(1, 0)$, $(x_3, 0)$, $(x_4, 0)$ generate a sub-code of $C_2$ with dimension $s - 1$ and minimum distance at least $2m + 2$. Hence the vectors $x_1, x_2, \ldots, x_r$ generate a $[d_1, s - 1, \geq 2m + 2]$ code. Using the Griesmer bound, we have
\[
d_1 \geq \sum_{i=0}^{s-2} \frac{2m + 2}{2^i}
\]
\[
= 3m + 3 + \sum_{i=0}^{s-2} \frac{2m + 2}{2^i}
\]
\[
= 3m + 3 + \sum_{i=0}^{s-2} \frac{m + 1}{2^i}.
\]
Since $s \geq 3m + 1 + A - l$, we have $s - 3 > 3 \cdot 2^{l-1} + 1 = 4 \cdot 2^l - 1 = l$ and, therefore,
\[
d_1 \geq 3m + 3 + A + s - 3 - l
\]
\[
\geq 3m + A - l + 3m + 1 + A - l = 6m + 1 + 2(A - l).
\]
We consider the following three cases.

1) $l \geq 2$. Then
\[
A - l \geq 2 - 1 \geq 3 \Rightarrow d_1 \geq 6m + 7 > 6m + 2r;
\]
a contradiction

2) $l = 1$. Then $4 \geq m + 1 \geq 2$ and $m = 2$ or $3$. It follows that
\[
A - l = \left\lceil \frac{m + 1}{2} \right\rceil - 1 = 1 \Rightarrow d_1 \geq 6m + 3.
\]
If $r = 0$ or $1$, we have $d_1 > 6m + 2r$. Let $r = 2$. Then $C_1$ must be a $[12m + 8, s \geq 3m + 2, 6m + 4]$ code. If $m = 2$, $C_1$ will be a binary code of length 32, dimension at least 8, and minimum distance 16. But codes with these parameters do not exist [1]. In the case $m = 3$, $C_1$ is a binary $[44, s \geq 11, 22]$ code, which is impossible.

3) $l = 0$. In this case, $2 \geq m + 1 > 1$ and $m = 1$. It follows that
\[
A - l = 0 \Rightarrow d_1 \geq 6m + 1, \quad d_1 \text{ is even and so } d_1 \text{ is at least } 8.
\]
If $r = 0$, we have $d_1 \geq 6m$, which is a contradiction. When $r = 2$, $C_2$ should be a $[20, 20 - s \geq 4]$ code and hence $s \geq 6$ [1]. It follows that $C_1$ is a $[20, s \geq 6, d_1 \geq 8]$ or $[10]$ code. According to Brouwer’s table, $d_1 = 8$ and $s = 6, 7, \text{ or } 8$. So the vectors $1, x_3, \ldots, x_r$ generate a $[d_1 = 8, s - 1 \geq 5, \geq 4]$ code. But codes with these parameters do not exist.

In the case $r = 1$, $C$ is a doubly even self-dual $[32, 16, 8]$ code. There are five inequivalent codes of this type. It is proved that the code $C_{32}$ in [3, Table A] is the Gray image of the unique Type IV $Z_1$-code of length 16 and minimum Lee weight 8 (see [5]). □

The extended Hamming code $C_{32}$ is the unique extremal binary doubly even self-dual code of length 8, and it is the Gray map image of the unique Type IV $Z_1$-code of length 4 [5]. There are exactly two inequivalent binary doubly even [16, 8, 4] codes, namely, $d_{16}$ and $d_{28}$. Both of them are $Z_1$-linear. The first one is the Gray map image of the unique Type IV-II $Z_1$-code of length 8, and the second one of the unique Type IV-I $Z_1$-code of this length (see [5]).

Proof of Theorem 1.1: Let $C$ be a Type IV $Z_1$-code of length $n = 12m + 4r$, $r \in \{0, 1, 2\}$, $m > 0$, and minimum Lee weight
It follows that \( n_1(x) + n_3(x) = n_1(x_1) + n_3(x_1) \). But the number of 1’s and 3’s in this vector is equal to the number of 1’s in the binary vector \( v'_1 = v'_1 + \cdots + v'_{i_1} + v'_{j_1} + \cdots + v'_{j_2} \), where \( v'_i \) is the \( i \)th row of the matrix (2). Since \( x'_1 \) is a nonzero codeword in \( C_1 \), its weight is at least \( d_1 \). Hence, \( n_1(x_1) + n_3(x_1) \geq d_1 \) and

\[
\begin{align*}
& w_H(x) \geq n_1(x) + n_3(x) = n_1(x_1) + n_3(x_1) \geq d_1 \geq 2d_2 \\
& w_E(x) \geq w_H(x) \geq 2d_2.
\end{align*}
\]

So we proved that minimum Lee weight of \( C \) is exactly \( 2d_2 \). \( \square \)

Theorem 1.2 follows directly from the above proposition. Using it and the bound for the minimum Lee weight of Type IV codes, we have the following.

**Corollary 4.4:** If \( C \) is Type IV code of length \( n \geq 12 \), \( n \neq 16 \) then

\[
d_H(C) \leq 2\lfloor n/12 \rfloor.
\]

**V. TYPE IV CODES OF LENGTH 16**

There are five inequivalent Type IV-II codes of length 16. These codes are the five codes in [12], whose residue codes have no codewords of Hamming weight 4. Only one of them has minimum Lee weight 8, namely, \( 5_{f}5 \). This code is Lee-optimal, Euclidean-optimal, and Hamming-optimal.

Let \( C \) be a Type IV-I code of length 16. Then the residue code \( C_1 \) is a doubly even binary code of length 16, containing the all-one vector, and satisfying the condition \( w_H(x+y) \equiv 0 \pmod{4} \) for all \( x \) and \( y \) in \( C_1 \). If the minimum distance of \( C_1 \) is 8 then all codewords of \( C_1 \) except the zero and the all-one vectors have weight 8 and \( C \) is Type IV-II code. Hence, the minimum distance of \( C_1 \) is 4 and its dimension \( k_1 \) is at least 2. Let \( x \in C \) be a codeword of weight 4. Up to equivalence, \( x = (1111000000000000) \). Then \( C_1 \) has a generator matrix of the form

\[
G_1 = \begin{pmatrix}
1111 & 00 \cdots 00 \\
0000 & G'_1
\end{pmatrix}
\]

where \( G'_1 \) generates a doubly even binary [12, \( k_1 - 1, 4 \)] code. We consider three cases.

1) \( k_1 = 2 \). Then

\[
G_1 = \begin{pmatrix}
1111000000000000 \\
0001111111111111 \\
2200000000000000 \\
2000000000000000 \\
0000220000000000 \\
0000200000000000 \\
\cdots \\
0000200000000000
\end{pmatrix}
\]

is the unique Type IV-I code of length 16 of type \( 4^2 \cdot 2^{12} \). For this code, \( d_H = 2 \) and \( d_E = 4 \). We denote it by \( C^{(1)} \).
2) $k_1 = 3$. In this case, $C_1$ contains a codeword $y \neq x$ of weight 4. Up to equivalence, $y = (000111100000000)$. Then

$$G_1 = \begin{pmatrix}
1111000000000000 \\
0000111100000000 \\
0000000011111111
\end{pmatrix}$$

and $C$ is equivalent to a code with generator matrix

$$G_1 = \begin{pmatrix}
a1a \\ a1a \\ aa \\
0011000000001 \\
10001111111101 \\
00020000000020 \\
00000200000020 \\
00000020000020 \\
00000002000002 \\
00000000000020
\end{pmatrix}$$

where $a = 0$ or 2. The minimum Hamming weight of this code is 2. If $a = 0$, the corresponding code $C^{(2)}$ has minimum Euclidean weight 4, and if $a = 2$, the code $C^{(3)}$ has $d_E = 8$.

3) $k_1 \geq 4$. Up to equivalence, the code 4d4, with a generator matrix

$$G_1 = \begin{pmatrix}
1111000000000000 \\
0000111100000000 \\
0000000011111111
\end{pmatrix}$$

is the unique binary $[16, k_1 \geq 4, 4]$ code which satisfies the conditions of Theorem 2.1. In this case, $C_1$ is equivalent to the code with a generator matrix in the form (this form is more convenient for us)

$$G_1 = \begin{pmatrix}
1000110000001000 \\
0100001100001000 \\
0010000011000010 \\
000100000110001
\end{pmatrix}$$

and then $C_2$ will be the code with a generator matrix

$$G_1 = \begin{pmatrix}
1000110000001000 \\
0100001100001000 \\
0010000011000010 \\
000100000110001
\end{pmatrix}$$

There are exactly six inequivalent Type IV-I codes of length 16.

In Table II, we give some of the coefficients of the symmetrized weight enumerators of these six codes. The six codes have different enumerators, so they are inequivalent.

Theorem 5.1: There are exactly six inequivalent Type IV-I codes of length 16.

In all cases, the minimum Hamming weight of $C$ is 2. The codes $C^{(3)}$ and $C^{(6)}$ have minimum Euclidean weight 8. So we proved the following theorem.

Theorem 5.2: For Type IV-I codes, $d_{44}(16) = 2$ and $d_{4E}(16) = 8$.

Remark: An independent classification of the Type IV codes over $Z_4$ of length 16 has been done by Harada and Munemasa (see [10]). They have used the classification of the doubly even self-dual binary codes of length 32 [3].

VI. OPTIMAL TYPE IV CODES OF LENGTH 24

Proposition 6.1: If $C$ is Type IV code of length 24 then the minimum distance $d_2$ of its torsion code is 2.

Proof: Suppose that $d_2 \geq 4$. According to Proposition 4.1, the residue code $C_1$ should be a doubly even self-orthogonal [24, $k_1, d_1 \geq 8$] code whose dual code $C_2$ has parameters [24, $24 - k_1, d_2 \geq 4$]. Using Brouwer’s table [1] and Corollary 4.2, we have $6 \leq k_1 \leq 11$.
and $d_1 = 8$. Up to equivalence, $v = (1111111100000000000000000) \in C_1$. We can take a generator matrix of $C_1$ in the following form:

$$G_1 = \begin{pmatrix}
11111111 & 00000000 & 00000000 \\
00000000 & 11111111 & 00000000 \\
00000000 & 00000000 & 11111111 \\
v_3 & w_3 & \cdots \\
v_8 & w_8 & \cdots \\
x_1 & y_1 & \cdots \\
x_2 & y_2 & \cdots \\
x_3 & y_3 & \cdots
\end{pmatrix}$$

where the matrix $(O \ D)$ generates the subcode of $C_1$, of all codewords with 0’s in the first eight coordinates. So $D$ generates a self-orthogonal [16, $s$, $\geq 8$] code, and, therefore, $s \leq 5$ (see [5]). The matrix $E$ with the all-ones vector of length 8 generates the code $C_E$ with parameters [8, $k_1 - s$, 4]. If $x \in C_E^\perp$ then $(x, 0) \in C_1^\perp = C_2$. Hence, the dual distance of $C_E$ is at least 4 and so it is equivalent to the extended Hamming code. It follows that $k_1 - s = 4$ and, therefore, $k_1 \leq 9$ and $s \geq 2$. Hence, the Hadamard product of the last two rows has weight 6 which contradicts Theorem 2.1.

3) $s \geq 4$. Up to equivalence,

$$v_3 = w_3 = (111100000) \text{ and } v_4 = w_4 = (110011000).$$

The vectors $(11111111, (11100000), (11001100), y_1, y_2, y_3)$ are linearly dependent and so we can take $y_1 = 0$. According to Theorem 2.1,

$$w_{12}(0, v_1, w_1) + (11110000, x_1, 00000000000) = w_{12}(v_1 + x_1) = 4$$

for $i = 3, 4$, which is impossible.

Corollary 6.2: $d_2(24) = 4, d_{12}(24) = 2$, and $d_{14}(24) = 8$.

Proof: The vector $x \in C_2$ of weight 2 has Lee weight 4, Hamming weight 2, and Euclidean weight 8. Hence, $d_2(C) \leq 4, d_{12}(C) \leq 2$, and $d_{14}(C) \leq 8$ for any Type IV $4_1$-code $C$ of length 24. It follows that $d_2(C) = 4$ and $d_{14}(C) = 2$. The code $K_{12} \oplus K_{12}$ (see [5]) has minimum Euclidean weight 8 and, therefore, $d_{14}(24) = 8$.
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