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Abstract

A system has been developed that utilises the techniques of Ultra Wideband and Synthetic Aperture Radar to produce top view images of a scene using measurements from the side. The system consists of the PulsON P410 radar module, a set of antennas, a moving platform and an imaging algorithm. This thesis will cover all the aspects of the data acquisition part of the system with additionally an analysis on antennas. The other two subsystems concern the moving platform and imaging algorithm and may be found in respectively [1] and [2].
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# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>EM</td>
<td>Electromagnetic</td>
</tr>
<tr>
<td>FF</td>
<td>Fidelity factor</td>
</tr>
<tr>
<td>PC</td>
<td>Personal Computer</td>
</tr>
<tr>
<td>PII</td>
<td>Pulse Integration Index</td>
</tr>
<tr>
<td>PRF</td>
<td>Pulse Repetition Frequency</td>
</tr>
<tr>
<td><strong>PulsOn P410</strong></td>
<td>A radar module created by Time Domain</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>TEM</td>
<td>Transverse Electromagnetic</td>
</tr>
<tr>
<td>UWB</td>
<td>Ultra Wideband</td>
</tr>
</tbody>
</table>
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Introduction

In general there’s a wide range of techniques available to generate images using (non-)electromagnetic radiation other than the visible spectrum. One such a technique employs ‘millimetre-wave imaging’ using an array of antennas [3]. At close range the developed system easily penetrates clothing resulting in high resolution (in the order of a few millimetres) images of the human body. Even higher resolution (< 1 mm) may be obtained with smaller wavelengths in the Terahertz-ranges [4], at the cost of penetration depth [5]. Alternatively they may be employed on larger ranges (> 5 m), as in [6, 7] in so called ’stand-off’ imaging.

This thesis, however, concerns itself with lower frequencies, and it resolves around the endeavour of creating images using an Ultra Wideband (UWB) radar module in combination with Synthetic Aperture Radar (SAR). Similar techniques have been applied in [8] to detect concealed weapons; the obtained resolution is worse as with Terahertz and millimetre imaging, but sufficient. Also, at comparable bandwidth and centre frequencies, Oloumi et al. [9] describe it use for the detection of oil wells. Other applications involve through wall imaging, as in [10]. Traditionally SAR is also used in large scale applications, for example on satellites [11–13] (and even space shuttles [14]). These satellites use SAR to monitor the earth’s surface, environment and the surface of other planets or moons.

The advantage of the UWB SAR technique that is described here is, as pointed out in [8], the limited costs in comparison with millimetre and Terahertz imaging. This would potentially allow applying the imaging technique in more everyday products. Where the main focus of this thesis is on the imaging itself, the idea of applying this in the ‘real world’ will be present in the background.

In this introduction, first the fundamental principles are laid out. In the next section the exact problem will be defined. Finally a description of the structure of the thesis will be given.

1.1. Fundamental Principles

The fundamental principles and technology which the project resolves around are explained here.

Radar At its core it is all an application of radar; thus meaning it will involve the transmission and reception of electromagnetic signals, as depicted in fig. 1.1. The distance to objects in the scene of interest may be found by looking at the time it takes before the reflections of a transmitted pulse return to the receiver. This principle allows rudimentary mapping of the environment, making it suitable for the imaging application that is sought for.

Figure 1.1: A schematic overview of the radar principle. Tx meaning ‘transmitter’ and Rx meaning ‘receiver’.
1.1. Fundamental Principles

**Ultra Wideband (UWB)** The pulses that are transmitted may be very short and thus ‘Ultra Wideband’ – in the frequency domain, that is. The advantage being that shorter pulses allow higher resolution, because objects may be closer together before the reflecting pulses are overlapping, which would make the objects indistinguishable.

**Synthetic Aperture Radar (SAR)** One radar measurement only allows calculating the distance to an object, not necessarily its exact location. Instead, in SAR multiple measurements are performed on different locations. Essentially creating a larger ‘synthetic’ aperture which allows more accurate localisation, or equivalently: imaging with higher resolution. The image is created using a SAR algorithm, which – in its simplest form – may work as depicted in fig. 1.2. In general there are two ways the synthetic aperture may be created: using an array of antennas or using a moving platform.

![Figure 1.2: Reflections are measured at a certain range, depicted by the coloured band (a). Using multiple measurements an image may be formed of the measured object (b).](image)

**The PulsON P410** The supplied hardware is the Time Domain PulsON P410, a coherent, Ultra Wideband, radar module [15]. Instead of one pulse per scan it transmits a ‘burst’ of pulses, which are then coherently integrated (the phase information is preserved) to obtain the data of one scan. It should be noted that even though it’s an coherent radar module, just the amplitude of the signal – not its phase – is available.

**The Setup** Throughout this thesis it is assumed a platform exists which allows moving the radar. Such a setup is depicted in fig. 1.3. Measurements are performed along the rail; the imaged plane is parallel to the floor.

![Figure 1.3: A schematic overview of the setup: a moving platform and radar module with antenna’s.](image)
1.2. Problem Definition
As stated, the main goal is to develop a system which is able to create an image using the principles of UWB SAR. In the background its practical application is thought of as improving the localisation and navigation of cars, specified in more detail in chapter 2. In order to achieve this the system must be capable of carrying out several tasks:

1. The system has to be able to move and keep track of at which position each measurement is taken.
2. The system must be capable of sending electromagnetic signals and receive their reflections.
3. The signals that are received have to be processed into an image.

These tasks have been divided, respectively, over the groups as specified in fig. 1.4. This thesis concerns the *Data Acquisition* and as such will focus on sending out and receiving the electromagnetic signals. The goal is to use the implementation of the *Hardware* group [1], to move the platform and make the measured data available to the *Imaging* group [2] for further processing.

![System break-down](image)

Figure 1.4: System break-down.

1.3. Structure of this Thesis
The thesis is divided into several chapters. Evidently, the first is this introduction. The second chapter will discuss the global requirements for the whole system and the requirements on the *Data Acquisition* sub-system. The third chapter will dive into the design process and the design choices that were made over the course of the project. The fourth chapter will briefly discuss how the implementation of the design works and then the results of the implementation will be reviewed and validated. The last two chapters are dedicated for discussing the results of the project and some recommendations for the future.
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Programme of Requirements

This chapter will discuss the different technical requirements for the whole system and for the Data Acquisition subsystem. The goal of this project is to use SAR-techniques to improve the localisation and navigation of cars. The idea behind this is that antennas mounted on the cars can be used to do multiple subsequent measurements. The data of these measurements can then be used to generate an image that represents the environment. This image can then be compared with a database of known images to determine up to higher resolution where a car is. The newly scanned images can also be used to update the database and thus obtain semi real-time information about the road system. These last two points fall outside the scope of this project. The focus of this project is the generation of the SAR-images.

2.1. Global System Requirements
The requirements for the entire system can be divided in several parts. The functional requirements are the requirements that describe what the system must do and what is fundamentally important when doing this. These are as follows:

[1.1] The system should be able to do multiple subsequent measurements.
[1.2] The data of these measurements should be converted into an image that represents the scanned environment.
[1.3] The system should be able to detect reflections within distances that are common in road environments. This means that the transmitted power and the measurement repetition frequency should be adequate.
[1.4] The system should be scalable to larger datasets.
[1.5] The resolution of the system should be high enough to be able to distinguish objects in a normal road environment. These objects could be buildings, fences, lamp posts or landmarks.

The implementation requirements are requirements that make the system easier to use in real applications. They are as follows:

[2.1] The needed hardware should be easy to implement in an actual vehicle.
[2.2] The image formation should be done semi real-time. This means that the time required to make the image should be smaller or in the same order as the time it takes to do the measurements.

The representation requirements are boundary conditions that are important to facilitate functional use of the system. They are as follows:

[3.1] The produced image should be easily understandable by humans and should be usable for comparison with a larger dataset.

The safety requirements indicate how safe the system should be. They are as follows:

[4.1] The radiated power should be of such a level that there are no health dangers for people in the proximity of the antennas.
2.2. Sub-system Requirements

The subsystem discussed in this thesis has the task of sending out the electromagnetic waves, by means of a radar module and a set of antennas, and receive the reflections of the send out EM waves. The different requirements are defined into three different types: functional requirements, development requirements and system requirements.

The functional requirements describes the characteristics of the sub-system and how it will operate. The following requirements have been formulated:

[5.1] The application should indicate its status and general progress during operation.

[5.2] The application should allow manual configuration of the measurement; at least adjustable should be: the scan ranges and the spatial sampling\(^1\).

The development requirements specify which tools, device and supporting equipment are required to develop the sub-system:

[6.1] The application should be developed in full in Matlab.

[6.2] The used radar module should be a Time Domain PulsON P410.

The system requirements indicates the sub-system’s functions and performance.

[7.1] The application should be able to configure the radar module.

[7.2] The application should be able to retrieve the scan data from the radar module.

[7.3] The application should be able to interface with a moving platform.

[7.4] The application should be able to perform requirements [7.2] and [7.3] in semi-parallel.

[7.5] The scan data should be readily available with its corresponding ranges for further processing.

[7.6] The antennas should be adequate for use with the radar module, meaning it should at the very least be able to operate between 3.1 and 5.3 GHz [15].

\(^1\) An adjustable spatial sampling meaning here that the distance between two subsequent scans should be variable.
3

Design Process

This chapter will discuss the main design choices that were made for the Data Acquisition sub-system. The chapter is divided into two parts: one part on the data acquisition process, where the focuses is on the radar module, and an analysis on two types of antennas.

3.1. Data Acquisition
This section discusses the steps necessary to acquire scan data using the radar module. One part of the end product should be able to communicate with the device, such that the configuration may be changed and the scan data read. The Application Programming Interface (API), as specified in [16], allows this by sending messages to the device, either over serial or USB. The latter will be used for convenience. Its implementation will be discussed in more detail in section 4.1. This section explores the configuration and specifications of the radar module, such that the requirements in chapter 2 may be met.

3.1.1. Configuration
The PulsON allows different configurations. The settings of interest are discussed here. A few of them are schematically explained in fig. 3.1.

![Figure 3.1: A schematic explanation of the Pulse Integration Index (PII), the scan interval and the Pulse Repetition Frequency (PRF).](image)

Pulse Integration Index (PII)
To make one scan the radar module sends out multiple short pulses. The amount of pulses transmitted per scan is determined by the PII, as shown in fig. 3.1. Increasing the PII will increase the SNR, as the device is coherent, i.e. the phase information is preserved [15]. Using the following relation [17],

\[
\text{SNR}_N = N \cdot \text{SNR}_1 = 2^{\text{PII}} \cdot \text{SNR}_1 \quad (3.1)
\]

where SNR$_N$ is the SNR of a signal consisting of N integrated samples which have an individual SNR of SNR$_1$, it may be concluded that by increasing the PII by one, the overall SNR is increased by about 3 dB.

In practice this will look like as given in fig. 3.2. From minimum PII to maximum PII, the amplitude of the actual signal is increased much more than the noise level. This may be clearly observed in the first 10 ns. It is
3.1. Data Acquisition

Figure 3.2: The data captured with the Pulse Integration Index (PII) at its minimum (a, top) and at its maximum (a, bottom). Furthermore: a normalized overlay of two (b). The setup includes a reflecting metal plate (visible at $t \approx 35$ ns) and TEM-horns as antennas.

![Data captured with PII = 6](image1)

![Data captured with PII = 15](image2)

(a)

![Overlay (Normalized)](image3)

(b)

Figure 3.3: The influence of the Pulse Integration Index (PII) on the minimum scan interval. At the minimum scan interval given it was possible to uninterruptedly perform 50 scans. N.B. the result as shown here may be somewhat setup dependent.

interesting to note that the signal after these first nanoseconds does not change significantly. Clearly, at short ranges (a few meters) the received signal is sufficiently strong and such a high SNR is not necessary. The relation between range and SNR will be discussed in more detail in section 3.2.5.

**Scan Interval**

The distance between two scans along the track is determined by the velocity of the radar module and the scan interval. In general there may be constraints on this spacing. As such the interesting question is how low the scan interval may be, but also what a reasonable value is.

The boundaries are determined by the system as a whole: the radar module, the PC and the link between the two. It is not deemed useful to find out what the bottleneck is, instead the minimum values are experimentally determined. The results are shown in fig. 3.3, from which it may be concluded that the current setup allows about 10 to 50 scans per second.

The minimum scan interval increases as the PII goes up, which is expected because more pulses are send out. However, the growth is not exactly $2^{PII}$. Per scan there’s an offset in the order of 10 ms and about 3 $\mu$s of processing time per pulse. The latter is actually quite a lot, as one ‘pulse period’ (PRF$^{-1}$, see fig. 3.1) of the radar module is only about 100 ns [15]. Below PII $= 10$, the effect is negligible as this totals up to less than a millisecond. This no longer holds for larger PII, meaning that it might be interesting to lower the PII, in favour of a lower scan interval.
3.1. Data Acquisition

Table 3.1: Measured delays and calculated minimum range with different setups.

<table>
<thead>
<tr>
<th>Antenna</th>
<th>Delay</th>
<th>$R_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Omnidirectional</td>
<td>10 ns</td>
<td>1.4 m</td>
</tr>
<tr>
<td>Vivaldi</td>
<td>10 ns</td>
<td>1.1 m</td>
</tr>
<tr>
<td>TEM horn</td>
<td>15 ns</td>
<td>1.9 m</td>
</tr>
</tbody>
</table>

Gain-setting

The power transmitted may be changed by changing the gain-setting of the radar module. As the SNR increases with higher transmitted power the gain-setting will be set to the maximal value. One point of attention here is clipping. When rather reflective objects, close to the antenna, are imaged the returned signal may be ‘too large’. When this is the case, less power could be transmitted.

Other settings may be changed, but those are not particularly interesting. One being the ‘channel’ at which the PulsON broadcasts. This may relate to the Pulse Repetition Frequency (see fig. 3.1), but brief measurements showed no correlation between different channels and the minimum scan interval. As such it will not be investigated any further.

3.1.2. The Trade-Off

As described above, increasing the PII may increase the SNR at the cost of less scans per second. It seems however that the end product, the final images, may benefit more from a more densely spaced synthetic aperture, than they would from the increased SNR, as the waveforms itself are hardly changed. It would only matter for the first 10 ns, but those may be removed without any consequences as will become clear in section 3.1.4.

However, lowering the scan interval to the lowest possible according to the measurement in figure fig. 3.3 is not necessarily a good idea. A lower scan interval will increase the risk of hiccups at the side of the PC. It is deemed unwanted to miss a scan, even though the problem solves itself in a way, because at smaller scan intervals missing a scan is not as destructive.

In practice the risk is rather limited. One should think in the orders of 1/1000 at PII = 11 and scan interval set to 25 ms. The boundaries may be pushed depending on its necessity for the application, but safe and reasonable levels are 50 – 100 ms with the PII around 11. It will be verified in section 3.2.5 whether this level is sufficient to satisfy the requirements.

3.1.3. Delay

When the data is captured using the PulsON a delay is present. This may be observed in fig. 3.4. It takes about 10 ns longer than would be expected in case it is assumed that the first data sample corresponds with the pulse being transmitted. This delay may be easily compensated for, but is an important step, because the signal processing part may depend upon it.

Typically the delay would be dependent on the setup. In part it would be due to the radar module, as it may take some time before the data is actually processed, but it may also vary between antennas (and how they are connected). As such the delay has been measured with a a few setups with different antennas that may be used, see table 3.1.

3.1.4. Range

As may also be observed in fig. 3.4 the first nanoseconds of the measurement, up to a certain $t_{\text{min}}$, a large disturbance, caused by the switching from transmit to receive antenna [18], prevents any meaningful measurements. Thus introducing a minimum scan range. Thanks to the delay, this is somewhat limited. For the omnidirectional antenna holds:

$$R_{\text{min}} = \frac{t'_{\text{min}} c}{2} \approx 1.4 \text{ m}$$

Where $t'_{\text{min}} = t_{\text{min}} - t_{\text{delay}}$ (used are $t_{\text{min}} \approx 19$ ns and $t_{\text{delay}} \approx 10$ ns) and $c$ the propagation velocity of light. The other setups result in similar values, as given in table 3.1.

The maximal range may be limited by the chosen scan interval, as all reflections should be ‘back’ before the next scan is performed. But even a few ms allows looking further than is applicable. The main limitation of
3.1. Data Acquisition

![Diagram showing data acquisition and expected vs actual positions with a delay of 9.9 ns.](image)

Figure 3.4: Data captured with a metal plate at a distance of 316 cm. The lines illustrate where the (beginning of the) pulse was expected to be and where it was actually found. Between these positions is a delay of about 10 ns. Omnidirectional antennas were used.

the system will be that the SNR drops below usable. This depends on the used antennas and will be studied in section 3.2.5.

3.1.5. Resolution and Spatial Sampling

When two pulses overlap they may no longer be identified as separate pulses. From this the down-range (i.e. perpendicular to the track) resolution may be approximated [8]:

$$\delta_r = \frac{c}{2B} \approx 6.8 \text{ cm}$$

(3.3)

As the bandwidth, $B$, cannot be changed, the down-range resolution should be interpreted as a given value. Looking at requirement [1.5], it may be concluded that this value should suffice, as typical objects in a road environment would be larger.

The cross-range (along the track) resolution is more involved and depends on how well the measured data is translated into an image. Additionally, as stated before, no phase information is available. As such the obtained cross-range resolution might be different from the traditional obtained one, which is half of the actual antenna length [19]. Instead a more intuitive way of looking at the cross-range resolution is given.

As is shown in section 3.1.5(a) the area where a certain object may be is decreased, i.e. the striped area would decrease, when the spatial sampling along the aperture is increased. From this it may be expected that the cross-range resolution is at least in some way dependent on the spatial sampling. This spacing on the aperture should satisfy certain constraints to avoid that certain parts are not visible, as depicted in section 3.1.5(b). However, this is a rather relaxed constrained. Taking the beamwidth 60° (as approximately for a TEM-horn, discussed in section 3.2.4) allows $\Delta x = R$. In section 3.1.4 it’s explained that in the current setup $R_{\min} > 1$ m demanding only: $\Delta x < 1$ m.

With the assumption that most target objects have widths and depths of the same order, it may be regarded as sufficient to make the cross-range resolution equal, or smaller than the down-range resolution. Then it may be expected that it will be hard to achieve centimetre resolution with spatial sampling of a meter.

To avoid failing any – yet unknown – conditions, the following guideline is formulated with respect to the spatial sampling: The spatial sampling will be set to as little as reasonably possible and in the order of a few centimetres.

3.1.6. Determining the Position

The signal processing part depends on the locations where the scans were performed. Depending on whether the scan is performed in a ‘discrete’ or ‘continuous’ way this is respectively, rather straightforward or somewhat more challenging.

‘Discrete’ meaning that the following process is iterated: make a scan, move radar module, make a scan, move radar module, etc. In this case the radar module has stopped when it makes a scan, where in the ‘continuous’ way
it is moving. In the first case the position of the radar module is exactly known, because the scan is performed only after the platform that moves it has stopped. The advantage of measuring ‘continuously’ is that it is faster and more practical. Additionally it is less stressful for the hardware that is moving the radar module. The position may be calculated, but only accurately if the moving platform is moving with an accurately known and constant speed. For the prototype it will assumed that this is the case.
3.2. Antenna Analysis
This section will dive into the process of choosing an antenna for the UWB SAR imaging application. Since designing an antenna is outside the scope of the project, available antennas will be analysed based on their specification and performance.

3.2.1. Antennas used in Practice
A variety of antennas is used within SAR imaging. In [9] an application is done using TEM (Transverse Electromagnetic) horn antennas, to monitor oil wells. It is also possible to design an antenna, which is optimised for its application, like is done in [20]. A common used structure of antennas are arrays, e.g. [8, 21].

3.2.2. Available Antennas
The PulsON P410 radar module was supplied with a set of omnidirectional antennas [22]. As discussed earlier, omnidirectional antennas are not desired, since omnidirectional antennas radiate power in all directions. Fortunately the Microwave Sensing research group of the TU Delft could supply two other types of antennas. The first type of antenna is a Vivaldi antenna, which is shown in fig. 3.6, by the design of [23]. The other antenna is a TEM horn antenna [24, 25], shown in fig. 3.7. These two antennas have to be compared and evaluated in order to determine which one is most suited for the application discussed here.

![Figure 3.6: The Vivaldi antennas](image1)
![Figure 3.7: The TEM horn antenna](image2)

3.2.3. SAR and Antenna Beamwidth
As described in [26, chap. 12] the results obtained by the use of SAR can be enhanced by using the fact that the radar module is moving. The resulting Doppler shift allows to differentiate between smaller bins in the beam of the antenna. In contrary to real aperture imaging a larger beamwidth (i.e. the width of the main lobe of the antenna) makes the resolution better instead of worse, because the larger beamwidth allows a longer observation time of the Doppler shift, or equivalently: a larger synthetic aperture. As the transmitted power is distributed over a larger area the SNR will decrease. At this point it would be possible to optimise between beamwidth and SNR.

However, there may be two issues with employing the Doppler shift in the application discussed here. First, the radar module only supplies the amplitude of the received signal, not its phase. It may be (more) difficult to utilise the Doppler shift without phase information. Furthermore, the velocity of the platform may not be sufficient to create a usable Doppler shift. As it is not the scope of this thesis to study the validity of these statements, it will be assumed that the Doppler shift is not applicable and will not be used.

This allows, instead of looking for an ‘optimal beamwidth’, to formulate the following hypothesis: A more directive antenna is more suitable for imaging in accordance with the requirements in chapter 2. This thought would be supported by the fact of it resulting in a higher SNR (discussed in more detail in section 3.2.5). Additionally it should result in less sensitivity to multipath reflections, because objects are in the ‘beam’ of the antenna for a shorter time. This may be illustrated by the thought of an antenna mounted above a floor, which should image a certain object in front of it. If it doesn’t ‘see’ the floor, reflections bouncing from the object via the floor won’t disturb the created image. A point of attention here is that at small beamwidths there may be additional constraints on the spacing along the synthetic aperture. However, as was discussed in section 3.1.5, this is a rather relaxed constraint.

---

1 Arrays are multiple smaller antennas, placed into a certain pattern, which if placed right, increases the directivity and overall gain.
Based on this hypothesis the antennas will be compared. The omnidirectional antennas supplied with the PulsON P410 radar module will not be studied in detail, as they won’t be sufficient for the imaging application if the assumptions made here are valid. Power will be radiated in all directions, also those that are not of interest: behind the antenna. Instead, the omnidirectional antennas will be used to verify the hypothesis stated here, in chapter 4. Other parameters will be studied to find out whether they may be of importance for the finally obtained image.

3.2.4. Antenna Parameters

Bandwidth
The bandwidth of the signal and therefore the bandwidth of the antennas influences the range resolution, see eq. (3.3). This shows that the higher the bandwidth of the signal the better (smaller) the range resolution will be. Here an infinite bandwidth (in the time domain, a delta-pulse signal) is ideal. However the PulsON P410 radar module operates between 3.1 and 5.3 GHz [15], thus it has a limited bandwidth of 2.2 GHz. One requirement for the antennas is then: they should operate between 3.1 - 5.3 GHz.

Both antenna are suited for UWB applications as specified by the manufacturers. The Vivaldi antenna operates in the frequency band 2.7 to 35 GHz ([23]). The TEM horn operates at the frequency band 2 to 26 GHz ([24]). At first sight, the operational bandwidth would be fitting with the radar module. However, in both cases they are on the lower end of their spectrum. To find out what the performance of these antennas is within the used frequency band other parameters will be studied.

Reflection Coefficient
One of these other parameters is the reflection coefficient. It shows how much of the power that is supplied to the system (the antenna) reflects back due to impedance mismatches between the system and the energy source (the radar module). The fraction of power that gets reflected back is given in eq. (3.4). Here $P_r$ is the power that is reflected back, $P_i$ is the incident power, $\Gamma$ is the reflection coefficient and $F$ is the ratio between the reflected power and the incident power.

$$F \ [\text{dB}] = 10 \ \log_{10}\left(\frac{P_r}{P_i}\right) = 20 \ \log_{10}(\Gamma) \quad (3.4)$$

If more power is radiated into free space, the SNR will increase. The target will thus be better visible in the final SAR images. As such it is preferred to have minimal power losses, which means the reflection coefficient should be as low as possible.

In fig. 3.8a the fraction of reflected power (eq. (3.4)) when using the Vivaldi antenna is shown between 2.0 and 10.0 GHz. It can be seen that in the operation bandwidth (3.1 - 5.3 GHz), it varies between $-13$ dB and $-22$ dB. The average of the reflection of power over the operation bandwidth is $-17$ dB, which means 98 percent of the power that is supplied will get delivered to the antenna, which is within reasonable numbers. Figure 3.8b shows the same as fig. 3.8a but then for the TEM horn. The fraction of reflected power varies in the operation bandwidth between $-5.5$ dB and $-10$ dB, with an average of $-8$ dB. At $-8$ dB, 84 percent of the power gets delivered to the antenna, showing that the TEM horn’s reflection coefficient is worse (higher) than that of the Vivaldi antenna. Nonetheless, these numbers may be interpreted as sufficient for operating in the specified frequency band.

![Figure 3.8: The fraction of reflected power](image-url)
Radiation Pattern, Polarisation & Directivity

The radiation pattern of the antenna is an important parameter for the application. The radiation pattern shows how much power gets send out in a certain direction. As previously discussed the directivity will be studied with the assumption that the higher the directivity the better, to be verified in chapter 4. A more directive antenna could also be useful for different implementations of SAR that are considered, for example with spotlight SAR, where constantly aiming at a target is required.

The normalised radiation patterns of both the Vivaldi and TEM horn antenna at 4.3 GHz are shown in fig. 3.9. These radiation patterns are measured for the E-plane and H-plane. It can be seen that the Vivaldi antenna radiates more uniformly in different directions than the TEM horn. Furthermore the TEM horn has a main lobe between $-30^\circ$ and $30^\circ$ which is about 5 dB higher in amplitude than the side lobes. In figs. A.1 and A.2 the radiation patterns are shown of both antenna’s at 3.1 GHz and 5.3 GHz. The radiation patterns at these frequencies are similar as the patterns in fig. 3.9, but they still vary at some angles. This indicates that the radiation patterns of both antennas are frequency dependent. The frequency dependency of the radiation patterns is shown in figs. A.3 and A.4. This dependency will be further discussed when the fidelity factor will be studied.

\[
D = \max \left( \frac{U(\theta)}{U_{\text{avg}}(\theta)} \right)
\]  

(3.5)

Figures 3.10a and 3.10b shows the directivity versus frequency for the Vivaldi and the TEM horn. The directivity of the TEM horn increases at higher frequencies and shows an almost linear relationship, while the Vivaldi shows a much more non-linear fast changing curve. It’s also important to note the amount of directivity in the operation bandwidth is much higher with the TEM horn than with the Vivaldi. This verifies that the TEM horn is more directive than the Vivaldi.

The antennas may be mounted with respect to the the moving platform in a way such that the E-plane is vertical, horizontal, or anything in between. As the choice is somewhat arbitrary concerning their shape, another criterion may be considered. Objects, typically present in the scene of interest, the road, are generally somewhat long (e.g. street lights). As such it may be beneficial to mount both the antennas in a way such that the E-plane is oriented vertically. This is schematically explained in fig. 3.11. The thought behind this is that the reflection from a lengthy vertical object will be (more or less) vertically polarised.
### 3.2. Antenna Analysis

In general it is possible that a received pulse has a different shape than the transmitted pulse, due to distortions that occur in the medium, transmission lines and antennas that sit between the transmission and reception. The fidelity factor quantifies this by looking at to what extend received pulses correspond to input pulses of the system as whole [27].

Both the Vivaldi and the TEM horn have, as mentioned earlier, a frequency dependency in their radiation patterns (see figs. A.3 and A.4). This frequency dependency changes the shape of the pulse that is transmitted (and received) at various angles around the antenna. Therefore, instead of looking at the fidelity of the input pulse, which is normally done, like in [27], in this thesis the fidelity with respect to a reference pulse\(^2\) will studied. This is done, because only the distortions caused by the antennas themselves are of interest instead of the totality of distortions present in the system.

The fidelity factor is relevant here, because the signal processing on the captured data will use the cross-correlation between the received signal and the reference signal in order to produce the final SAR image [2]. When a pulse, reflected from an object, has a poor correlation with the reference pulse, it will result in the object being less visible in the SAR image. Therefore it is important that between the angles that cover the main lobe (the beamwidth), the received pulses correspond well to the reference pulse, meaning that between those angles a high fidelity factor is preferred. If the fidelity factor were to drop sooner than the width of the main lobe of the antenna, then effectively its beamwidth would be smaller. This is an undesired situation, because that would mean a pulse could be received at a given range \(R\) which would not be recognised. This part of the ‘beamwidth’ makes the detection of pulses in the ‘effective beamwidth’ at this same range \(R\) harder, essentially adding ‘noise’ to the image.

\(^2\)This reference pulse is chosen as the pulse which is received when the transmitting and receiving antenna are direct in front of each other.

---

**Figure 3.10:** The directivity vs frequency

**Figure 3.11:** Schematic overview of how the antennas have been mounted and to what planes the measurements correspond.
In order to calculate the fidelity factor it’s necessary to determine the cross-correlation between the reference pulse and the received pulse. Equation (3.6) shows the fidelity factor as defined in [27], which is the cross-correlation between a normalised reference signal $\tilde{X}(t)$ and a normalised received signal $\tilde{F}(t)$. Here the signals are normalised, since only the shape of the pulses have to be compared and not their magnitudes.

$$\text{FF} = \max \int_{-\infty}^{\infty} \tilde{X}(t)\tilde{F}(t + \tau) \, dt \quad (3.6)$$

Using eq. (3.6) on the pulses received by the Vivaldi and calculating this for each angle with respect to the transmitting antenna, will result in the plot found in fig. 3.12a. Here the fidelity is studied in the H-plane (oriented horizontally with respect to the scene, see fig. 3.11), because this is also the plane in which the image is created, and as such is most interesting.

This figure shows that at 0° the pulse corresponds well to the reference signal, which is expected since that point was used as reference signal. Furthermore the fidelity factor follows, in a way, the antenna pattern given in fig. 3.9. What may strike as surprising are two large dips at around -90° and 90°. At these points the pulses only correspond for approximately 12.5% to the reference pulse.

The idea was that this was caused by the received pulse slowly being phase shifted with respect to the reference pulse as the angle increases. To verify this, the same plot was created by shifting the reference signal with 180°, given in fig. 3.12b. Where the fidelity was previously at a minimum it is now almost at a maximum. The cause of this may be found in the measurement itself. The receiving antenna was rotated with respect to the transmitting antenna. Apparently the phase centres of the antennas, both the TEM horn and the Vivaldi, were not fully aligned with the rotational axis. This causes the distance between the transmitting and receiving antennas to change, thereby causing a phase shift as the receiving antenna is rotated.

![Figure 3.12: The fidelity factor of the Vivaldi at each angle with respect to the reference signal](image)

To approximate the actual fidelity factor, without ambiguities caused by the non-alignment, the maximum fidelity with respect to phase shifted versions of the reference pulse was calculated. The results are given in fig. 3.13a, where it can be seen that the dips at -90° and 90° are compensated for. It shows that the fidelity factor of the Vivaldi is quite uniform, which is not totally surprising since the Vivaldi also radiate more uniformly. If the received signal power were to drop at certain angles, the ‘smaller’ pulse may be more sensitive to small distortions.

For the TEM horn the same process can be repeated, which results in fig. 3.13b. Looking again at the beam pattern of the antenna (fig. 3.9), it may be said that the TEM horn is a less sensitive to signals from the side, than from the front, which can also be seen in the fidelity factor of the TEM horn, with a smaller than one fidelity outside its beamwidth. Across the area of interest, the beamwidth of the TEM horn, the fidelity factor seems rather good.
3.2.5. Conclusion

In the applicable operation band the Vivaldi antennas were rather non-directive, showing no clear main-lobe. This in great contrast to the TEM horns, which showed much less sensitivity to signals from the side and the back of the antennas. As would be expected the fidelity with respect to the used reference pulse dropped at those angles where the TEM horns lost their sensitivity. Even though the Vivaldi antennas were outperforming the TEM horns in this respect they both performed sufficiently in their area of interest with a fidelity close to one. Making both antennas equivalent in this respect.

Looking at the reflection coefficient of the two antennas, it appeared that the Vivaldis were performing better than the TEM horns. To find out whether the latter makes any difference in the to be obtained result and to find out whether the ranges of the final system are sufficient to satisfy the requirements in chapter 2 an analysis is made on the range of the antennas, based on the previous parameters.

Range and SNR

The relation between range and SNR may be investigated by calculating the thermal noise power and the received signal power. The thermal noise power is given by [17]:

\[ P_n = k T_0 F B \approx -75 \text{ dBm} \]  

(3.7)

With \( k \) the Boltzmann constant, \( T_0 \) the standard temperature of 290 K, \( F \) the noise figure of the radar module (4.8 dB) and \( B \) its bandwidth (2.2 GHz). The received signal power is given by [17]:

\[ P_r = \frac{P_t G_t G_r \lambda^2 \sigma}{(4\pi)^3 R^4} \]  

(3.8)

With:

- \( P_t \), the transmitted power. The radar module can transmit up to \(-12.64\) dBm. Depending on the reflection coefficient this value is slightly lower. As calculated in section 3.2.4 \( P_t \) is approximately 98% (Vivaldi) or 85% (TEM horns) of \(-12.64\) dBm.

- \( G_t \), the gain of the transmitting antenna. For the Vivaldis approximately 2 dB in the used frequency band [23], and for the TEM horns around 13 dB [25].

- \( G_r \), the gain of the receiving antenna. For simplicity it is assumed that the antennas will be used in pairs, such that \( G_t = G_r \).

- \( \lambda \), the wavelength of the used signal. It is approximated by using the wavelength at the centre frequency.

- \( \sigma \), the radar cross section (RCS) of a typical object. It is a value that shows how much power is reflected. If typical objects are considered which might be found on a street, a value of 1 m² is deemed reasonable.
3.2. Antenna Analysis

Figure 3.14: The approximated SNR at different ranges from the antennas (Vivaldi and TEM horns). The dotted lines show the minimum and maximal values if the PII where to be set to their respective minimum and maximum value.

In [28] a small metal cylinder (about 30 cm long with a diameter of about 10 cm) is measured which has a RCS of about 0.5 m$^2$. Objects such as trash cans are already much larger, let alone the poles of street and traffic lights. A human being was also measured, its RCS being about 1 m$^2$. An RCS of 1 m$^2$ is a rough estimation, but it does supply a reasonable lower boundary.

- $R$, the range from the antennas.

The SNR may then be calculated using its definition and substitution in eq. (3.1):

$$\text{SNR} = \frac{P_r}{P_n} \cdot 2^{\text{PII}} \quad (3.9)$$

The resulting figure may be found in fig. 3.14. The higher gain of the TEM horns make that the obtained SNR is much higher, coming with a much smaller beamwidth. It may now be concluded that the TEM horns are outperforming the Vivaldis if the hypothesis, laid out in section 3.2.3, is followed: the horns allow a higher SNR, have a smaller beamwidth and have sufficient fidelity across it.

For further interpretation of the figure the important question is what minimum value for the SNR is required to obtain sufficient detail in the final images. An SNR of 20 dB, for example, already limits the amplitude of the thermal noise to one-tenth of the signal amplitude. Accepting this value as a threshold, it may be concluded that even with minimal PII the SNR is sufficient on short ranges, as was also noted in section 3.1.2. It is at these ranges that the Vivaldi antennas are likely still useful, as their minimum range is smaller (section 3.1.4).

At larger ranges, and with use of the TEM horns, the PII will have to be increased. At PII = 11 the images should be able to be reasonably clean up to 20 m, which should be sufficient to satisfy requirement [1.3].

It should be noted that in practice at those ranges other things may influence the results as well. For example the fact that the reflections from larger ranges are relatively small with respect those from ‘close by’, rendering them less visible in the final images. On the other hand, maybe because in a typical environment the objects close by are small and the ones further away larger (think buildings) this effect may be reduced. Larger range tests, not part of this thesis, should show whether this is, or is not, the case.
4

Prototype Implementation and Results Validation

This chapter describes how the design choices as described in chapter 3 have been implemented and validated.

4.1. Prototype Implementation

The software part of the design has been implemented using Matlab. The code provided by Time Domain [29] has been used as a starting point. This code already allows changing the configuration. It also allows reading data from the PulsON, but it has been decided to change the implementation somewhat, to allow multiple scans with only one ‘scan request’. The implementation of Time Domain does not sufficiently support this. Doing it this way should be more accurate, as the radar module itself is now determining the scan interval. Otherwise Matlab would be doing this by continuously requesting one scan at a time, introducing additional, somewhat random, delays.

First the configuration of the radar module is changed. The settings are set to those as determined in section 3.1. The start and stop times of the scan are approximated by inputting a certain range (as in distance). Because the PulsON does only allow certain values, the actual values are read back out after setting the configuration. They are then changed locally to compensate for the delay. After this the platform on the rail is set in motion and scans are made. Depending on the version the implementation is slightly different:

**Discrete:**
1. Configure PulsON.
2. Move platform \(dx\) cm.
3. Request scan, wait for data
4. Iterate 2. and 3. until a distance of \(x\) has been covered.

**Continuous:**
1. Configure PulsON.
2. Start moving platform \(x + y\) cm.
3. Request \(N\) scans.

Where \(dx\) is the space between two scans and \(x\) the total distance along which \(N\) measurements are performed. The parameter \(y\) is some additional distance at the start to allow the platform to get started and some at the end to avoid scanning while the platform has stopped moving. To comply with requirement [5.1] the application will communicate with the user when a scan has been received. Furthermore, both versions satisfy requirement [7.4], which says the platform should be able to be moved in semi-parallel with the scanning, because scans can be received while the platform is moving.

Finally, the hardware part of the prototype, mainly designed by the hardware group and described in [1], is what allows step 2. Adding the radar module to it results in a setup a previously given in fig. 1.3, with the ability to mount different types of antennas.

4.2. Results Validation

4.2.1. Data Acquisition

The data acquisition part may be verified by looking at the obtained data. An image created using the envelope of this data, obtained using a scan performed with spatial sampling of 1 cm and a ‘synthetic aperture’ of 4 m, is
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given in fig. 4.1a. The measurement setup is depicted fig. 4.1b. The two stacks of scans are clearly observable as two curves. This result is expected because the distance to the object may be written as:

$$R(x) = \sqrt{(x - x_0)^2 + y_0^2} \quad (4.1)$$

Where $R(x, y)$ is the distance to the object located at $(x_0, y_0)$, and $x$ is the position of the radar module. The lower can was located at about 270 cm from the radar module, which is almost as obtained in the image. A small bit of the right wall is also visible in the image as a diagonal line, starting at the point (4,3). Furthermore, clearly visible is a horizontal stroke along the image, which corresponds to the metal casings of lighting mounted on the ceiling.

Figure 4.1: An image formed using the envelope of the data captured using > 400 scans at equally spaced positions along the x-axis (cross-range). Two stacks of cans were images using TEM-horns (a). The measurement setup is depicted in (b).

4.2.2. Antenna Choice

The easiest way to validate the choices that were made at the end of section 3.2 is to produce SAR images with the different antennas. In fig. 4.2 the SAR images can be seen using the omnidirectional, Vivaldi and TEM horn antennas. Each of these SAR images are the product of the same imaging algorithm which was made by the Imaging subgroup. The setup that was used to acquire these images is given in fig. 4.1b.

Figure 4.2a shows the SAR image of the setup using the omnidirectional antennas. From this image it can be seen that the omnidirectional ones, as expected, capture a lot of multi-path reflections. Around $y = 4$ m a lot of reflections can be seen over the whole x-axis. These reflection are likely due to the metal casings of the lighting in the ceiling, also visible in the ‘raw’ data, as described in section 4.2.1. At around 2 m there are again a lot of reflections, this is most likely due to the lighting in the ceiling that were behind the antennas.

The image acquired using the Vivaldi antennas is shown in fig. 4.2b. In this image less multi-path reflections can be seen with respect to fig. 4.2a. This is somewhat unexpected, since figs. 3.9, A.1 and A.2 show that the Vivaldi has an almost omnidirectional pattern in the operation bandwidth. Since the Vivaldi’s fidelity factor at some angles (primarily at the back of the antenna) is less than one (see fig. 3.13a), it’s possible that those pulses reflected back from the lighting behind the antennas correspond less to the reference pulse making those the multi-path reflections less visible. However it’s not possible to fully conclude what causes the improvement on the image when using a Vivaldi with respect omnidirectional.

However the reflections at 4 m and 2 m are still seen, but in comparison with the omnidirectional it’s a vast improvement. Something that is quite surprising is the fact that one of the stack of cans (at $y \approx 3.5$ m) is less visible than with the omnidirectional antennas. At this point it’s not clear what causes this decrease in visibility, so making any concluding remarks about it won’t be appropriate.

The final image is an image created with the TEM horns (fig. 4.2c). This image is by far the best image of the three that were produced. The TEM horns receives less multi-path reflections, with respect to the omnidirectional and Vivaldi antenna. The TEM horn also has a higher gain than the omnidirectional and Vivaldi, resulting in a
higher SNR which renders noise to be less visible. The lighting in the ceiling behind the antenna isn’t visible anymore in the image, this is due to the directivity of the TEM horn. But this directivity makes the lights in the ceiling more visible on the image of the TEM horn with respect to the image of the Vivaldi. From these SAR images it can be concluded that the TEM horn improves the quality of the image the most. The Vivaldi already improves on the omnidirectional antenna, but the TEM horn with its higher gain and directivity receives less noise and multi-path reflections, therefore outperforming the Vivaldi antenna.

This validates the hypotheses, that was made at the beginning of this theses. It is possible that there are other parameters which could improve the quality of the SAR image, however it has become clear that directivity and gain give quite some improvement on the quality of the SAR image.

![Image](a) Onmidirectional  

![Image](b) Vivaldi  

![Image](c) TEM-horns

Figure 4.2: The obtained images with the different antennas with a simple algorithm of the Imaging group. The imaged objects are two stacks of cans (encircled in the image) with a height of 46 cm, centred to the height of the antennas.
This chapter discusses the obtained results in a general sense. Looking at the prototype delivered by the three subgroups as a whole it may be concluded that an image can successfully be formed of a scanned environment. The designed and implemented Data Acquisition subsystem contributes to this by being capable of acquiring measurement data using the PulsON radar module, configured to the applicable settings, and by making the data readily available for further processing. Furthermore a set of antennas was chosen which should improve the quality of the finally obtained SAR image.

Measurements show that, at least for ranges up to a few meters, the results are sufficient to recognise shapes in a controlled scene. These results may be applicable to road conditions, substantiated by the fact that the obtained SNR should be sufficient at larger ranges. Additionally the objects that may be typically found in road environments may be better visible than the two stacks of cans that were already imaged with encouraging results. Trash cans are for example often from metal and much larger, lamp posts much longer and buildings in general have a much larger reflective surface.

This would allow the future use of the developed technology for mapping of an (outside) environment, thereby possibly allowing the improvement of localisation and navigation of cars.
Conclusion

This chapter discusses what kind of further development and research is still possible, apart from the requirements that have been met already (see for a summary appendix A.3).

At this point the data acquisition and image formation work in a sequential relation. However for an easier accessible system it is desired for both sub-systems to work in (semi-)parallel with each other. This parallel implementation can be performed in the future to improve the system.

Due to the nature of this project, primarily the time duration, some of the hardware was supplied without any design steps of the project members. This caused some limitations based on the hardware provided. One example is the PulsON radar module which has certain bandwidth. It could be interesting to see if there are other radar modules available with higher bandwidths, which could then in turn improve the resolution of the SAR images. Another option could be to design a radar module, but this could take too much time to be effective.

As was mentioned at the beginning of the thesis the main goal of this project is to produce SAR images, keeping in mind a real world application: to improve the localisation and navigation of cars. In this thesis the theoretical fundamentals for this application have been established, however the next step is to scale towards the end goal. This process requires further research and testing of certain aspects of the system. A good example is the amount of range the system can scan. Longer ranges are theoretical possible, but tests need to be performed in order to verify if these longer ranges are achievable.

One must also be aware that a car travels faster than the moving platform that was used for this project. At these higher velocities the same spacing constraints apply as in the case of low velocities. The data acquisition must then be fast enough in order to keep up with speed of the car, it’s still questionable if the current system is able to do so. This requires more testing and research.

The SAR images that have been produced until now, have been done in one type of environment. So in order to see how the system performs in a real world environment, more tests need to be performed in a typical traffic situation.

As was mentioned in section 3.2.3, the Doppler shift is normally used in SAR. The application that is discussed in this thesis, did in fact assume that the Doppler shift was not sufficient enough to use. However at higher velocities, for example when used on a vehicle, the Doppler shift starts to become more relevant. Which opens the question of the ‘optimal beamwidth’ and the trade-off between SNR and beamwidth. It’s very well possible that the hypothesis which was stated in section 3.2.3 no longer holds, which requires a search of the most ‘optimal beamwidth’ for the real world application. This can possible require a fully new antenna design, which is designed specifically for the application.
A.1. Radiation Patterns

Figure A.1: The normalized (w.r.t the TEM horn) radiation patterns at 3.1 GHz.

Figure A.2: The normalized (w.r.t the TEM horn) radiation patterns at 5.3 GHz.
A.2. Frequency Dependent Radiation Patterns

Figure A.3: The normalized radiation patterns of the Vivaldi between 2 GHz and 10 GHz.

Figure A.4: The normalized radiation patterns of the TEM horn between 2 GHz and 10 GHz.
## A.3. Requirements Checklist

<table>
<thead>
<tr>
<th>Req.</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1.1]</td>
<td>✓ This requirement has been fulfilled, see section 3.1</td>
</tr>
<tr>
<td>[1.2]</td>
<td>✓ See fig. 4.2 and [2]</td>
</tr>
<tr>
<td>[1.3]</td>
<td>See section 3.1. This requirement can be achieved theoretically, but hasn’t been tested very thoroughly, as stated in [2], the longest successful (indoors) detection was ( \approx 10 ) m.</td>
</tr>
<tr>
<td>[1.4]</td>
<td>According to [2], the imaging algorithms can handle larger datasets. The only remark is that larger datasets take more time.</td>
</tr>
<tr>
<td>[1.5]</td>
<td>✓ Smaller objects have been detected, see fig. 4.2 and [2].</td>
</tr>
<tr>
<td>[2.1]</td>
<td>This global requirement can be achieved theoretically, but hasn’t been implemented yet.</td>
</tr>
<tr>
<td>[2.2]</td>
<td>According to [2], one of their algorithms may be used to implement fulfill this requirement, but further optimisation is necessary because of delays at high speeds.</td>
</tr>
<tr>
<td>[3.1]</td>
<td>This global requirement is dependent on results of the Imaging subgroup, thus see [2].</td>
</tr>
<tr>
<td>[4.1]</td>
<td>✓ This requirement has been fulfilled. A radar system that operates between 1 MHz and 10 GHz has negative health affects when it causes human bystanders to absorb more than 4 W/kg [30]. These levels of power are not applicable to the used radar module.</td>
</tr>
<tr>
<td>[5.1]</td>
<td>✓ This requirement has been fulfilled, see section 4.1</td>
</tr>
<tr>
<td>[5.2]</td>
<td>✓ This requirement has been fulfilled, see section 3.1</td>
</tr>
<tr>
<td>[6.1]</td>
<td>✓ This requirement has been fulfilled, see section 4.1</td>
</tr>
<tr>
<td>[6.2]</td>
<td>✓ The developed prototype uses the PulsON radar module.</td>
</tr>
<tr>
<td>[7.1]</td>
<td>✓ This requirement has been fulfilled, see section 3.1</td>
</tr>
<tr>
<td>[7.2]</td>
<td>✓ This requirement has been fulfilled, see section 4.1</td>
</tr>
<tr>
<td>[7.3]</td>
<td>✓ This requirement has been fulfilled, see section 4.1</td>
</tr>
<tr>
<td>[7.4]</td>
<td>✓ This requirement has been fulfilled, see section 4.1</td>
</tr>
<tr>
<td>[7.5]</td>
<td>✓ This requirement has been fulfilled, see section 3.1</td>
</tr>
<tr>
<td>[7.6]</td>
<td>✓ This requirement has been fulfilled, see section 3.2</td>
</tr>
</tbody>
</table>


