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Summary

This work is concerned with the simulation of gas networks using a hybrid modeling approach where different pipes are described with models belonging to the isothermal model hierarchy. It makes special emphasis in the coupling of algebraic and transient models and their effects in both steady-state and transient regime.

The transient behavior of simple networks is studied in both non-dissipative and dissipative regime with a perturbation analysis. Physical effects concerning transmission and reflection of perturbations are studied both numerically and analytically. The transient response of the algebraic model is studied and compared with the results of numerical experiments. Finally a perturbative approach for computing the attenuation coefficient for dissipative transport is proposed and the analytical results are compared with the numerical experiments.
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Natural gas is a fossil fuel created by the storage and anaerobic decomposition of organic material in the upper crust of the Earth during millions of year under high pressure and temperature conditions. It is mainly composed of alkanes, in particular hydrocarbons. Methane is the dominant component, and its relatively high concentration is due to the past life on Earth. Other gases are also present in smaller concentrations such as Helium, Nitrogen and Carbon dioxide. Natural gas is currently one of the main natural resources being its main usage for energy generation. Its energy density is significantly smaller than other fossil fuels, although its ease of storage and transport has made it one of the main energy sources. Its consumption is wide across industries and private households, making the demand for natural gas global. Since the main sources are localized in a few areas around the world, the transport of gas has become an important issue for the global economy [1].

Transport of natural gas is traditionally done by systems of pipeline networks, also known as transmission lines. These are network structures composed by pipes, achieving transport by pressure differences. The size of the networks ranges from tens to hundreds of pipes and elements, making the study of these systems a complex task. Although the mathematical models for describing transport of gas in a single pipe are well understood, the problem rapidly becomes analytically intractable when more elements are added. Therefore, numerical simulation has become a relevant tool for the study of gas pipeline networks, allowing to understand the detailed behavior of the system and to optimize the transport according to environmental, economical and energetic constraints.

The mathematical models used for the simulation of gas transport stem from the more general framework of fluid dynamics. These constitute a system of partial differential equations (PDEs) in space and time, to which standard discretization methods based on finite differences, elements and volumes can be applied. The time dependence of the model allows for the transient simulation of the system, i.e., it allows to study its dynamical behavior. Although this approach leads to highly accurate results, its computational cost is usually high, making simulations very demanding of computational
resources for large networks. An alternative approach is to use algebraic equations for describing the transport. The advantage of this is that no discretization is required and it is significantly easier to obtain a solution to the transport problem. However, the accuracy of the solution might be compromised by the simplicity of the model.

The goal of this thesis is to study the hybrid modeling of gas networks using both transient and algebraic models. This is equivalent to having a high resolution description in the pipes described by the transient model and a low resolution for the pipes described by the algebraic model. It becomes interesting to study the approximation errors induced by the simplicity of the algebraic model, as well as the differences in dynamical behavior when coupling a transient and algebraic model.

This project aims to answer the following research questions:

- What is the effect of using the algebraic model for the hybrid modeling of gas networks?
- How does the algebraic model affect the transient behavior of the network when coupled with transient models?
- Is it possible to derive an analytical model for describing the transient behavior of hybrid networks in both non dissipative and dissipative transport?

The organization of the document is as follows: Chapter 2 serves as an introduction to the fundamentals of gas transport. The physical characterization of the gas will be presented, an analysis and comparison of several friction factors will be introduced, and the transport equations will be derived. Chapter 3 will focus on the isothermal models considered in this study, presenting the model hierarchy and comparing the different models for a single pipe. Chapter 4 contains a review of numerical methods for solving hyperbolic problems, and discusses an implicit box scheme suitable for subsonic flow which will be the method used for the numerical simulations. Chapter 5 introduces the coupling conditions for isothermal models, as well as the discretized transport equations and model coupling for benchmark networks. A comparison of hybrid models in simple networks for steady-state regime will be discussed. Chapter 6 focuses on transient phenomenology in networks using a perturbative approach. A special emphasis in analytical results is made, by discussing the calculation of transmission and reflection coefficients and the response of the algebraic model to perturbations. In the case of non dissipative transport a comparison of analytical and numerical solutions focusing on the effects of using the algebraic model coupled with transient models is carried out. Finally the transport including friction will be studied by a perturbation analysis for computing analytically the decay coefficient due to friction and comparing with the results of the numerical experiments.
For studying the transport of gas in pipeline networks it becomes necessary to understand the physical characterization of the gas as well as the transport model governing the static and dynamical behavior of gas in pipes. The theoretical framework adopted for this study is fluid dynamics. Fluids can be either gas or liquids, being distinguishable through their thermodynamical properties. In particular, gas usually has low density and viscosity compared to liquids, and it is considered as a compressible fluid.

This chapter covers the mathematical modeling of gas with special emphasis on the equation of state, compressibility factor and the friction coefficient between the gas and the pipes. A brief introduction to the Navier-Stokes equations is presented, being a general framework for the description of fluid dynamics. This will facilitate the understanding of the transport models relevant for this study which are discussed in subsequent chapters.

2.1. GAS PROPERTIES AND EQUATION OF STATE

Gas is defined as one of the fundamental states of matter. Its building blocks can be either individual atoms or molecules of the same or different elements, with the intermolecular bonds usually weak compared to liquids and solids. Gases don’t have any specific shape, and they expand until occupying the entire volume of the container. Due to the extremely large number of particles, an exact microscopic study of gases is unfeasible, even though the laws governing the microscopic behavior are well understood. However, it is possible to start from the fundamental microscopic system and apply techniques from statistical mechanics to obtain macroscopic laws. Historically these macroscopic laws were empirically discovered first, forming part of classical thermodynamics. Later these laws were theoretically justified thanks to advances in statistical physics. The macroscopic model of gases establishes relations between the variables associ-
ated to the system, being these the pressure $p$, density $\rho$ and temperature $T$. Classically there has been a clear distinction between the so called ideal and real gas models. The ideal gas models are simplified models in which the following two assumptions are made:

- The volume of the molecules is negligible compared to the gas volume, being the molecules treated as zero-dimensional entities (points in the mathematical sense).
- The attractive and repulsive interactions between the molecules is not considered, and the collisions between them are assumed elastic, i.e., without loss of energy.

Although these assumptions might work in certain situations, it is clear that they limit significantly the applicability of the model. If the assumptions for ideal gases are dropped, then the problem becomes to model a real gas.

Both ideal and real gas models share the so called equation of state, being an algebraic relation between the thermodynamic variables of the system and given by:

$$p = R\rho T z(p, T)$$  \hspace{1cm} (2.1)

where $R = 8.314 J \text{mol}^{-1} \text{K}^{-1}$ is the gas constant and $z$ is the so called compressibility factor. More details will be provided in the next subsection.

### 2.2. Compressibility Factor

The compressibility factor is formally defined as the ratio of the gas volume at a given pressure and temperature to the volume of the gas if it were an ideal gas at the same pressure and temperature. From the definition it is clear that $z$ is equal to 1 for ideal gases, whereas it is a function of the pressure and temperature for real gases.

The ideal gas approximation has been demonstrated to be suitable for gases in low density conditions, given by low pressure and high temperature [2]. The error made by using the aforementioned approximations is negligible for a wide variety of gases and the ideal gas approximation is a widely adopted model. However, the values of pressure in typical gas networks is relatively high and therefore compressibility effects need to be taken into account. In the remaining of this study the gas will be modeled as a real gas unless stated otherwise.

For a real gas the derivation of the expression for the compressibility factor can be approximated by the virial theorem, which expresses $z$ as a power series in $p$ and $T$ [3]:

$$z = 1 + \sum_{i=1}^{\infty} B_i(T) \left( \frac{N}{V} \right)^i = 1 + \sum_{i=1}^{\infty} B_i(T) p^i$$  \hspace{1cm} (2.2)

where $B_i$ are the so called virial coefficients. The dependence of $\frac{N}{V}$ with $p$ given by the equation of state has been used for expressing the series as powers of the pressure. Using this approach several equations of state can be derived.

The choice regarding the equation of state is expected to affect the modeling of the gas and therefore the overall behavior of the system. However, after a comparison between
several equations of state for non-isothermal flow in a single pipeline carried out in [4], it was concluded that both steady state and transient behavior don't depend strongly on the particular choice for the equations of state considered. One of the most widely employed expressions for the compressibility factor was proposed by the American Gas Association, and it is known as the AGA compressibility factor:

\[ z(p, T) = 1 + 0.257 \frac{p}{p_c} - 0.533 \frac{pT}{p_c T_c}. \quad (2.3) \]

where \( p_c \) and \( T_c \) are the critical pressure and temperature of the gas considered. This will be the expression used in this study.

2.3. Friction factor

When the gas is transported through a pipe the input pressure does not remain constant along the pipe, but there exists a pressure drop. This pressure drop is mainly due to two reasons: gravity effects and friction. Gravity effects can affect the pressure of fluids in pipes with non-zero slope. The inclination of the pipe produces an increase of pressure in those parts of the pipe with small elevation, and a decrease in the regions with higher elevation. In this subsection we are focused on the pressure drop due to friction between the pipes and the fluid, and this will be formally described by means of the Darcy friction coefficient \( \lambda \).

Viscosity is a property of fluids that quantifies the resistance to flow due to frictional forces. For the purpose of this thesis only the friction between the fluid and the inner surface of the pipe is considered. The effects of the viscosity yield two flow regimes, namely laminar and turbulent. Laminar flow consists of the fluid traveling in layers, whereas in the case of turbulent flow instabilities arise.

A common metric to assess the turbulence regime of fluids is the Reynolds number. In the case of gas flow in cylindrical pipes, the Reynolds number will depend on the viscosity coefficient of the fluid as well as on geometrical parameters of the pipe as:

\[ \text{Re}(q) = \frac{D}{A \eta} |q| \quad (2.4) \]

where \( D \) is the diameter of the pipe, \( A = \pi \left( \frac{D}{2} \right)^2 \) the cross-sectional area, \( \eta \) is the viscosity coefficient and \( q = A \rho v \) is the mass flow. The convention is that the flow will be considered laminar if \( \text{Re} < 2000 \), partially turbulent if \( 2000 < \text{Re} < 4000 \), and fully turbulent if \( 4000 < \text{Re} \).

Apart from the viscosity coefficient present in the Reynolds number, the roughness of the inner surface of the pipes is also expected to contribute to the pressure loss due to friction. In order to account for frictional effects between the fluid and the inner pipe an additional roughness coefficient \( k \) is introduced.

This section introduces several friction factors widely used in modeling the friction between the gas and pipes. An analysis and comparison for different turbulence regimes and pipe parameters will be performed. For a thorough review of the existing frictions factors the reader is referred to [5].
The complexity of laminar flow is significantly smaller than for turbulent flow, and therefore some simple expressions for the friction factor have been proposed for this regime. The first one only depends on the Reynolds number, being inversely proportional to it:

\[ \lambda = \frac{64}{Re} \]  

(2.5)

For small values of the Reynolds number the friction factor is maximal, decreasing for large Reynolds numbers. This is analogous to the static friction coefficient being higher than the dynamical friction coefficient in classical mechanics.

Another friction factor is due to Weymouth. It has no dependency on the Reynolds number, only on the diameter of the pipe:

\[ \frac{1}{\sqrt{\lambda}} = 3.2605D^{\frac{1}{6}} \]  

(2.6)

The Weymouth friction factor is often larger than the friction factors from the other laws presented, and particularly when the flow is turbulent as it will be seen later in the forthcoming analysis.

In general the friction factor will have complicated dependencies with the Reynolds number, the diameter of the pipe and the roughness coefficient. The friction factors presented next aim to capture these complicated dependencies and are valid for both laminar and turbulent regime. The Colebrook-White friction factor depends on \( k \), \( Re \) and \( D \) as follows:

\[ \frac{1}{\sqrt{\lambda}} = -2\log_{10}\left( \frac{k}{3.7D} + \frac{2.51}{Re\sqrt{\lambda}} \right) \]  

(2.7)

Notice that the friction factor is given implicitly by the previous relation since it is necessary to solve a non linear equation to obtain \( \lambda \). The usual approach is to assume an initial friction factor and iterate the previous equation with the updated friction factor until convergence. In the limit of \( Re \to \infty \), the Colebrook-White equation boils down to the friction factor proposed by the American Gas Association given by:

\[ \frac{1}{\sqrt{\lambda}} = -2\log_{10}\left( \frac{k}{3.7D} \right) \]  

(2.8)

In this case the friction factor can be evaluated directly. Another explicit expression is given by Chen’s law [6], which has demonstrated being a quite accurate formula for the computation of the friction factor, and it is widely used for the simulation of gas transport in pipes [7]. It is given by:

\[ \frac{1}{\sqrt{\lambda}} = -2\log_{10}\left( \frac{k}{3.7065D} - \frac{5.0425}{Re}\log_{10}\left[ \frac{(kD)^{1.1098}}{2.8257 + \frac{5.8506}{Re^{0.8981}}} \right] \right) \]  

(2.9)

In Figure 2.1 a comparison of the friction factors presented in this section is included. Since they depend on the Reynolds number, friction coefficient and diameter of the pipes it is worth comparing the dependence of the friction factor with respect to these variables.
2.3. Friction factor

(a) Friction factor with respect the Reynolds number

(b) Friction factor with respect to the pipe diameter

(c) Friction factor with respect to the pipe roughness

Figure 2.1: Dependency of the Darcy friction factors discussed in this chapter with respect to the Reynolds number, pipe diameter and roughness coefficient
In Figure 2.1a the pipe roughness $k$ and the pipe diameter $D$ are fixed, and the Reynolds number is varied from laminar to fully turbulent regime. The Weymouth and AGA friction factors remain constant since they only depend on $D$ and $k$. On the other hand, Colebrook-White and Chen's law present a similar behavior ultimately converging to the same value for fully turbulent regime, together with the AGA equation. The resulting friction factor in the limit of fully turbulent regime is around one order of magnitude smaller than the Weymouth friction factor. It is also noticeable that the laminar friction factor reaches significantly lower values than the rest of the friction laws. However, since the validity regime of the laminar friction factor only holds for laminar flow ($Re < 2000$), the results for the laminar friction factor for fully turbulent regime are not realistic.

In Figure 2.1b the pipe roughness $k$ and the Reynolds number $Re$ are fixed. The chosen value for the Reynolds number corresponds to fully turbulent regime, being this a typical value in realistic applications. The pipe diameter $D$ is varied in a range which scopes possible realistic values for the diameter of gas pipelines. Again Colebrook-White and Chen's law present a similar dependency, not showing an strong dependency on the diameter. On the other hand, the Weymouth friction factor decreases significantly with the diameter. Since the laminar friction factor only depends on the Reynolds number, its value remains constant and order of magnitude lower than the rest of friction models. This is due to the large value chosen for the Reynolds number. Figure 2.1c contains a comparison of the friction factors presented when the pipe diameter $D$ and Reynolds number $Re$ are fixed to the previously mentioned values, and the pipe roughness coefficient $k$ is varied. The Weymouth friction factor remains constant since it only depends on the diameter, and it is an order of magnitude larger than AGA, Chen and Colebrook-White models. These friction factors don't show a strong dependency on the roughness coefficient, remaining around the same order of magnitude for the values of $k$ considered. As with varying diameter, the laminar friction factor remains constant in a value solely determined by the Reynolds number.

From the previous discussion we can conclude that both laminar and Weymouth friction factors don't provide with realistic models to account the friction between the gas and the pipes. They are rather simplistic models and their applicability is only suitable for very specific conditions which won't be meet in this study. It has also been observed that the rest of the models behave in a similar way and don't show strong dependences with respect to their parameters. It is expected then that the friction factor when performing numerical simulations of pipes will be around 0.01. Due to the similarity of the AGA, Colebrook-White and Chen's models, it does not make a significant difference the model chosen. In the remainder of this thesis only Chen's friction factor will be considered.

2.4. TRANSPORT MODEL: NAVIER-STOKES EQUATIONS

Once the gas has been physically characterized by the equation of state and the friction between the gas and the pipes has been discussed, the next step is to find a model for the transport of gas. A general transport model for fluids is given by the Navier-Stokes equations, composed by a set of nonlinear system of partial differential equations (PDEs) which describe the macroscopic behavior of the fluid according with fun-
2.4. **TRANSPORT MODEL: NAVIER-STOKES EQUATIONS**

Damental physical conservation laws, namely the conservation of the mass, momentum and energy. Although a fully rigorous derivation of the Navier-Stokes equations is out of the scope of this study, it is convenient to briefly review the fundamental laws governing the transport. For a thorough study of the Navier-Stokes equations and related models see [8].

### 2.4.1. ContINUITY EQUATION

For the derivation of the continuity equation it is useful to consider a finite control volume which is fixed in space, i.e., it doesn’t move with the fluid. The continuity equation is based on a simple physical assumption: equality between the net mass flow out of the control volume through its surface and the time rate of decrease of mass inside the control volume. Denoting an infinitesimal unit of surface pointing outwards the volume element as \(dS\) and the velocity of the fluid pointing outwards the volume element as \(\vec{V}\), an elemental mass flow going outwards of the control volume is given by \(\rho \vec{V} dS\).

Therefore, the net mass flow going outwards from the control volume can be obtained by integrating over all the surface, obtaining \(\int_S \rho \vec{V} dS\). Since the total mass contained in the control volume is given by \(\int_V \rho dV\), the time rate of decrease of flow can be written as \(-\frac{\partial}{\partial t} \int_V \rho dV\). Thus, we can express the aforementioned conservation law as:

\[
\frac{\partial}{\partial t} \int_V \rho dV + \int_S \rho \vec{V} dS = 0 \quad (2.10)
\]

The time derivative in the first term can be included inside the integral since the volume of the element is stationary. Moreover, Gauss’s law can be applied in the second integral, expressing the integration over surface as an integration over volume. Particularizing the resulting expression to one dimension, the continuity equation in conservation form can be written as:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho \vec{V})}{\partial x} = 0 \quad (2.11)
\]

### 2.4.2. Momentum equation

For the derivation of the momentum equation it is convenient to consider an infinitesimal element moving with the fluid, and it is assumed that this element satisfies the second Newton’s law given by:

\[
F_x = ma_x \quad (2.12)
\]

This law simply states that the net force on the fluid element is equal to its mass times its acceleration. The forces on the element are of two types; body forces, which act directly on the volumetric mass of the element and can be written as \(\rho f_x dxdydz\); and surface forces, which act on the surface of the element and are due to the pressure distribution around the fluid element. The total force on the fluid element can then be written as:

\[
F_x = \left[ -\frac{\partial p}{\partial x} + \rho f_x \right] dxdydz \quad (2.13)
\]
Writing the differential of mass as $dm = \rho dxdydz$ and the acceleration as $a_x = \frac{Dv}{Dt}$ where $\frac{D}{Dt}$ is the operator given by $\frac{D}{Dt} = \frac{\partial}{\partial t} + \vec{V} \cdot \nabla$ and $v$ is the velocity of the fluid, the momentum equation can be written in non conservative form:

$$\rho \frac{Dv}{Dt} = -\frac{\partial p}{\partial x} + \rho f_x$$

(2.14)

By rearranging some terms of the previous equation, using the vector identity $\rho \vec{V} \cdot \nabla v = \nabla \cdot (\rho v \vec{V}) - v \nabla \cdot (\rho \vec{V})$ and the continuity equation, the momentum equation for 1 dimensional flow is given by:

$$\frac{\partial (\rho v)}{\partial t} + \frac{\partial}{\partial x} \left( p + \rho v^2 \right) = \rho f_x$$

(2.15)

### 2.4.3. Energy equation

The moving fluid element will also be considered for the derivation of this expression. The physical assumption for the energy equation is of course the conservation of energy. Applied to the control volume, this conservation states that the rate of change of energy inside the element must be equal to the sum of the net flux of heat into the element and the rate of work done on the element due to body and surface forces.

We will start with the rate of work done. The physical definition of work is force times distance, and in the case of gases it can be expressed as pressure times the change in volume. The work done by the body forces is given by $\rho \vec{f} \cdot \vec{V} dxdydz$, and the work done by surface forces will contain dependencies with respect to the pressure and velocity, being the net work done given by:

$$\left[ -\frac{\partial (\rho v)}{\partial x} + \rho \vec{P} \cdot \vec{V} \right] dxdydz$$

(2.16)

The net flux of heat will be due to the volumetric heating of the element plus the heating of the element due to thermal conduction. These two effects are gathered in the equation describing the net flux of heat:

$$\left[ \rho \dot{q} - \left( \frac{\partial \dot{q}_x}{\partial x} + \frac{\partial \dot{q}_y}{\partial y} + \frac{\partial \dot{q}_z}{\partial z} \right) \right] dxdydz$$

(2.17)

where $\dot{q}$ is the rate of volumetric heat addition per unit mass and $\dot{q}_x = -k \frac{\partial T}{\partial x}$, leading to an expression for the next flux of heat:

$$\left[ \rho \dot{q} + \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) \right] dxdydz$$

(2.18)

Finally, the rate of energy change is due to the rate of change of internal plus kinetic energy, and it is given by: $\rho \frac{D}{Dt} \left( e + \frac{v^2}{2} \right) dxdydz$. Applying the conservation of energy, using the identity $\rho \vec{V} \cdot \nabla e = \nabla \cdot (\rho e \vec{V}) - e \nabla \cdot (\rho \vec{V})$, the one dimensional energy equation is given by:

$$\frac{\partial}{\partial t} \left[ \rho \left( e + \frac{v^2}{2} \right) \right] + \frac{\partial}{\partial x} \left[ \rho v \left( e + \frac{v^2}{2} \right) \right] = \rho \dot{q} + \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) - \frac{\partial (\rho v)}{\partial x} + \rho \vec{f} \cdot \vec{V}$$

(2.19)
2.4. Transport model: Navier-Stokes equations

2.4.4. Non isothermal flow in pipes

The Navier–Stokes equations discussed above comprise the continuity, momentum and energy equation for inviscid fluid. These are better known as the Euler equations. The external forces in the right hand side of the momentum and energy equation have been left unspecified. The friction between the fluid and the pipe wall can be included as an external force in the momentum equation, as well as the term responsible for gravity effects including the slope of the pipe. The Euler equations can be written as:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x} (\rho v) &= 0, \\
\frac{\partial}{\partial t} (\rho v) + \frac{\partial}{\partial x} (p + \rho v^2) &= -\frac{\lambda}{2D} \rho v|v| - g \rho h', \\
\frac{\partial}{\partial t} \left(\rho \left(\frac{1}{2} v^2 + e\right)\right) + \frac{\partial}{\partial x} \left(\rho v \left(\frac{1}{2} v^2 + e\right) + p v\right) &= -\frac{k_w}{D} (T - T_w).
\end{align*}
\]

where \( e = c_v T + g h \) is the internal energy, which is a sum of thermal and potential energy. \( c_v \) is the heat capacity, \( k_w \) the heat conductivity coefficient, and \( T_w \) the wall temperature of the pipe. The right hand side of the energy equation represents the heat transfer between the gas and the internal wall of the pipe, and it is given by the heat transfer model \([4, 9]\).

The unknowns for this system are the pressure, flow and temperature, and the complicated nonlinear relations between the variables makes this system of PDEs intractable by analytical methods, numerical methods being used instead. The computational complexity for solving this problem is high in general, so further simplifications can be made for making the problem more tractable numerically. This will be studied in the next chapter, where the assumption of constant temperature is made, giving rise to a family of isothermal models.
The transport model derived in the previous chapter depends on the pressure, flow and temperature of the gas. The dynamical behavior of the flow is described by a system of PDEs corresponding to the conservation of mass, momentum and energy. This model can be computationally expensive to solve due to the amount of variables, and therefore an important issue is the reduction of the complexity of the model. The most immediate question is the role played by the temperature in the transport. If the variation of temperature along the pipe doesn't have a relevant effect on the rest of variables it could be considered constant.

Reference [10] contains a comparison between non-isothermal and isothermal models for both steady state and transient regime of a benchmark network. The results of the study show that the assumption of constant temperature might compromise the accuracy of the description of the behavior for high values of the temperature, whereas for low values there is not a substantial difference between the isothermal and the non-isothermal models. The network considered is 122 km long and contains compressors for compensating the pressure losses due to friction.

The networks of interest in the current study will not contain compressors and will be significantly smaller, with a length of the order of a few kilometers. In order to compare the results for both non-isothermal and isothermal models the temperature, pressure

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>30 km</td>
</tr>
<tr>
<td>$D$</td>
<td>0.6 m</td>
</tr>
<tr>
<td>$p_{in}$</td>
<td>$5 \times 10^6$ Pa</td>
</tr>
<tr>
<td>$q_{out}$</td>
<td>40 kg/s</td>
</tr>
<tr>
<td>$T$</td>
<td>293 K</td>
</tr>
<tr>
<td>$k$</td>
<td>1.5e-5</td>
</tr>
<tr>
<td>$\eta$</td>
<td>1e-5</td>
</tr>
<tr>
<td>$h'$</td>
<td>0</td>
</tr>
<tr>
<td>$k_w$</td>
<td>0.0341 W/(m K)</td>
</tr>
<tr>
<td>$c_v$</td>
<td>1850 J/(kg K)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>10 s</td>
</tr>
<tr>
<td>$h$</td>
<td>50 m</td>
</tr>
<tr>
<td>$p_c$</td>
<td>$4.64 \times 10^6$ Pa</td>
</tr>
<tr>
<td>$T_c$</td>
<td>190.71 K</td>
</tr>
<tr>
<td>$c$</td>
<td>382.75 m/s</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters used for the comparison between non-isothermal and isothermal models
and mass flow profiles for the two models will be compared for a single pipe. In particular, we are interested in the dependency on the temperature of the gas along the pipe, as well as the difference in the pressure and mass-flow rate profiles between the non-isothermal and isothermal case.

Apart from the transport model it is necessary to define boundary conditions. For a given network both input and output nodes can be defined, being the pressure specified at the input nodes and the mass-flow rate specified at the output nodes. In case of a single pipe the input node is at the beginning of the pipe, and the output node at the end. Therefore, the boundary conditions are the input pressure and the output flow. For the non-isothermal model, a boundary condition is also needed for the temperature. The temperature at the input nodes will therefore be a boundary condition as well.

The boundary and coupling conditions for gas networks will be discussed in detail in Chapter 5. The numerical simulations have been done using the methods described in Chapter 4 and the parameters used in the simulations are contained in Table 3.1, where $\tau$ and $h$ are the time step and lattice spacing respectively. The results presented in this chapter correspond to the steady-state solution.

Figure 3.1a shows the relative error between the temperature profile along the pipe corresponding to the non-isothermal and isothermal model for four different input temperatures. It is observed that the maximum relative error is about 1% at the end of the pipe. It is also noted that this error is related to the minimum temperature considered. It can be concluded that the temperature profile remains almost constant along the pipe.

Since the variables of interest are the pressure and mass-flow rate, it becomes interesting to compare the spatial profiles of these variables for the non-isothermal and isothermal models. Figure 3.1b shows the relative error between the pressure profile of the non-isothermal and isothermal models. As expected the error grows towards the end of the pipe being zero at the entry node since the input pressure is fixed. It is observed that the higher the temperature, the higher the error. The maximum relative
error observed is around 40% for the highest temperature. Therefore, the assumption of constant temperature might compromise the accuracy of the model for high temperatures. However, in normal conditions the temperature of the gas rarely surpasses 300 K. It is clear from the graph that for temperatures below this value the relative error is smaller than 10%, and therefore the non-isothermal and isothermal models yield similar pressure profiles.

The relative error for the mass-flow rate profile is three orders of magnitude smaller than the relative error corresponding to the pressure profile. Since it provided little information it has been left out of this presentation. However, it is worth mentioning that for a given temperature the difference in mass-flow rate decreases towards the end of the pipe ultimately becoming zero since the flow rate at the end of the pipe is a boundary condition and therefore it is fixed. The numerical values of the relative error show that the difference between the mass-flow rate for the non-isothermal and isothermal case is negligible, the temperature not having a significant effect in the flow rate profile. Therefore, for the temperatures of interest it can be concluded that a variable temperature does not have significant effects in the pressure and mass-flow rate profiles. Moreover, the assumption of constant temperature makes the problem easier to solve computationally. The temperature can then be considered constant without a significant loss in accuracy and this will be the assumption in this study. This chapter introduces a family of isothermal models, namely the isothermal Euler equations, the semilinear and the algebraic model.

3.1. ISOTHERMAL EULER EQUATIONS

Under the assumption of isothermal regime thermal effects are neglected by considering the temperature as a constant. In this situation the energy equation becomes a trivial identity and it can be dropped, resulting in the system of equations:

\[
\frac{\partial}{\partial t} \left( \frac{p}{RT(z(p))} \right) + \frac{1}{A} \frac{\partial q}{\partial x} = 0 \tag{3.1a}
\]

\[
\frac{1}{A} \frac{\partial q}{\partial t} + \frac{\partial p}{\partial x} + \frac{1}{A^2} \frac{\partial}{\partial x} \left( \frac{q^2 RT(z(p))}{p} \right) = -\frac{g h'}{RT} z'(p) - \frac{RT}{2DA^2} \frac{z(p)}{p} \left( |q| \nabla \left| q \right| \right) \tag{3.1b}
\]

where the equation of state has been used as well as the definition of mass-flow rate. The variables in the isothermal case are the mass-flow rate \( q \) and pressure \( p \). This is the model chosen for comparison with the non-isothermal model. One of the advantages of the isothermal Euler equations with respect to the non-isothermal model is that the isothermal approximation is significantly simpler than the temperature-dependent equations, leading to a lower computational complexity.

This fact together with the relatively weak dependence of the pressure and flow profiles on the temperature has made the isothermal Euler equations a well studied model for the transport of gas in pipelines, being the most common model for the study of gas networks. However, it can be difficult to study this model analytically.

This analytical intractability motivates the rest of this chapter in which approximations to the isothermal Euler equations are discussed, in particular the semilinear and alge-
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3.2. Semilinear Model

The isothermal Euler equations provide with an accurate description of gas transport in pipelines and has been demonstrated to be equivalent to the temperature dependent model for the values of temperature, input pressure and output flow considered. However, it is complicated to treat analytically mainly due to the nonlinear term in the left hand side of the momentum equation.

The aforementioned nonlinear term is directly proportional to the mass-flow rate and inversely proportional to the pressure. Therefore, it is expected that for low values of flow rate and high values of pressure this term can be neglected. Assuming these conditions, the isothermal Euler equations can be approximated by:

\[
\frac{\partial}{\partial t} \left( \frac{p}{RT z(p)} \right) + \frac{1}{A} \frac{\partial q}{\partial x} = 0 \quad (3.2a)
\]

\[
\frac{1}{A} \frac{\partial q}{\partial t} + \frac{\partial p}{\partial x} = -\frac{g h'}{RT} p - \frac{RT}{2DA^2} z(p) q \frac{|\lambda(q)|}{p} \quad (3.2b)
\]

This model is also called semilinear model [13] and, although the behavior of this model is expected to be similar to the isothermal Euler equations, it is significantly simpler and will allow to be treated analytically. In particular, a steady-state solution can be derived as seen in the next section. Moreover, it also allows analytical solutions for transient phenomena as will be demonstrated in Chapter 6.

Given the assumption of neglecting the aforementioned quadratic term, it is worth asking about the differences in behavior between the isothermal Euler equations and the
3.2. SEMILINEAR MODEL

The semilinear model. Figure (3.2) contains a comparison of the pressure profile for a single pipe using the isothermal Euler equations and the semilinear model in steady state for several input pressures and output flow rates.

For both variable input pressure and variable output flow rate it is observed that the relative error between the pressure profile corresponding to the isothermal Euler and semilinear model increases with the position of the pipe, being maximum at the rightmost end. As with the comparison between the temperature dependent model and the isothermal Euler equations this is due to the input pressure as a boundary condition.

It can be observed in Figure (3.2a) that in the case of variable input pressure the maximum relative error corresponds to the lowest input pressure considered. The error decreases with the input pressure, being minimum for the maximum value of the pressure considered. This is in agreement with the hypothesis of being the quadratic term in the isothermal Euler equations negligible for high values of pressure. Therefore, in this scenario the semilinear model becomes a good approximation to the isothermal Euler equations. The relative error corresponding to the flow rate profile does not show any particular dependence on the value of the input pressure and can be neglected due to its small order of magnitude.

In the case of variable output flow rate the opposite behavior is observed, the relative error for the pressure profile increasing with the output flow rate value. This can be justified by two reasons.

The most immediate one is the quadratic dependence of the nonlinear term with the mass-flow rate. If the pressure is kept constant and the mass-flow rate is increased, this term will increase as well, becoming more important and non negligible. On the other hand, for small values of flow it can be safely ignored. Therefore, the error between the isothermal Euler equations and the semilinear model decreases with the value of the mass-flow rate.

The second reason has to do with the friction term at the right hand side of equation (5.9), which also depends quadratically on the mass-flow rate. For a single pipe the steady state mass-flow rate is constant and equal to the output flow rate, so increasing the flow rate at the end of the pipe also increases the flow profile and therefore the friction term. Higher friction causes a higher pressure loss, and therefore the pressure profile will have smaller values than in the case of non dissipative transport. Therefore, for high values of friction neglecting the quadratic term in the isothermal Euler equations is not such a suitable assumption, being this reflected in the increase in error between the isothermal and semilinear models. The error corresponding to the flow rate profile is maximum for the lowest value of output flow rate considered. It is observed, however, that it is three orders of magnitude smaller than the relative error corresponding to the pressure profile.

From the previous discussion it can be concluded that the pressure profile is relatively sensitive to values of the boundary conditions, being inversely proportional to the input pressure and directly proportional to the output flow rate. Given the order of magnitude of the resulting errors, it can be concluded that the semilinear model is a good approximation to the isothermal Euler equations for the input pressures, output flow rates and pipe parameters considered. Moreover, the semilinear model offers certain analytical advantages that will be considered in the rest of this study.
3. ISOTHERMAL MODELS
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(a) Relative error of the pressure for several input pressures

(b) Relative error of the pressure for several output flow rates

Figure 3.3: Comparison of the pressure profile for the isothermal Euler equations and the algebraic model for several input pressure and output flow rates

### 3.3. ALGEBRAIC MODEL

The Euler equations are given by a PDE involving partial derivatives with respect to space and time. The solution to this system will be transient, meaning that the variables involved will have certain dependency on time. On the other hand, the steady-state solution corresponds to the case in which the variables remain constant in time. This situation is of particular interest and it can be imposed by neglecting the partial derivatives with respect to time.

Despite the limitations of steady-state solutions, they have been widely used for the modeling of gas transport in pipes, particularly when the computational cost for solving systems of PDEs was large compared with the computational power. These steady-state solutions were originally formulated together with a specific friction factor, giving rise to the Weymouth equation for instance [5]. It is also possible to derive a steady-state solution from the isothermal Euler equations under certain assumptions, and it was demonstrated to generalize previously known steady-state laws [14].

The goal of this section is to derive a steady-state solution starting from the semilinear model. This will allow the comparison between all the models belonging to the model hierarchy. It will also allow to couple pipes described by transient and algebraic models, and this comparison is done in Chapter 5. Moreover, we will also be able to analyze the transient behavior when using hybrid models. This will be left for Chapter 6.

Although it is possible to particularize the isothermal Euler equations to steady-state regime by imposing the time derivatives equal to zero, the resulting ODE doesn't admit an analytical solution without further assumptions. However, it is possible to derive an algebraic model from the semilinear model.

After setting the time derivatives to zero the continuity equation (3.2a) simply becomes \( \frac{\partial q}{\partial x} = 0 \), meaning that the flow profile is constant throughout the pipe. For simplicity it will be assumed that the slope of the pipe is zero, so gravitational effects don't play a significant role. However, they could easily be included by assuming that the pressure...
appearing in the term containing the gravitational effects can be set as an average pressure. After these simplifications, the semilinear model reduces to the ODE:

\[ \frac{\partial p}{\partial x} = -\frac{RTz(p)}{2DA^2} \frac{q^2 \lambda}{p} \]  

\( (3.3) \)

In order to get an analytical solution to this equation, we also need to consider the compressibility factor as a constant, i.e., independent of the pressure. Assuming that the input pressure are known, the previous equation can be integrated for the entire pipe yielding the following relation between the flow and the input and output pressures:

\[ q = \sqrt{\frac{2DA^2}{LRTz}} \frac{1}{\sqrt{\lambda}} \sqrt{p_1^2 - p_2^2} \]

\( (3.4) \)

A different formulation of this model can be obtained by integrating equation (3.3) for a given spatial coordinate \( x \), obtaining the following spatial profile for the pressure:

\[ p(x) = \sqrt{p_1^2 - \frac{RTz}{DA^2} \lambda q^2 (x - x_0)} \]

\( (3.5) \)

It is immediate to obtain expression (3.4) by particularizing equation (3.5) for \( x = L \) and rearranging the resulting expression.

Figure (3.3) contains the relative errors between the pressure and flow profiles corresponding to the isothermal Euler equations and the algebraic model. The compressibility factor for the algebraic model has been computed as the average of the compressibility factor corresponding to the average pressure along the pipe. This is expected to introduce an additional source of error.

The relative error for the pressure profile for several input pressures behaves in a similar way as in the comparison between the isothermal and semilinear model. The relative error increases with the position and it is maximum for the smaller value of the input pressure. The maximum relative error observed corresponds to the pressure of \( p_{in} = 5 \times 10^6 \text{Pa} \). For higher values the relative error decreases, being negligible for the highest pressure considered. The relative error for the flow rate remains with the same order of magnitude as for the comparison with the semilinear model.

In the case of different output flow rates, the relative error increases with the value of output flow rate, being the errors observed of the same order of magnitude as in the comparison between the isothermal Euler and semilinear equations. The fact that the error increases with the output flow rate can be justified with the same argument as for the semilinear model since the algebraic model has been proven to be the steady-state solution to the transient semilinear model. The relative error corresponding to the flow profile does not show a strong dependence with the output flow rate values and can be neglected.

From the previous discussion we can conclude that the algebraic model can be safely applied for the study of gas transport in pipelines in steady-state regime. Even though it is a very simple model it constitutes an accurate approximation of the pressure profile for a single pipe in steady-state regime. Moreover, the algebraic model is simple to
treat analytically and does not require the use of numerical techniques for obtaining the pressure profile.
In the present chapter we have been restricted to the analysis of isothermal models in a single pipe. It would be desirable to evaluate the suitability of both semilinear and algebraic models in more complicated networks involving the coupling of these models. This will be discussed in Chapter 5. Moreover, since the algebraic model has been derived as the steady-state solution of the semilinear model, it does not depend on time and it establishes an algebraic relation between the flow rate and pressure. Therefore it is expected that a change in time of one of the variables (pressure or flow rate or both) leads to an instantaneous change in the rest of the variables of the model. A transient analysis of the algebraic model becomes a topic of interest and it will be studied in Chapter 6.
Before proceeding any further, it becomes necessary to introduce the numerical methods used to solve the PDEs corresponding to the isothermal Euler equations and the semilinear model. This will be the focus of the next chapter.
The transient isothermal models presented in previous chapters constitute a system of PDEs, and in particular a hyperbolic problem. This type of problems are ubiquitous across several disciplines and are used to describe a wide range of phenomena such as wave propagation and advective transport. The goal of this chapter is to introduce the mathematical background required for solving this type of differential equations along the methods commonly used. Special emphasis will be made in a particular method suitable for subsonic flow, and this will be the method used for the simulations of this study.

4.1. Introduction to Hyperbolic Problems

The isothermal Euler equations in the previous chapter constitute a hyperbolic system of partial differential equations in space and time. Since only first order derivatives are present it is a system of first order partial differential equations. The structure of hyperbolic problems describing other phenomena like transport of chemical products is similar, allowing the study of these systems with techniques suitable for hyperbolic problems in general. If the number of dependent variables (the variables of interest, being pressure and flow rate in the case of gas transport) is more than one a hyperbolic system needs to be solved, and when there is only one variable it is called a hyperbolic scalar equation. This chapter will only consider hyperbolic systems, although the study of scalar equations provides with valuable insight for the study of more complex models. Consider a first order hyperbolic system in one dimension given by the equation:

\[ u_t + f(u)_x = g(u) \] (4.1)

where \( u \in \mathbb{R}^m \) is the vector of unknowns, \( f \) is the so called flux function and \( g \) is the source term. A special case is when the right hand side of the equation (4.1) is zero. This homogeneous equation is known as a conservation law. The non-homogeneous
system is called a balance law. Each of those cases have their own particularities and these will be discussed in the following sections.

4.2. **Conservation Laws**

When the source term \( g \) in the right hand side of equation (4.1) is equal to zero, the following conservation law is obtained:

\[
 u_t + f(u)_x = 0 \tag{4.2}
\]

This is the most general version of a conservation law in one dimension. Before proceeding any further, it is necessary to give a formal definition of hyperbolicity for systems of partial differential equations. The simplest case is when the system of equations is linear, given by the expression:

\[
 u_t + Au_x = 0 \tag{4.3}
\]

where \( A \in \mathbb{R}^{m \times m} \) is a constant matrix. A linear system of the form (4.3) is called hyperbolic if the matrix \( A \) is diagonalizable with real eigenvalues. If this is the case the system can be decoupled into \( m \) independent equations and the solution of the original problem will be a combination of waves traveling at the characteristic speeds given by the eigenvalues of \( A \). A nonlinear conservation law described by (4.2) is hyperbolic if the Jacobian \( f'(u) \) of the flux function is diagonalizable with real eigenvalues for all physical values of \( u \). This definition is closely related to the concept of characteristics. Moreover, for the problem being completely specified and guaranteeing existence and uniqueness it is necessary to include boundary and initial conditions.

It is easy to see that the isothermal Euler equations in (3.1) are not a conservation law since the system of equations is not homogeneous, containing terms responsible for gravity and friction effects. Indeed, the system (3.1) is a system of balance laws and will be discussed later in this chapter.

4.2.1. **Numerical Methods for Conservation Laws**

Due to their wide range of applications and their analytical intractability in most realistic cases, numerical methods for solving systems of conservation laws have been a subject of intensive research. One of the most common approaches is by Finite Volume Methods (FVM), based on the integral formulation of the conservation law.

For illustration purposes it is convenient to consider a simple scalar linear hyperbolic problem such as the advection equation. This model is used to describe transport of substances inside a fluid in one dimension, and it is given by:

\[
 u_t + \bar{v} u_x = 0 \tag{4.4}
\]

where \( u \) represents the density of the substance and \( \bar{v} > 0 \) is the speed at which it is transported. From the FVM perspective, it is possible to derive the following scheme, also known as the upwind method:

\[
 u_i^{n+1} = u_i^n - \frac{\bar{v} \tau}{h} (u_i^n - u_{i-1}^n) \tag{4.5}
\]
where \( \tau \) is the time spacing, \( h \) the spatial lattice spacing and the indexes \( n \) and \( i \) correspond to the time and spatial indexes respectively. By rearranging the previous equation it is clear that it can be interpreted as a finite difference scheme backward in space and forward in time. The requirement for convergence of this numerical scheme serves to illustrate a more general feature of numerically solving hyperbolic problems, this being the Courant-Friedrichs–Lewy (CFL) condition. The CFL condition is a necessary condition that needs to be fulfilled when refining the lattice spacing for guaranteeing existence of a unique solution, and it ensures that the information is propagated at the correct speed. In particular, it states that a numerical method can be convergent only if its numerical domain of dependence contains the true domain of dependence of the PDE, at least in the limit as \( \tau \) and \( h \) go to zero. This condition introduces the so called Courant number given by

\[
\nu = \frac{\tau}{h} \max_p |\lambda^p| \quad (4.6)
\]

and this number is needed to be \( \nu \leq 1 \). We will see that this requirement doesn’t need to be satisfied by the numerical method that will be used for the simulations in this study.

### 4.3. Balance laws

Conservation laws are ubiquitous in science and engineering and achieve to describe the behavior of many physical problems. However, in most realistic situations the correct characterization of the system involves source terms. These terms are responsible of effects such as chemical reactions between the components or dissipative effects like friction. This will result in an additional term in the right hand side of a conservation law, yielding the following expression:

\[
u_t + f (u)_x = g (u) \quad (4.7)
\]

where \( g \) is a source term which depends on the variables of interest. In fact, the isothermal Euler equation containing friction and gravity terms are an example of a balance law. So far only methods for solving conservation laws have been discussed. The numerical treatment of balance laws is more complex, and the following subsection presents some insight on how to solve this type of problems.

### 4.3.1. Numerical methods for balance laws

A conceptually simple yet effective approach for solving systems of balance laws is the operator splitting method. This approach relies on the idea of separating the homogeneous and non homogeneous problems into two steps as follows:

\[
A : u_t + f (u)_x = 0 \quad (4.8a)
\]

\[
B : u_t = g (u) \quad (4.8b)
\]

The first step involves solving an homogeneous problem and this can be done with any of the available methods suitable for this, such as an upwind method. The second step
includes the non-homogeneity (source term) and constitutes an ODE that can also be solved with standard techniques.

In general it is expected that dividing the problem in this way introduces an splitting error which might compromise the accuracy and convergence of the solution. Another issue arises regarding the boundary conditions. The boundary conditions for the original equation (4.7) in general does not correspond to the boundary condition which needs to be applied to the homogeneous PDE (4.8b) corresponding to the first step of the method. For further details the reader is referred to Chapter 17 of [15]

It is clear that the numerical treatment of balance laws presents challenges which were absent for conservation laws at both convergence and implementation level. In the rest of this chapter we will focus on a method for solving systems of balance laws which is relatively simple to implement and circumvents some of the problems discussed in this chapter. In the case of the isothermal Euler equations the assumption made for this method is that the flow is subsonic, being the speed of the gas negligible in comparison with the speed of sound in the gas. Although this assumption seems restrictive at a first glance, most of the transient behavior in gas pipeline networks is restricted to the subsonic case.

4.4. Implicit Box Scheme for Subsonic Flow

The method presented in this section was published in [16] as a scheme suitable for large scale simulation of gas flow in pipelines. It relies on the weak formulation of the hyperbolic problem and it has been quickly adopted by the research community due to its relatively simple implementation compared with other traditional methods for systems of balance laws.

Consider a scalar first order hyperbolic problem in one dimension given by:

\[ u_t + f(u)x = g(u) \quad (x, t) \in \mathbb{R} \times \mathbb{R}_+ \]  (4.9)

together with the initial condition denoted as:

\[ u(x, 0) = u_0(x) \quad x \in \mathbb{R} \]  (4.10)

The proposed discretization scheme stems from the variational formulation of the equation (4.9), by multiplying this expression with a test function \( \phi \in C_0^1(\mathbb{R} \times \mathbb{R}_+) \) and applying integration by parts, yielding:

\[ \int_{-\infty}^{+\infty} \int_0^{+\infty} [u \phi_t + f(u) \phi_x] \, dt \, dx + \int_{-\infty}^{+\infty} u_0(x) \phi(x, 0) \, dx = -\int_{-\infty}^{+\infty} \int_0^{+\infty} g(u) \phi \, dt \, dx \]  (4.11)

where \( u \in L^\infty(\mathbb{R} \times \mathbb{R}_+) \). Assuming \( h \) and \( \tau \) as the spatial and temporal lattice spacings, a box discretization of the domain as a box in space and time can be performed. The discretization proposed consists of the spatial interval \( I_j = [(j - 0.5)h, (j + 0.5)h] \) and temporal interval \( I_n = [n\tau, (n + 1)\tau] \). These are cells constructed by central differences in space and backward differences in time respectively. The test function or ansatz is assumed to be a piecewise constant function of the form:
\[ \ddot{u}(x, t) = u^n_j \quad (x, t) \in I_j \times J_n \] (4.12)

where the solution has been approximated as \( u^n_j \approx u(jh, nt) \). The discretization scheme proposed can be written as:

\[ \frac{u^{n+1}_{j-1} + u^{n+1}_j}{2} = \frac{u^n_{j-1} + u^n_j}{2} - \frac{\tau}{h} \left( f^n_{j+1} - f^n_{j-1} \right) + \tau g^{n+1}_{j-1} + g^{n+1}_j \] (4.13)

where \( f^n_j = f(u^n_j), g^n_j = g(u^n_j) \) and the initial condition is given by \( u^0_j = \int_{I_j} u_0(x) \, dx \). It is worth noticing that this scheme is not explicit since the solution for a given timestep cannot be obtained directly from the solution corresponding to the previous timestep.

As a matter of fact, for obtaining the solution at any timestep a system of nonlinear equations need to be solved, resulting in an implicit method. Newton's method will be used for solving the system of nonlinear equations, and a brief introduction can be found in the next subsection of this chapter. The explicit expressions corresponding to the discretization of the isothermal Euler equations and the semilinear model will be left for Chapter 5.

The following lemma concerns the existence and uniqueness of the solution to the general balance law (4.7) under the discretization scheme (4.13):

**Lemma 1** [16] For \( u^n \in L^1(\mathbb{Z}) \), \( f, g \in C^1(\mathbb{R}) \), \( g(0) = 0 \), \( g' \leq 0 \), \( f' \geq \lambda_{\text{min}} > 0 \) and \( \frac{\tau}{h} \geq \frac{1}{2\lambda_{\text{min}}} \), the scheme (4.13) admits a unique solution \( u^{n+1} \in L^1(\mathbb{Z}) \).

It is worth mentioning that, although the condition contained in the previous lemma resembles the CFL condition, it prescribes quite the opposite. Given a certain lattice spacing, the CFL condition constitutes an upper bound for the timestep, meaning that the grid needs to be refined in time when is refined in space. On the other hand, the present scheme prescribes a lower bound for the time spacing, meaning that when the spatial lattice is refined, there is a limit for the refinement of the time spacing.

This is one of the most remarkable features of the discretization considered, as it allows to take larger timesteps as the grid is refined. This becomes particularly useful for reaching the steady state solution in a few timesteps in comparison with other methods. As a matter of fact, the steady state solution in the present study will be obtained by evolving an arbitrary initial state until reaching steady state. The stopping criterion will be the relative error between the solution between two consecutive time steps, which should remain above a certain predefined threshold.

Defining the variable \( P = \frac{p}{z(p)} \) and gathering the variables \( P \) and \( q \) into the vector of unknowns \( u = \begin{pmatrix} P \\ q \end{pmatrix} \) it is possible to express equations (5.7) as in (4.9). This constitutes a hyperbolic system since the eigenvalues of the Jacobian of the flux function \( f \) are real and given by \( \sigma = v \pm c(p) \), where \( c(p) \) is the speed of sound. In most practical applications of the transport equations the flow can be considered subsonic, where the speed of the gas is significantly lower than the speed of sound, \( v << c \). In this situation the eigenvalues preserve their sign.
It is interesting to check if for a fixed lattice spacing $h$, instabilities arise for values of $\tau$ below the threshold value corresponding to the condition $\frac{\tau}{h} \geq \frac{1}{2\lambda_{min}}$. The case $\lambda_{min} = \min(v + c)$ has been chosen, although the same analysis applies to $\lambda_{min} = \min(|v - c|)$. For the boundary conditions in the simulations performed the velocity of the gas takes the value $v = 4.145$ m/s, being this value significantly smaller than the speed of sound and therefore being in subsonic regime. For this velocity $\frac{1}{2\lambda_{min}} = 1.644 \times 10^{-3}$ and the value for $\tau$ below which the numerical method becomes unstable can be computed. Table 4.1 shows this value for several lattice spacings, being the total length of the pipe $L = 5000$ m.

After computing this value the simulation of transient behavior of a perturbation in pressure was performed for several values of $\tau$, both over and under the threshold of discussed previously. The results are shown in Table 4.2, where the Courant number $\nu$ and whether oscillations were observed have also been included. As the time step $\tau$ decreases, the Courant number decreases as well. It is observed that for high values of $\tau$ the Courant number is significantly higher than 1. No unsteadies were observed for $\tau > 1$ for any of the lattice spacings considered. However, when the value of $\tau$ was set

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\tau_{th}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>0.329</td>
</tr>
<tr>
<td>50</td>
<td>0.164</td>
</tr>
<tr>
<td>100</td>
<td>0.082</td>
</tr>
<tr>
<td>200</td>
<td>0.041</td>
</tr>
</tbody>
</table>

Table 4.1: $\tau$ threshold value for several lattice spacings. Below this value the numerical method is expected to oscillate.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\nu$</th>
<th>oscillations</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>$1.658 \times 10^1$</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>1.658</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>$1.658 \times 10^{-1}$</td>
<td>No</td>
</tr>
<tr>
<td>0.1</td>
<td>$1.658 \times 10^{-2}$</td>
<td>No</td>
</tr>
<tr>
<td>0.01</td>
<td>$1.658 \times 10^{-3}$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

(a) $h = 25$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\nu$</th>
<th>oscillations</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8.29</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>$8.29 \times 10^{-1}$</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>$8.29 \times 10^{-2}$</td>
<td>No</td>
</tr>
<tr>
<td>0.1</td>
<td>$8.29 \times 10^{-3}$</td>
<td>No</td>
</tr>
<tr>
<td>0.01</td>
<td>$8.29 \times 10^{-4}$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

(b) $h = 50$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\nu$</th>
<th>oscillations</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2.073</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>$2.073 \times 10^{-1}$</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>$2.073 \times 10^{-2}$</td>
<td>No</td>
</tr>
<tr>
<td>0.1</td>
<td>$2.073 \times 10^{-3}$</td>
<td>Yes</td>
</tr>
<tr>
<td>0.01</td>
<td>$2.073 \times 10^{-4}$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

(c) $h = 100$

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\nu$</th>
<th>oscillations</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>4.145</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>$4.145 \times 10^{-1}$</td>
<td>No</td>
</tr>
<tr>
<td>1</td>
<td>$4.145 \times 10^{-2}$</td>
<td>No</td>
</tr>
<tr>
<td>0.1</td>
<td>$4.145 \times 10^{-3}$</td>
<td>Yes</td>
</tr>
<tr>
<td>0.01</td>
<td>$4.145 \times 10^{-4}$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

(d) $h = 200$

Table 4.2: Courant number and observation of oscillations as a function of $\tau$ for several lattice spacings.
below the threshold in Table 4.1, unstabilities can be observed. It is worth mentioning that even though the CFL condition is still fulfilled for all these values oscillations arise due to violating the condition \( \frac{\tau}{h} \geq \frac{1}{2\lambda_{\text{min}}} \).

Figure 4.1 contains the pressure profile for the first time step for several lattice spacings with \( \tau = 0.01 \). The oscillations are clearly visible, and their spatial propagation seems to be higher the larger the lattice spacing as expected.

### 4.5. NEWTON’S METHOD

As discussed in the previous section, after the discretization of the Euler equations a nonlinear system of equations needs to be solved for each time step. Newton’s method is one of the most well known procedures to solve this problem, and a brief discussion will be presented in the current section. A quite intuitive justification for Newton’s method can be derived by Taylor expansion [17]. Given a set of nonlinear equations \( F_l(x) = 0 \quad l = 1, \ldots, M \), a series expansion can be obtained around the given point \( x \) given a perturbation \( \delta x \):

\[
F_l (x + \delta x) = F_l(x) + \sum_i^M \frac{\partial F_l}{\partial x_i} \delta x_i + \mathcal{O} (\delta x^2)
\]

Defining the Jacobian matrix as \( J_{ij} = \frac{\partial F_i}{\partial x_j} \), the previous equation can be rewritten in a
more compact matrix notation as $F(x + \delta x) = F(x) + J \delta x + \mathcal{O}(\delta x^2)$. Assuming that the perturbation is small enough, the quadratic and higher order terms can be neglected. Moreover, the condition $F(x + \delta x) = 0$ will be set. This simply means that the perturbation $\delta x$ of interest is the required perturbation to solve the nonlinear system $F$. Therefore, the idea of the method is to 'search' for the solution following the direction of the perturbation. Under the aforementioned conditions, it is easy to obtain the relation

$$J \delta x_k = -F$$

(4.15)

This constitutes a system of linear equations with unknown $\delta x_k$, and it can be efficiently solved by classical methods such as Gauss-Seidel elimination. The resulting iteration scheme is then given by:

$$x_{k+1} = x_k + \delta x_k$$

(4.16)

Newton’s method is a particular case of a more general concept called simultaneous relaxation [18]. Under continuity conditions for $F$ and non-singularity conditions for the Jacobian, Newton’s method is proven to converge to the solution of the nonlinear system provided that the initial state is sufficiently close to the actual solution.

It is convenient to highlight some implementation details. The first step consists of defining symbolic variables for the pressure $p$ and flow rate $q$, and then assembling the discretized PDE following scheme (4.13). The explicit expressions for the discretization of the equations corresponding to the models considered in this study can be found in Chapter 5, together with details on imposing boundary and coupling conditions. For Newton’s method the Jacobian with respect to the discretized flow rate and pressure of the resulting nonlinear equations needs to be computed, and this will be done symbolically.

The system can then be initialized with numerical values. For obtaining the steady-state solution, the system can be initialized arbitrarily as long as the initialization satisfies the boundary and coupling conditions. The system will evolve in time, and the steady state is reached when the relative error between two consecutive time steps goes below a certain tolerance.
Transport of gas over long distances is usually carried out by gas pipeline networks. These structures often consist of tens or hundreds of elements, with pipes, valves and compressors being the most relevant ones. In this study we will only consider pipes. A pipeline network can be formulated as a directed finite graph \( (\mathcal{J}, \mathcal{V}) \), where \( \mathcal{J} \) is the set of edges and \( \mathcal{V} \) is the set of vertices \([19]\). Each edge \( j \in \mathcal{J} \) corresponds to a pipe which, assuming that they are one dimensional, will be modeled by an interval \([a_j, b_j]\) denoting the initial and final position of the pipe. Each vertex \( v \in \mathcal{V} \) corresponds to an intersection of pipes and, for a given vertex, the set of all indices of edges ingoing (outgoing) to the vertex \( v \) is denoted by \( \delta_v^- (\delta_v^+) \).

In order to simulate the transport of gas in a pipeline network it becomes necessary to define coupling conditions for connected pipes. Given a node \( v \in \mathcal{V} \) of the network, certain coupling conditions between the variables of the input \( \delta_v^- \) and output pipes \( \delta_v^+ \) need to be defined. In this study only isothermal models will be considered, namely the isothermal Euler equations, the semilinear and algebraic model. The dependent variables of the problem are the pressure \( p \) and mass-flow rate \( q \), and the coupling conditions will concern these variables. The coupling conditions for connected pipes are expected to satisfy two requirements:

- The coupling conditions need to have a physical justification: Ideally the coupling between pipes will be supported by underlying physical laws concerning the behavior of the fluid at the intersection of pipes, such as conservation laws.
- The transport problem given the coupling conditions need to be well-posed: The coupling conditions need to guarantee existence and uniqueness of solutions to the transport problem.
The remainder of this chapter will be concerned with the coupling conditions when only a single model is used, as well as when different pipes are described by different models.

5.1. COUPLING CONDITIONS

From a physical perspective, there are three assumptions for the coupling of isothermal models at an intersection:

- There are no vacuum states present, meaning that the density $\rho$ is always greater than zero. This assumption is expected to be fulfilled due to the conditions of operation of real gas networks.

- There is only one pressure at the intersection. Accurately modeling the real behavior of the pressure at an intersection might be cumbersome and not necessarily accurate, and therefore further simplifications are needed. Although having a single pressure at a given intersection might seem a strong assumption, this approximation has yielded accurate results in the modeling of gas networks and will be adopted.

- Mass flowing through an intersection is conserved: Unless there is a source or drain of flow at a given node, the incoming mass flow rate must be equal to the outgoing flow rate, meaning that the total mass is conserved. In the remaining of this study it will be assumed that no mass gets in or out at any inner node of the network.

These assumptions can be expressed formally as the following coupling conditions:

\begin{align}
\rho_k > 0 & \quad \forall k \in \delta_v^\pm \\
 p(\rho_k(b_k-, t)) &= p(\rho_{k'}(a_{k'}+, t)) \quad \forall k \in \delta_v^- \quad \forall k' \in \delta_v^+ \\
 \sum_{k \in \delta_v^-} q_k(b_k-, t) &= \sum_{k \in \delta_v^+} q_k(a_k+, t)
\end{align}

A question of interest is the existence and uniqueness of solutions to the transport problem given these couplings. In case the solution exists, is unique and stable against perturbations in the data, the problem will be called well-posed, and it will be called ill-posed otherwise. Furthermore, two scenarios are possible:

- The transport in the entire network is described by a single model (the same model for all pipes): there are three different couplings in this scenario, namely isothermal Euler - isothermal Euler, semilinear - semilinear and algebraic - algebraic.

- The transport in different pipes is described by different models: In this case the coupling between different models need to be considered. There are three possibilities: Euler - semilinear, semilinear - algebraic and Euler - algebraic.
The well-posedness of the solution in the first case has been demonstrated in [20]. Moreover, it has also been demonstrated for the coupling of the isothermal Euler equations, semilinear and algebraic models [13]. Therefore the coupling conditions (5.1) guarantee the existence of an unique solution for the coupling of the isothermal models considered in this study.

5.2. Multiscale modeling

Real gas networks can have hundreds of pipes and other elements. The isothermal Euler equations are a system of PDEs which is computationally expensive to solve, so if all the pipes of a gas network are modeled with a differential equation, the computational resources for solving the entire system might be quite large for realistic networks. However, for certain networks a fully detailed simulation is not even necessary. A better approach would be to use fine scale models such as the isothermal Euler equation and the semilinear model where high accuracy is desired, and coarse scale models such as the algebraic model where low accuracy can be tolerated. The goal of considering the coupling between different models is to allow for the hybrid modeling of the network. In particular the algebraic model is an analytical relation between the flow rate and pressure, meaning that no discretization of the variables is required and therefore the size of the problem diminishes significantly. Modeling a gas network with only the algebraic model is quite limited: it is a very simplistic steady state model, it doesn't consider any transient behavior of the gas and might not provide with accurate solutions in certain situations. However, with a hybrid modeling approach it could be possible to keep the balance between accuracy and computational complexity.

Assuming that the transport of each pipe of the network is described by different models, the entire set of pipes can be represented as \( \mathcal{J} = \mathcal{J}_{Euler} \cup \mathcal{J}_{semi} \cup \mathcal{J}_{alg} \), where \( \mathcal{J}_{Euler} \), \( \mathcal{J}_{semi} \) and \( \mathcal{J}_{alg} \) denote the set of pipes modeled with the isothermal Euler, semilinear and algebraic models respectively. The intersections between pipes will be considered as zero-dimensional domains (points in mathematical sense), and it is assumed that friction effects can be neglected at the intersection. Friction is present all along the pipes, but it is considered that there are no pressure losses inside the junction. Moreover, the pressure is supposed to be continuous as mentioned above. Therefore, an idealized and simple model for the intersections is assumed.

Once the coupling and boundary conditions are defined, it is necessary to impose these conditions. As discussed in Chapter 4 after discretizing the system of PDEs a system of nonlinear equations needs to be solved for each time step. The coupling and boundary conditions will be imposed by simply adding these constraints as algebraic equations to the system of nonlinear equations resulting from the discretization. This will be discussed in detail in the following sections.

5.3. Y-shaped network

In this section the coupling between the isothermal models discussed in Chapter 3 is considered for the Y-shaped network depicted in Figure 5.1. It is illustrative to present the hybrid modeling of the network in detail, including the different models governing transport in each pipe together with their discretization and the assembly of the result-
ing system of nonlinear equations. Although the Y-shaped network constitutes a simple network instance, its geometry allows to illustrate some key aspects for the study of more complex networks.

It is convenient to introduce the notation used. For the transient models the pipes will be discretized uniformly with equidistant spatial gridpoints \( x_i = i h, \ i = 0, 1, \ldots, N_j, \) being the number of spatial intervals \( N_j = L_j / h \) where \( L_j \) is the length of pipe \( j. \) The temporal gridpoints will be denoted by \( t_k, \ k = 0, 1, \ldots, M, \) with uniform stepsize \( \tau = \frac{T}{M} \) where \( T \) is the final time. The mass-flow rate and pressure at given spatial and temporal node will be denoted as \( q_{j,i}^k := q_j(x_i, t_k) \) and \( p_{j,i}^k := p_j(x_i, t_k). \)

The boundary conditions will be given by the input pressure \( p_{En} \) at the entry node and the output flow rates \( q_{E1} \) and \( q_{E2} \) at the exit nodes. The coupling conditions for the pressure and flow rate of the pipes at the intersections will be specified by equations (5.2) and (5.3) respectively. In the case of the Y-shaped network the continuity of pressure needs to be imposed on the pressure at the end of pipe 1 and at the beginning of pipes 2 and 3. Furthermore, the conservation of mass translates into the conservation of mass-flow rate at the inner node, and therefore the flow rate at the end of the input pipe 1 needs to be equal to the sum of the flow rates at the beginning of pipes 2 and 3. In order to fully specify the problem an initial state needs to be provided too. The boundary, coupling and initial state conditions can then be written as:

![Figure 5.1: Y-shaped](image-url)
5.3. **Y-shaped network**

![Graph: Pressure drop for different input pressures](image1)

(a) Pressure drop for different input pressures

![Graph: Pressure drop for different output flow rates in pipe 3](image2)

(b) Pressure drop for different output flow rates in pipe 3

**Figure 5.2:** Comparison of the pressure drop profile in the Y-shaped network for configuration $1, 2, 3 \in \mathcal{J}_{Euler}$

$$\begin{bmatrix} p_1(0, t) \\ q_2(L_2, t) \\ q_3(L_3, t) \end{bmatrix} = \begin{bmatrix} p_{En}(t) \\ q_{Ex1}(t) \\ q_{Ex2}(t) \end{bmatrix}, \quad (5.4)$$

$$\begin{bmatrix} p_1(L_1, t) \\ p_1(L_1, t) \\ q_1(L_1, t) \end{bmatrix} = \begin{bmatrix} p_2(0, t) \\ p_3(0, t) \\ q_2(0, t) + q_3(0, t) \end{bmatrix}, \quad (5.5)$$

$$\begin{bmatrix} q_j(x, 0) \\ p_j(x, 0) \end{bmatrix} = \begin{bmatrix} q_j^0(x) \\ p_j^0(x) \end{bmatrix}, \quad (5.6)$$

These conditions will remain independent of the models used, so they will be valid for the remainder of this section.

The parameters used in the simulations of this chapter are the same as in table 3.1. Moreover, several input pressure and output flow rates will be considered and indicated in the figures. The lattice and time spacing are set to $h = 100$ meters and $\tau = 10$ second respectively. Chen’s friction factor is used and the compressibility factor for the algebraic model is computed as the average value of the compressibility factor for the isothermal Euler equations over the pipes.

### 5.3.1. **Euler - Euler**

Although we are mainly focused on the hybrid modeling of the network, it is convenient to consider a network modeled exclusively with the isothermal Euler equations. This will serve as a first step to illustrate how to couple pipes at the intersections, and will serve as a baseline for the subsequent hybrid models. Assuming that the three pipes of the Y-shaped network are modeled by the isothermal Euler equations, the network edges are given by $\mathcal{J} = \mathcal{J}_{Euler}$, and therefore the transport model for pipe $j$ is given by:
\[
\frac{\partial}{\partial t} \left( \frac{p_j}{RTz(p_j)} \right) + \frac{1}{A} \frac{\partial q_j}{\partial x} = 0
\]  
(5.7a)

\[
\frac{1}{A} \frac{\partial q_j}{\partial t} + \frac{\partial p_j}{\partial x} + \frac{1}{A^2} \frac{\partial}{\partial x} \left( q_j^2 \frac{RTz(p_j)}{p_j} \right) = -\frac{gh'}{RT} \frac{p_j}{z(p_j)} - \frac{RT}{2DA^2} \frac{z(p_j)q_j|q_j|\lambda(|q_j|)}{p_j}
\]  
(5.7b)

Since the three pipes are modeled with the isothermal Euler equations, the expressions (5.7a) and (5.7b) are valid for \( j = 1,2,3 \). After discretizing the system (5.7) following the scheme given by (4.13), the resulting system of nonlinear equations can be written as:

\[
F_{i+\sum_{f=1}^{j-1}N_f}^k = \frac{p_{j,i+1}^k + p_{j,i}^k}{2\tau} - \frac{p_{j,i-1}^k + p_{j,i}^k}{2\tau} + C \frac{q_{j,i}^k - q_{j,i-1}^k}{h},
\]  
(5.8a)

\[
F_{i+\sum_{f=1}^{j-1}N_f+\sum_{f=1}^{3}N_f}^k = \frac{q_{j,i+1}^k + q_{j,i}^k}{2\tau} - \frac{q_{j,i-1}^k + q_{j,i}^k}{2\tau} + A \frac{p_{j,i}^k - p_{j,i-1}^k}{h}
\]

\[
+ C \left( \frac{(q_{j,i-1}^k)^2}{p_{j,i-1}^k} - \frac{(q_{j,i}^k)^2}{p_{j,i}^k} \right) + \frac{gh'}{C} \frac{p_{j,i}^k - p_{j,i-1}^k}{2}
\]

\[
+ \frac{C}{4D} \left( \frac{q_{j,i-1}^k q_{j,i}^k |q_{j,i-1}^k| |q_{j,i}^k|}{p_{j,i-1}^k} + \frac{q_{j,i}^k |q_{j,i}^k| |q_{j,i}^k|}{p_{j,i}^k} \right),
\]  
(5.8b)

\[
F_{1+2\sum_{f=1}^{3}N_f}^k = q_{1,N_1}^k - q_{2,0}^k - q_{3,0}^k,
\]  
(5.8c)

\[
F_{2+2\sum_{f=1}^{3}N_f}^k = p_{1,N_1}^k - p_{2,0}^k,
\]  
(5.8d)

\[
F_{3+2\sum_{f=1}^{3}N_f}^k = p_{1,N_1}^k - p_{3,0}^k,
\]  
(5.8e)

\[
F_{4+2\sum_{f=1}^{3}N_f}^k = q_{2,N_2}^k - q_{E,1}^k,
\]  
(5.8f)

\[
F_{5+2\sum_{f=1}^{3}N_f}^k = q_{3,N_3}^k - q_{E,2}^k,
\]  
(5.8g)

\[
F_{6+2\sum_{f=1}^{3}N_f}^k = p_{1,0}^k - p_{E,n}^k.
\]  
(5.8h)

for \( j = 1,2,3 \). The variable \( P = \frac{p}{z(p)} \) and constant \( C = \frac{RT}{A} \) have been defined for convenience. Equations (5.8a) and (5.8b) correspond to the discretized continuity and momentum equations respectively. On the other hand, the equations (5.8c) to (5.8h) correspond to the coupling and boundary conditions. It is clear that the system will be composed of partial differential equations together with algebraic constraints, being this better known as a differential algebraic equation (DAE) [19]. The coupling conditions relate the flow rates and pressures of the pipes at the intersection, and the boundary conditions impose the input values for the pressure and the output values for the flow rate.

Whereas the equations (5.8a) and (5.8b) describing the transport will be model dependent, the equations corresponding to the boundary and coupling conditions will re-
5.3. Y-shape network

The main quantities of interest are the pressure drop along the pipes. The pressure drop is defined as the absolute value of the difference between the input pressure and the pressure profile, $p_d = |p_{in} - p|$. Figure 5.2 shows the pressure drop for configuration 1, 2, 3 $\in J_{Euler}$ for the Y-shaped network for several input pressures and output flow rates in pipe 3. In case of variable input pressure it is observed that the pressure drop is one order of magnitude smaller than the input pressure and that it decreases when the input pressure increases. In case of variable output flow rate the pressure drop is of the same order of magnitude as the input pressure and it decreases with the output flow. In the following subsections a comparison of the pressure drop between hybrid models using the semilinear and algebraic models is done.

5.3.2. Euler - Semilinear

Both the isothermal Euler equations and the semilinear model are transient models, and therefore described by a system of PDEs. The only difference between these two models is that the quadratic term with the flow rate in the momentum equation is neglected in the semilinear model. Assuming that the network is modeled using the isothermal and semilinear equations, the edges of the network graph can be expressed as $\mathcal{J} = \mathcal{J}_{Euler} \cup \mathcal{J}_{semi}$. In the particular case of the Y-shaped network, pipes 1 and 3 are assumed to follow the isothermal Euler equations, and pipe 2 the semilinear model, so $1, 3 \in \mathcal{J}_{Euler}$ and $2 \in \mathcal{J}_{semi}$.

Since both isothermal and semilinear contain the continuity equation (which remains the same for these two models), equation (5.7a) will be valid for $j = 1, 2, 3$. The momentum equation differs, however, and therefore equation (5.7b) is valid for $j = 1, 3$, and the...
momentum equation for \( j = 2 \) will be given by:

\[
\frac{1}{A} \frac{\partial q_j}{\partial t} + \frac{\partial p_j}{\partial x} = -\frac{g h'}{RT} p_j \frac{z(p_j)}{z(p_j) - 2DA^2} - \frac{RT}{p_j} \frac{z(p_j) q_j |q_j| \lambda(|q_j|)}{p_j}
\]

(5.9)

and after applying the discretization (4.13) the corresponding set of nonlinear equations for pipe 2 is given by:

\[
F^k_{i} + \sum_{j=1}^{2} F^k_{j} = \sum_{j=1}^{N_l} C^k_{j} + \sum_{j=1}^{N_l} C^k_{j} (\frac{q^k_{j,i-1} |q^k_{j,i-1}| \lambda(|q^k_{j,i-1}|)}{p^k_{j,i-1}} + \frac{q^k_{j,i} |q^k_{j,i}| \lambda(|q^k_{j,i}|)}{p^k_{j,i}})
\]

(5.10a)

The full network will be described by the continuity equation (5.8a) for \( j = 1, 2, 3 \), and by the momentum equations (5.8b) for \( j = 1, 3 \) and (5.10a) for \( j = 2 \).

Figure 5.3 contains the absolute error of the pressure drop profiles for configurations \( 1, 2, 3 \in J_{Euler} \) and \( 1, 3 \in J_{Euler}, 2 \in J_{semi} \). As expected, the largest error is observed in the pipe described by the semilinear model, being the error in the pipes modeled with the isothermal Euler equations significantly smaller. It is also observed that the error is inversely proportional to the input pressure and directly proportional to the output flow rate.

The error in pressure grows along the pipe, and this can be justified by two reasons; the pressure has a free boundary condition at the output node. Moreover, the higher the pressure the bigger the difference between the isothermal Euler equations and the semilinear model due to the aforementioned quadratic term.

From a qualitative perspective, modeling pipe 2 with the semilinear model does not affect significantly the pressure profile on pipe 3. This is due to the similarity between the isothermal Euler equations and the semilinear model, being both transient models. Although the flow rate is specified as a boundary condition at the output nodes, this condition has roughly the same effect for both the isothermal Euler equations and the semilinear model, and therefore there are no significant differences between these two configurations. In the next subsection it will be demonstrated that modeling pipe 2 with the algebraic model will affect the error in pressure drop to a greater extent.

It can be concluded that for this configuration the steady-state solution with the full network modeled with the isothermal Euler equations and the hybrid model with the semilinear model are equivalent.

### 5.3.3. Euler - Algebraic

In this case the edges of the network are given by \( J = J_{Euler} \cup J_{alg} \). As before, pipes 1 and 3 will be modeled with the isothermal Euler equations, \( j = 1, 3 \in J_{Euler} \). Pipe 2 will be governed by the algebraic model, and therefore \( j = 2 \in J_{alg} \). The algebraic model for pipe 2 can be written as:
5.3. Y-\textit{shaped network}

(a) Absolute error in pressure drop for different input pressures

(b) Absolute error in pressure drop for different output flow rates in pipe 2

Figure 5.4: Comparison of the pressure drop profile in the Y-shaped network for configurations $1, 2, 3 \in J_{Euler}$ and $1, 3 \in J_{Euler}, 2 \in J_{alg}$

\[
p^2_j(L_j, t) = p^2_j(0, t) - \frac{RTz}{D} \bar{p}_j \lambda \left( |q_j(t)| \right) q_j^2(t)
\]  
(5.11)

The equations corresponding to pipes modeled with the algebraic model don’t need to be discretized. These equations will be included as non linear equations as:

\[
F^k_{1+\sum_{\ell=1}^{N_j}} = \left( p^k_{j,N_j} \right)^2 - \left( p^k_{j,0} \right)^2 + \frac{RTz}{D} \bar{p}_j \lambda \left( |q_j^k(0)| \right) \left( q_j^k \right)^2
\]  
(5.12)

The full network model will be specified by equations (5.8a) and (5.8b) for $j = 1, 3$ and the algebraic equation (5.12) for $j = 2$.

Figure 5.4 shows the absolute error for the pressure drop between configurations $1, 2, 3 \in J_{Euler}$ and $1, 3 \in J_{Euler}, 2 \in J_{alg}$. As before, the error decreases when increasing the input pressure, and decreases when decreasing the output flow rate. It is observed that in this case the order of magnitude of the error in pipes 2 and 3 is the same and they exhibit similar behavior. The continuity of the error for the pressure drop can be observed well in this configuration, this being a consequence of the continuity condition imposed to the pressure at the junction as a coupling condition.

The algebraic model seems to have a more significant effect in the network than the semilinear model. We can interpret this result as follows: the algebraic model assumes that the flow rate is constant along the pipe, and therefore the flow rate in the algebraic pipe will be equal to the output flow rate since this is an output pipe. This affects the value of the flow rate on pipes 1 and 3 at the junction. Since pipe 3 is an output pipe, the flow rate at the end will be equal to the output flow rate. Therefore by modeling pipe 2 with the algebraic model the boundary condition regarding the output flow rate is ‘extended’ to the junction node since the flow rate is constant. This will modify the flow profile in pipe 3 more than when the semilinear model was used. Moreover, since the semilinear and algebraic model are equivalent in steady-state regime, they exhibit...
roughly the same pressure profile in this configuration. It also modifies significantly the pressure profile in pipe 1, more than when the semilinear model was used. In conclusion, using the semilinear and algebraic models yield similar results for the steady-state solution of the network considered. However, it was observed that using the algebraic model alters the pressure profile in a more significant way than using the semilinear model. This will become evident in the transient analysis in Chapter 6.

5.4. THREE PIPES

In the case of the Y-shaped network the pipe modeled with the semilinear and algebraic model was an output pipe. It also becomes interesting to study the case in which the pipe described by the semilinear or algebraic model is an inner pipe. A simple case is a network composed by three pipes in series as depicted in Figure 5.5. This benchmark network was also studied in [13]. We are interested in the error between the pressure drop profiles when the entire network is modeled with the isothermal Euler equations and when pipe 2 is described by the semilinear and algebraic model. The parameters used in the simulations of the three pipe network are the same as for the Y-shaped network, as well as the friction and compressibility factor.

Figure 5.6 contains the pressure drop profiles for the three pipe network for several values of input pressure and output flow rates for configuration $1, 2, 3 \in \mathcal{J}_{Euler}$. It is observed that the pressure drop decreases when the input pressure increases and that the drop decreases with the output flow rate, as with the Y-shaped network. Since the network considered consists in three pipes connected in series, the continuity of pressure at the intersections is observed.
(a) Absolute error in pressure drop for different input pressures

(b) Absolute error in pressure drop for different output flow rates in pipe 3

Figure 5.7: Comparison of the pressure drop profile in the three pipes network for configurations $1, 2, 3 \in J_{Euler}$ and $1, 3 \in J_{Euler}, 2 \in J_{semi}$

Figure 5.7 shows the absolute error of the pressure drop profile between configurations $j = 1, 2, 3 \in J_{Euler}$ and $j = 1, 3 \in J_{Euler}, j = 2 \in J_{semi}$ for different input pressures and output flow rates. As before the error in pressure drop is inversely proportional to the input pressure and inversely proportional to the output flow rate. Moreover, the continuity condition for the pressure is fulfilled at the junctions. The results in this plot are quite similar to the corresponding to configurations $j = 1, 2, 3 \in J_{Euler}$ and $j = 1, 3 \in J_{Euler}, j = 2 \in J_{alg}$ in Figure 5.8.

(a) Absolute error in pressure drop for different input pressures

(b) Absolute error in pressure drop for different output flow rates

Figure 5.8: Comparison of the pressure drop profile in the three pipes network for configurations $1, 2, 3 \in J_{Euler}$ and $1, 3 \in J_{Euler}, 2 \in J_{alg}$

It is noted that the difference in pressure drop for high values of flow rate is several orders of magnitude higher than for low values of flow rate. This indicates that for high output flow rates the semilinear and algebraic models might differ significantly from the isothermal Euler. This was already discussed in Chapter 3. When considering vari-
able output flow rates, the difference in pressure drop between the different configurations is greater than for the Y-shaped network. Although the network considered doesn't offer as interesting phenomenology as the Y shaped network for steady state, it will be used in Chapter 6 for the transient analysis when coupling different models. It will be demonstrated that it exhibit interesting behavior when considering pipe 2 with algebraic model in transient regime. From the analysis in this chapter it can be concluded that networks described by hybrid models belonging to the isothermal model hierarchy yield equivalent results in steady-state regime. Moreover, the results for the benchmarks networks indicate that there exist substantial differences between using the semilinear and algebraic models. Even though they are demonstrated to be the same model in steady-state conditions, the algebraic model affects the overall pressure profile of the network more significantly due to the assumption of constant flow rate along the pipe. These differences will become more evident in the transient analysis of Chapter 6.
Transient analysis

Transient behavior of gas pipeline networks is a topic of interest in gas networks research. In practical situations, the supply and demand of gas will change over time and therefore a transient analysis becomes necessary for modeling the time-dependent behavior of the network. Moreover, transient behavior might be important for other purposes such as leakage detection.

Although so far the focus of this study has been the steady-state solution to the transport problem, the isothermal Euler equations and semilinear models are in fact time-dependent models. On the other hand, the algebraic model constitutes a steady-state solution and does not involve time derivatives. If the algebraic model is used for modeling some of the pipes of the network, interesting phenomenology is expected to arise. In particular, since the pressure and mass-flow rate are related by an algebraic relation, any perturbation in one of the variables will translate in an instantaneous perturbation of the rest of variables. Of special interest is the study of networks where both transient and algebraic models are used. The instantaneous propagation of the perturbations in the algebraic model is expected to affect the pressure and flow rate of the pipes connected to the algebraic pipe. This would be equivalent to have a model with an infinite speed of sound in the algebraic pipes, and this is expected to affect significantly the overall behavior of the network.

It would be desirable then to compare the behavior of the hybrid network with respect to a network using only the semilinear model. Moreover, it would also be of interest to derive analytical solutions when possible. These two will be the focus of this chapter.

6.1. Transient of Semilinear Model

The isothermal Euler equations (3.1) don’t admit analytical solutions due to the nonlinearity of the terms involved and due to the source terms. In this study, it has been demonstrated that the semilinear model constitutes a good approximation to the isothermal Euler equations for high values of pressure. Moreover, in this model, the nonlinear term in the momentum equation is neglected. If we consider the case without friction, the resulting model is given by:
\begin{align}
\frac{1}{RTz} \frac{\partial p}{\partial t} + \frac{1}{A} \frac{\partial q}{\partial x} &= 0 \\
\frac{1}{A} \frac{\partial q}{\partial t} + \frac{\partial p}{\partial x} &= 0
\end{align}

(6.1a) (6.1b)

Assuming that the compressibility factor doesn’t depend on the pressure, this model is linear and analytically tractable. Taking the partial derivatives with respect to \( t \) in equation (6.1a), the partial derivative with respect to \( x \) in equation (6.1b) and equating the resulting terms \( \frac{\partial^2 q}{\partial t \partial x} \) we obtain:

\[ \frac{\partial^2 p}{\partial t^2} = c^2 \frac{\partial^2 p}{\partial x^2} \]

(6.2)

where \( c = \sqrt{\frac{RTz}{\Lambda}} \) is the speed of sound, which depends on the properties of the gas as well as on the temperature. This is the wave equation for the pressure. The wave equation for the mass-flow rate can be obtained in an analogous way. The wave equation admits a family of solutions of the form \( f(x \pm ct) \). For analytical tractability a harmonic solution for the pressure and flow rate will be considered, being given by:

\begin{align}
p(x, t) &= p_0 e^{i(\omega t - kx)} \\
q(x, t) &= q_0 e^{i(\omega t - kx)}
\end{align}

(6.3a) (6.3b)

where \( p_0 \) and \( q_0 \) are the pressure and flow rate amplitudes, \( \omega \) is the angular frequency and \( k \) is the wave number. Substituting the ansatz (6.3a) in the expression \( \frac{1}{A} \frac{\partial q}{\partial t} + \frac{\partial p}{\partial x} = 0 \) the following relation between the time dependent values for flow rate and pressure can be derived:

\[ q = \frac{Ak}{\omega} p = \frac{A}{c} p \]

(6.4)

where the expression \( c = \frac{\omega}{k} \) for a plane wave has been used. It is worth mentioning that this solution is only valid for non dissipative transport. An analytical treatment of the transient behavior of the semilinear model considering friction effects will be left for later in this chapter.

**6.1.1. Reflection and Transmission Coefficients**

As mentioned earlier the boundary conditions imposed at the input nodes is the input pressure, whereas at the output nodes the mass-flow rate is specified as the boundary conditions. Therefore, the output pressure is a degree of freedom and does not have any condition imposed at the end of the pipe, whereas the output flow rate is fixed. This distinction is expected to yield different phenomenology for the pressure and flow profiles at the output nodes.

For studying the behavior of the system at the output nodes it is convenient to consider the boundary node as the intersection between two pipes. The first pipe will correspond to the real pipe considered, and the second pipe of the intersection will represent a fictitious pipe. It is assumed that the two pipes of the junction have different
speeds of sound, and therefore the behavior of the system will be described by the two wave equations, one corresponding to each pipe:

\[ \frac{\partial^2 u_i}{\partial t^2} = c_i^2 \frac{\partial^2 u_i}{\partial x^2} \] (6.5)

In a general situation, an incoming wave will travel in the input pipe with positive speed. Once this wave reaches the end of the pipe part of the incoming wave will be reflected and part of it will be transmitted to the second pipe. This scenario allows for the computation of the transmission and reflection coefficients at an intersection [21].

Denoting the incident wave as \( u_I \), the reflected wave as \( u_R \) and the transmitted wave as \( u_2 \), the solution in the first and second pipe will be given by:

\[
\begin{align*}
  u_1(x,t) &= u_I\left( t - \frac{x}{c_1} \right) + u_R\left( t + \frac{x}{c_1} \right) \\
  u_2(x,t) &= u_2\left( t - \frac{x}{c_2} \right)
\end{align*}
\] (6.6a)

It is expected that the reflected and transmitted wave depend on the incoming wave, so the reflected and transmitted wave can be expressed in terms of the incoming wave. Further conditions need to be imposed, namely continuity conditions involving the solution for both pipes, as well as the continuity for the first derivative:

\[
\begin{align*}
  u_1(0,t) &= u_2(0,t) \\
  \left. \frac{\partial u_1}{\partial x} \right|_{x=0} &= \left. \frac{\partial u_2}{\partial x} \right|_{x=0}
\end{align*}
\] (6.7a)

Imposing these conditions in equations (6.6a) and (6.6b) and rearranging the resulting terms the expressions for the reflected and transmitted waves at the intersection can be written as:

\[
\begin{align*}
  u_R(t) &= \mathcal{R} u_I(t) \\
  u_2(t) &= \mathcal{T} u_I(t)
\end{align*}
\] (6.8a)

where \( \mathcal{R} = \frac{c_2-c_1}{c_1+c_2} \) and \( \mathcal{T} = \frac{2c_2}{c_1+c_2} \) are the reflection and transmission coefficients respectively. It is noticeable that these coefficients only depend on the propagation speeds of each pipe.

The aforementioned analysis can be applied to both flow rate and pressure separately. Assuming that the flow rate is the variable of interest, \( u_i = q_i \). Since the value of the flow at the boundary is fixed, the boundary condition is considered as a hard boundary condition. In this case the second pipe won’t be affected by the incoming wave at all since the flow rate at the boundary node does not change. This is equivalent to the second pipe having a propagation speed of zero, i.e., \( c_2 = 0 \). Imposing this value in the reflection and transmission coefficients we obtain \( \mathcal{R} = -1 \) and \( \mathcal{T} = 0 \) respectively.
This means that all the incoming wave will be completely reflected, and the negative sign means that the amplitude of the reflected wave will have the opposite sign of the incoming amplitude. On the other hand, there won’t be any transmitted wave as expected.

In the case of pressure $u_i = p_i$. The pressure is not fixed at the boundary and therefore its behavior is expected to differ from the flow rate. Since there is no condition on the pressure it can be assumed that the propagation speed in the second pipe is infinite, $c_2 = +\infty$. Taking this limit in the expressions for the reflection and transmission coefficients it is easy to obtain $R = 1$ and $T = 2$. The reflected wave is this case preserves the sign of the incoming wave. The transmission coefficient indicates that the amplitude of the transmitted wave will be twice the amplitude of the incoming wave. Although in reality there won’t be a second pipe, this effect will be noticeable at the boundary itself, the value of the pressure at the boundary increasing to twice the amplitude of the incoming wave and then being reflected without a change of sign.

In this section we have only focused on the behavior of a single pipe at its output node. The reflection and transmission at the input node can be treated in an analogous way by considering the pressure fixed (hard boundary) and no conditions on the flow rate (soft boundary). In this case a reflection with change of sign is expected for the pressure and a reflection preserving the sign for the flow.

The calculation of transmission and reflection coefficients can also be applied to more complex junctions. In particular, it is of special interest to derive transmission and reflection coefficients for the Y-shaped network, and this will be done during the analysis of the transient behavior without friction in section 6.3.

6.2. Perturbation analysis of steady-state model

It has been proven that the algebraic model constitutes the steady-state solution to the semilinear model. Due to its algebraic nature and to the lack of transient components, any time-dependent perturbation of the terms involved will instantaneously translate into time-dependent perturbations for the rest of variables. The variables considered relevant for transport are the mass-flow rate, the input and the output pressure. The mass-flow rate is considered constant along the pipe. The output pressure is in general smaller than the input pressure due to friction effects, the mass-flow rate together with the friction factor determining the value of the output pressure.

In a practical situation a pipe described by the algebraic model will be connected to a pipe described by a transient model. A perturbation propagating in the transient pipe will reach the algebraic pipe, being this perturbation both in pressure and flow rate. It becomes interesting to study the effects of an incoming perturbation in the value of the output pressure. The pressure profile for the algebraic model is given by:

$$p(x, t) = \sqrt{p_i^2(t) - \frac{RTz}{DA^2} \lambda q^2(t) (x - x_0)} \quad (6.9)$$

For simplicity the constant $\alpha = \frac{RTz}{DA^2} AL$ will be used. With this notation the pressure at the output node of the pipe will be given by the expression:
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\[ p(L, t) = \sqrt{p_1^2(t) - \alpha q^2(t)} \]  

(6.10)

where the input pressure and flow rate along the pipe are considered as time-dependent quantities. The initial state will be the steady-state solution, specified by the input pressure \( p_{10} \), the constant flow rate \( q_0 \) and the steady-state output pressure denoted as:

\[ p(L, 0) = \sqrt{p_1^2(0) - \alpha q^2(0)} = \sqrt{p_{10}^2 - \alpha q_0^2} \equiv p_{20} \]  

(6.11)

A simple approach is to assume a small perturbation in the input pressure given a steady-state solution. The time-dependent input pressure given a steady-state solution is given by:

\[ p_1(t) = p_{10} + \delta p(t) \]  

(6.12)

where \( \delta p(t) \) is a small perturbation which fulfills \( \delta p(0) = 0 \) and \( \frac{\delta p(t)}{p_{10}} \ll 1 \). The perturbation is assumed small enough that only first order terms containing it will be considered. This allows to linearize the second order terms arising from the quadratic term in equation (6.10):

\[ p_1^2(t) = (p_{10} + \delta p(t))^2 \approx p_{10}^2 + 2p_{10}\delta p(t) \]  

(6.13)

In a realistic scenario perturbations in both input pressure and flow rate will be present. However, for illustrative purposes it is convenient to study the effects of perturbations in each of these variables separately.

6.2.1. Perturbation in Pressure

In this subsection the flow rate along the pipe will be assumed constant in time and only a perturbation in the input pressure will be considered. In this scenario the exact time-dependent output pressure can be written as:

\[ p(L, t) = \sqrt{p_1^2(t) - \alpha q_0^2} \]  

(6.14)

Substituting expression (6.12) in (6.14) and making use of the definition of the steady-state output pressure the exact pressure at the output node is given by the expression:

\[ p(L, t) = p_{20} \sqrt{1 + 2\frac{p_{10}}{p_{20}}\delta p(t)} \]  

(6.15)

Since the perturbation is small compared with the steady-state solution it is safe to assume that the second term inside the square root is small compared to 1, and therefore the previous expression can be linearized by performing a Taylor expansion. The resulting approximation for the output pressure is then given by:

\[ p(L, t) \approx p_{20} \left( 1 + \frac{p_{10}}{p_{20}^2} \delta p(t) \right) = p_{20} + \frac{p_{10}}{p_{20}} \delta p(t) \]  

(6.16)

The previous expression indicates that the pressure at the output is equal to the steady-state output pressure plus a term which depends linearly with the perturbation in the
input pressure. Therefore, the response of the algebraic model to small perturbations in the input pressure is linear with a slope equal to the quotient of the steady-state pressures at the input and output nodes. Since the output steady pressure is always smaller than the input steady pressure due to friction effects, the coefficient joining the perturbation will always be greater than one. This suggests that the pressure at the output node will be greater that at the input, being amplified by the aforementioned quotient. However, for realistic values of the friction coefficient this quotient will be close to one, and therefore the magnitude of the perturbation at the output will be roughly equal to the magnitude of the pressure at the input.

In order to check the accuracy of the approximation, a comparison between the exact value and the first order approximation is presented in Figure 6.1. The chosen time dependent perturbation is given by $\delta p(t) = \delta p_0 \sin(0.5 t)$ where $\delta p_0$ is the amplitude of the perturbation. The parameters in table 3.1 are used, the length of the pipe is $L = 10000$ meters, the compressibility factor is assumed $z = 1$ and a friction factor of $\lambda = 0.5$ is chosen. For these parameters the output pressure takes the value $p_{20} = 752441$ Pa. Although the value for the friction factor is very large for being realistic, it has been chosen to achieve a relatively large slope in the linear response of the algebraic model (6.16). The comparison has been made for different amplitudes in order to observe the goodness of the approximation. There is good agreement between the exact and the approximate output pressure. It is evident that the relative error increases with the amplitude, something expected since the linear approximation relies on the fact that the perturbation is small compared to the steady state pressure.

### 6.2.2. Perturbation in Flow Rate and Pressure

Assuming a steady-state flow rate denoted by $q_0$ a perturbation around this value is considered. The time-dependent constant flow rate along the pipe is then given by the
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expression:

\[ q(t) = q_0 + \delta q(t) \]  \hspace{1cm} (6.17)

where \( \delta q(t) \) is the perturbation in flow with \( \delta q(0) = 0 \) and \( \frac{\delta q(t)}{\delta q(0)} \ll 1 \). As with the pressure, second order terms will be neglected. Substituting expression (6.17) in equation (6.10) and using the definition of the steady-state pressure at the output node, the output pressure can be expressed as:

\[ p(L, t) = p_{20} \sqrt{1 + \frac{2p_{10}}{p_{20}^2} \delta p(t) - \frac{2\alpha q_0}{p_{20}^2} \delta q(t)} \]  \hspace{1cm} (6.18)

Assuming that the two terms proportional to the perturbations in flow rate and pressure are small, the previous expression can be linearized by a Taylor expansion, yielding the value for the output pressure:

\[ p(L, t) \approx p_{20} + \frac{p_{10}}{p_{20}^2} \delta p(t) - \frac{\alpha q_0}{p_{20}^2} \delta q(t) \]  \hspace{1cm} (6.19)

The resulting expression suggests that for small perturbations the response of the algebraic model is linear with the perturbations in input pressure and flow rate. The negative sign of the term corresponding to the flow rate indicates that the output pressure will decrease when the flow increases. This is the expected behavior since the friction term is directly proportional to the flow rate and this causes a larger pressure loss along the pipe when the flow is increased.

Figure 6.2 shows the relative error between the exact output pressure (6.10) and the first order approximation given by (6.19) keeping the input pressure constant.

Figure 6.2: Relative error between the exact output pressure (6.10) and the first order approximation given by (6.19) keeping the input pressure constant.
yielding an approximate output pressure of $p_{20} = 4950891$ Pa. The results are similar to Figure 6.1, the relative error increasing for larger amplitudes of the flow. For relatively small values of flow rate the relative error becomes negligible.

Once perturbations in pressure and flow rate have been analyzed individually, it is worth considering the effect of perturbations in both pressure and flow rate given by expression (6.19). Figure 6.3a contains the perturbations in flow rate and pressure over time, and Figure 6.3b contains the time evolution of the pressure at the end of the pipe given by the exact value and by the linear approximation. The rest of the parameters are the same as in the perturbation in flow of the last subsection. It is evident that the linear approximation provides with very accurate results for the amplitudes chosen, being the values for the pressure at the end indistinguishable from the exact solution. It is also noticeable that, even though the behavior of the pressure is fairly complicated due to simultaneous variations in input pressure and flow rate, the linear model successfully captures the behavior of the system.

From the previous analysis it can be concluded that the linear approximation of the response of the algebraic model has a good agreement with the exact behavior for small perturbations. Therefore, the linear approximation for the algebraic model can be safely used, significantly simplifying the analytical analysis of transient behavior in gas networks.

### 6.3. Non-Dissipative Transient Behavior on Hybrid Networks

The coupling between transient models and the algebraic model has been discussed in Chapter 5. The results of this chapter only focused on the steady-state solution. However, it is expected that networks with pipes modeled with a mixture of transient and algebraic models exhibit a different dynamical behavior from a a network exclusively modeled with the isothermal Euler equations.

One of the goals of this chapter is to find analytical solutions to the time-dependent transport problem and compare them with the numerical results. A perturbation in pressure given by a Gaussian pulse will be applied at the input node of the networks.
considered. This perturbation can be written as:

$$\psi(x, t, c, s) = \hat{p}e^{\frac{(x-ct+s)^2}{2\sigma^2}} = \psi(x - ct + s)$$  \hspace{1cm} (6.20)

It can be checked that this perturbation is a solution to the wave equation for pressure. The value of $\sigma$ has been chosen 500. It is interesting to derive certain analytical properties of this solution which will simplify both the notation and the theoretical analysis.

Consider the three pipes network. For computing the transmitted wave in the second pipe it is enough to consider a time shift of $\frac{L}{c}$, which is the time taken by the perturbation to propagate through the first pipe. Applying this time shift yields:

$$\psi\left(x, t - \frac{L}{c}, c, 0\right) = \psi\left(x - c \left(t - \frac{L}{c}\right)\right) = \psi\left(x - ct + L\right) = \psi\left(x, t, c, L\right)$$  \hspace{1cm} (6.21)

and therefore the expression for the transmitted wave in the second pipe is given by $\psi(x, t, c, L)$. The reflected wave in the third pipe after the perturbation reaches the end of the network can be derived in a similar manner. However, the speed of sound will have negative sign and the perturbation will start in the rightmost side of the pipe. This is equivalent to apply a spatial shift given by $L$ as well as a time shift given by $\frac{3L}{c}$. This can be expressed as:

$$\psi\left(x - L, -c, t - \frac{3L}{c}, 0\right) = \psi\left(x - L + c \left(t - \frac{3L}{c}\right)\right) = \psi\left(x, t, -c, -4L\right)$$  \hspace{1cm} (6.22)

and therefore the reflected wave in pipe 3 is given by $\psi(x, t, -c, -4L)$.

A simplification of the notation can be introduced by removing the dependence of the function $\psi$ with $x$ and $t$. This function will of course depend on these variables, but they will be omitted for simplicity. The notation introduced is then:

$$\psi(c, s) \equiv \psi(x, t, c, s)$$  \hspace{1cm} (6.23)

$$\psi_L(c, s) \equiv \psi(L, t, c, s)$$  \hspace{1cm} (6.24)

The second expression will be useful when considering the algebraic model. The more general case of $n$ pipes connected in series can be treated in an analogous way. For computing the incident wave at pipe $n$ it is convenient to consider the time taken by the perturbation to reach pipe $n$, $t_0 = \frac{(n-1)L}{c}$. Applying this time shift yields:

$$\psi\left(x, t - \frac{(n-1)L}{c}, c, 0\right) = \psi\left(c, (n-1) L\right)$$  \hspace{1cm} (6.25)

In a similar manner, the reflected wave at pipe $n$ can be calculated by applying a time shift of $t_0 = \frac{nL}{c}$, which is the time that takes the perturbation to reach the end of the network. Since the reflected wave starts in the rightmost end of pipe $n$, a spatial shift of $L$ also needs to be applied. The resulting expression is given by:

$$\psi\left(x - L, t - \frac{nL}{c}, -c, 0\right) = \psi\left(-c, -(n + 1) L\right)$$  \hspace{1cm} (6.26)
If the second pipe is modeled with the algebraic pipe, the pressure will remain constant along the pipe and equal to the pressure at the rightmost end of pipe 1. With the notation introduced above the pressure at pipe 2 can be written as $\psi_L(c, 0)$.

In the reminder of this chapter a comparison between the behavior obtained by the analytical analysis and the results of numerical simulations will be done for different benchmark networks.

### 6.3.1. Three Pipes

The first configuration of interest is the case of three pipes in series as seen in Figure 5.5. A simple case is when the three pipes are modeled with the semilinear model. From the analysis of the transmission and reflection coefficients in section 6.1.1 it is expected that the incoming wave is transmitted from pipe to pipe, reflection waves not being present in this configuration except at the third pipe. The analytical solution in this case will be given by:

$$
\delta p(x, t) = \begin{cases} 
\psi(c, 0) & x \in [a_1, b_1] \\
\psi(c, L) & x \in [a_2, b_2] \\
\psi(c, 2L) + \psi(-c, -4L) & x \in [a_3, b_3]
\end{cases}
$$

Figure 6.4 contains the time evolution of a perturbation in pressure applied at the input node of pipe 1. The $x$ axis indicates the time coordinate, and the $y$ axis the spatial profile of the system. The parameters used in the simulation are the same as in table 3.1 except $\tau = 0.1$ seconds. All the pipes have the same length $L = 2500$ meters and the amplitude of the perturbation applied is $\tilde{p} = 1000$ Pa.

The slope of the isolines observed is equal to the speed of sound and, since all the pipes share the same geometrical and physical parameters, it is the same for all the pipes.

Since the flow rate is fixed at the output node reflection is only expected at the output node of the system, being the flow rate reflected with change of sign and the pressure increasing at the output node until twice the amplitude of the perturbation, this being observed in both the numerical and analytical solutions. The analytical solution is in good agreement with the results of the numerical simulations.

A more interesting configuration is when pipe 2 is modeled using the algebraic model. As mentioned before, since the relation between the pressure and flow rate is purely algebraic, any perturbation in one or more of these variables will propagate instantaneously to the pipes connected to the algebraic pipe.

The incoming perturbation travels at the speed of sound through pipe 1 until reaching pipe 2. Due to the conservation of mass-flow rate and the continuity of pressure at the node the evolution of the pressure and flow rate in pipe 2 is equal to the pressure and flow rate at the end of pipe 1. Moreover, this perturbation is instantaneously propagated to the end of pipe 2, immediately affecting the pressure and flow rate in pipe 3. From this theoretical analysis the analytical solution for this configuration can be derived as:
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\[ \Delta p(x,t) = \begin{cases} 
\psi(c,0) & x \in [a_1, b_1] \\
\psi_L(c,0) & x \in [a_2, b_2] \\
\psi(c,L) + \psi(-c,-3L) & x \in [a_3, b_3] 
\end{cases} \]

Figure 6.5 contains the analytical and numerical solution when the second pipe is modeled with the algebraic model. It is noticeable that the perturbation reaches the end of the system in \( \frac{2}{3} \) the time that it takes to reach this point when the system is modeled with the semilinear model, as expected. It is also remarkable that no reflection is observed when the perturbation enters pipe 2. The algebraic model merely acts as a modified coupling condition between pipe 1 and 3.

From this experiment it can be concluded that including the algebraic model can significantly affect the behavior of the system in this simple setting. It also becomes interesting to study the effects of including the algebraic model in more complicated gas networks.

6.3.2. Y-SHAPED

Another configuration of interest is given in Figure 5.1, where an input pipe is connected with two output pipes. This configuration is simple to study yet it offers important features for studying phenomenology present in more complex networks. It can also offer insight on the effects of introducing pipes described by the algebraic model.

For the first experiment the three pipes will be modeled with the semilinear model. It becomes necessary to analyze the behavior of the perturbation once it reaches the junction. In particular, reflection and transmission coefficients can be derived. As discussed in Chapter 5, two coupling conditions are applied at an inner node, namely the conservation of mass and the continuity of pressure. In the case of the Y-shaped net-
work, these conditions can be written as:

\[
q_1 (0, t) = q_2 (0, t) + q_3 (0, t) \quad (6.27a)
\]
\[
p_1 (0, t) = p_2 (0, t) \quad (6.27b)
\]
\[
p_1 (0, t) = p_3 (0, t) \quad (6.27c)
\]

where it is assumed that \( x = 0 \) at the junction for simplicity. Even though the mass-flow rate and pressure are coupled variables in the semilinear model, it would be convenient to reduce the analysis to only one of them. This will be possible by considering the continuity equation (6.1a). By rearranging the terms of this expression the time derivative of the pressure can be written in terms of the spatial derivative of the flow rate as:

\[
\frac{\partial p}{\partial t} = - \frac{c^2}{\Lambda} \frac{\partial q}{\partial x} \quad (6.28)
\]

The continuity conditions for the pressure can be differentiated with respect to time and equation (6.28) can be used for writing these conditions in terms of the spatial derivative of the mass-flow rate. Assuming that the three pipes share the same diameter and propagation speeds, the coupling conditions for the pressure can be written as:

\[
\frac{\partial q_1}{\partial x} \bigg|_{x=0} = \frac{\partial q_2}{\partial x} \bigg|_{x=0} \quad (6.29a)
\]
\[
\frac{\partial q_1}{\partial x} \bigg|_{x=0} = \frac{\partial q_3}{\partial x} \bigg|_{x=0} \quad (6.29b)
\]

and therefore are equivalent to imposing continuity in the first spatial derivative of the flow rate. This allows to calculate transmission and reflection coefficients with the
same approach as in section 6.1.1 of this chapter. An incoming and reflected wave will be assumed in pipe 1, and transmitted waves are considered in pipes 2 and 3:

\[ q_1(x, t) = q_I(t - \frac{x}{c}) + q_R(t + \frac{x}{c}) \]  
\[ q_2(x, t) = q_2(t - \frac{x}{c}) \]  
\[ q_3(x, t) = q_3(t - \frac{x}{c}) \]

By imposing the coupling conditions for the flow rate derived in this section it is possible to construct a system of equations which involves incident, transmitted and reflected amplitudes as:

\[ q_I(t) + q_R(t) = q_2(t) + q_3(t) \]  
\[ -\frac{1}{c} \frac{\partial q_I}{\partial x}(t) + \frac{1}{c} \frac{\partial q_R}{\partial x}(t) = -\frac{1}{c} \frac{\partial q_2}{\partial x}(t) \]  
\[ \frac{\partial q_2}{\partial x}(t) = \frac{\partial q_3}{\partial x}(t) \]

By integrating the last two equations of the system it is possible to express the amplitude of the transmitted and reflected waves in terms of the amplitude of the incoming wave:

\[ q_R(t) = \frac{1}{3} q_I(t) \]  
\[ q_2(t) = q_3(t) = \frac{2}{3} q_I(t) \]

and therefore the transmission and reflection coefficients for the flow at the junction of the Y-shaped network are \( \frac{2}{3} \) and \( \frac{1}{3} \) respectively. Therefore, the reflected flow rate will preserve its sign. However, given the relation between flow rate and pressure given by \( q = \frac{A}{c} p \) it is expected that the reflected pressure wave has negative amplitude since the sign of the speed of sound is reversed. The analytical expression for the perturbation can be written as:

\[ \delta p(x, t) = \begin{cases} 
\psi(c, 0) - \frac{1}{3} \psi(-c, -2L) + \frac{1}{3} \psi(c, -2L) & x \in [a_1, b_1] \\
\frac{2}{3} \left[ \psi(c, L) + \psi(-c, -3L) \right] & x \in [a_2, b_2], [a_3, b_3] 
\end{cases} \]

where the reflection at the leftmost end of pipe 1 of the reflected wave at the junction has also been taken into account.

Figure 6.6b shows the numerical solution for the time evolution of the pressure profile. The parameters of the numerical simulation are the same as for the three pipes network. The incoming perturbation travels along pipe 1 until reaching the junction, and then it is transmitted to pipes 2 and 3. Only a fraction of the incoming amplitude is transmitted to these pipes, and a reflection with negative amplitude is also observed.
These amplitudes show a good agreement with the ones derived via the computation of the transmission and reflection coefficients, being the analytical solution depicted in Figure 6.6a.

From the previous results it can be concluded that reflection and transmission of perturbations are expected in real gas networks, the transient models being able to accurately describe this phenomenon. Moreover, it is often possible to calculate analytically the reflection and transmission coefficients.

Another case of interest is when one of the output pipes of the Y-shaped network is described by the algebraic model. Apart from the perturbations propagating instantaneously in this pipe, a different behavior regarding transmission and reflection of incoming perturbations is expected. The boundary conditions for the output pipes is the flow rate, i.e., the flow rate is fixed at the end of the output pipes. Moreover, the algebraic model assumes that the flow rate is constant along the pipe, and therefore the flow rate of an algebraic output pipe will be fixed to the boundary value. Since the flow rate of the output pipe cannot change, any perturbation in flow reaching the junction will propagate to pipe 3. Therefore, the transmitted wave has the same amplitude as the
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incident wave, and no reflection of the incoming wave is expected. This behavior can be expressed analytically as:

\[ \delta p(x, t) = \begin{cases} 
\psi(c, 0) & x \in [a_1, b_1] \\
\psi_L(c, 0) & x \in [a_2, b_2] \\
\psi(c, L) + \psi(-c, -3L) & x \in [a_3, b_3] 
\end{cases} \]

It turns out that this expression is identical to the three pipes network when pipe 2 is described by the algebraic model. The analytical time evolution of a perturbation in pressure is contained in Figure 6.7a, and the numerical results in Figure 6.7b. The plots show good agreement between the analytical and the simulation results.

From the results and discussion it is clear that using the algebraic model can affect significantly the transient behavior of a given network. Moreover, the analysis on the Y-shaped network highlights some important features of transients in gas networks. Reflected and transmitted waves are expected in junctions containing more than two pipes. However, the algebraic model effectively acts as a modification of the boundary conditions of the pipes it is connected to, not presenting any physical effects such as reflection and transmission of waves.

6.3.3. CIRCULAR

The experiments discussed in the previous sections demonstrated some interesting features of transients in gas networks. Even though the networks studied are simple, they serve to highlight the physics of the system, being able to even derive analytical solutions which show good agreement with the numerical experiments. Moreover, the role of the algebraic model as a modified boundary condition has been demonstrated as well as the effects on the transient behavior of the networks.

Once the relevant phenomenology is well understood, more complex networks can be studied. Figure 6.8 shows a gas network which will be referred as the circular network in this study due to its inner loop. This network is still simple enough that can be treated analytically, yet it offers an interesting benchmark for testing hybrid modeling approaches.

As in with the rest of network instances, the network will first be analyzed assuming that all the pipes are described with the semilinear model. The perturbation in pipe 1 will propagate until reaching the junctions and part of it will transmit to pipes 2 and 3 and part of it will be reflected. By a reasoning analogous to the Y-shaped network, the transmission coefficients for pipes 2 and 3 can be derived to be 2/3, and the reflection coefficient in pipe 1 will be equal to −1/3. The reflected wave will travel backwards to the input node, where it will be reflected with a change of sign since the pressure is fixed. The transmitted waves in pipes 2 and 3 will reach the next junctions, and 2/3 of the incoming amplitudes will be transmitted to pipes 4, 5 and 6. Reflection in pipes 2 and 3 will also be present. The transmitted waves from pipes 2 and 3 at pipe 4 will travel at finite speed in opposite directions and will interfere constructively at the middle point of pipe 4. The amplitudes in pipes 5 and 6 are 2/3 of the amplitudes of pipes 2 and 3, and therefore are 4/9 of the amplitude of the original perturbation in pipe 1. The analytical expression in this case is given by:
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Figure 6.7: Comparison between the analytical and numerical evolution of a perturbation in pressure for configuration 1, 3 ∈ 𝐽_{semi} and 2 ∈ 𝐽_{alg} of the Y-shaped network.
\[ \delta p(x,t) = \begin{cases} 
\psi(c,0) - \frac{1}{3}\psi(-c,-2L) + \frac{1}{3}\psi(c,-2L) & x \in [a_1, b_1] \\
\frac{2}{3}\psi(c,L) - \frac{2}{3}\psi(-c,-3L) & x \in [a_2, b_2], [a_3, b_3] \\
\frac{4}{9}\left[\psi(c,2L) + \psi(-c,-3L)\right] & x \in [a_4, b_4] \\
\frac{4}{9}\left[\psi(c,2L) + \psi(-c,-4L)\right] & x \in [a_5, b_5], [a_6, b_6] 
\end{cases} \]

A comparison between the analytical and numerical time evolution of the pressure profiles is contained in Figure 6.9. The parameters are the same as for the rest of the networks in this chapter. The analytical and numerical solutions show good agreement for the transient behavior of the network.

Once the transient behavior of the circular network have been studied using exclusively the semilinear model, it is of interest to study the network with a configuration combining both transient and algebraic models. The configuration chosen will be pipes 1,3,5 and 6 described by the semilinear model and pipes 2 and 4 with the algebraic model.

As with the network fully described by the semilinear model, the perturbation in pipe 1 will propagate until reaching the first junction. Part of the incoming perturbation will be transmitted to pipe 3 with finite speed and part will be reflected. On the other hand, since pipe 2 is described by the algebraic model the perturbation will propagate instantaneously to the junction between the pipes 2, 4 and 6. The resulting perturbation will transmit at finite speed in pipe 6 eventually reaching the end of the network. Since pipe 4 is modeled with the algebraic model, the perturbation coming from pipe 2 will propagate instantaneously to the junction between the pipes 3, 4 and 5 as well. This perturbation will be transmitted to pipes 3 and 5, where it will travel at finite speed since these pipes are modeled with the semilinear model. Therefore, the perturbation
Figure 6.9: Comparison between the analytical and numerical evolution of a perturbation in pressure for configuration 1, 2, 3, 4, 5, 6 ∈ $\mathcal{J}_\text{semi}$ of the circular network.
at the end of pipe 1 will effectively propagate to the semilinear pipes 3, 5 and 6. Moreover, it is clear that this perturbation will affect both ends of pipe 3, being two waves traveling in opposite directions. Therefore the perturbation at the end of pipe 1 will be 'split' into four pipes, pipes 5, 6 and both ends of pipe 3. This needs to be taken into account for computing the transmission and reflection coefficients in the analytical solution. Considering that pipe 1 is effectively connected to four pipes, the conservation of mass-flow rate at the junction can be written as:

\[
q_1(t,0) = \sum_{i=2}^{4} q_i(t,0) \quad (6.38)
\]

\[
q_4(x,t) = q_4 \left( t - \frac{x}{c} \right) \quad (6.39)
\]

where the fourth pipe is actually the rightmost end of pipe 3. Assuming that \( q_1 \) is a sum of an incident and a reflected wave, imposing the continuity of the first derivative for the flow and integrating:

\[
q_I + q_R = \sum_{i=2}^{4} q_i \quad (6.40)
\]

\[
q_I - q_R = q_2 \quad (6.41)
\]

\[
q_3 = q_4 = q_2 \quad (6.42)
\]

from where the transmitted and reflected amplitudes can be expressed in terms of the incident amplitude as:

\[
q_R(t) = \frac{1}{2} q_I(t) \quad (6.43)
\]

\[
q_2(t) = q_3(t) = q_4(t) = \frac{1}{2} q_I(t) \quad (6.44)
\]

This result states that the transmission coefficients for the pressure will be equal to \( \frac{1}{2} \), being the reflection coefficient equal to \( -\frac{1}{2} \). Once the transmission and reflection coefficients have been derived, it is possible to write the analytical solution as:

\[
\delta p(x,t) = \begin{cases} 
\psi(c,0) - \frac{1}{2} \psi(-c,-2L) + \frac{1}{2} \psi(c,-2L) & x \in [a_1, b_1] \\
\frac{1}{2} \psi_L(c,0) & x \in [a_2, b_2], [a_4, b_4] \\
\frac{1}{2} \left[ \psi(c,L) + \psi(-c,-2L) \right] & x \in [a_3, b_3] \\
\frac{1}{2} \left[ \psi(c,L) + \psi(-c,-3L) \right] & x \in [a_5, b_5], [a_6, b_6]
\end{cases}
\]

Figure 6.10 compares the analytical and numerical solutions when pipes 2 and 4 are described by the algebraic model. The constructive interference at pipe 3 resulting from perturbations traveling in opposite directions in this pipe can be observed clearly.
It is evident that modeling pipe 2 and 4 with the algebraic model changes the transient behavior of the network significantly. In particular, for the circular network the constructive interference has been shifted from pipe 4 to pipe 3. This is due to the instantaneous propagation of perturbations for the algebraic model. One of the consequences of this is that perturbations take less time in reaching parts connected by algebraic pipes than if these pipes were described by a transient model.

Moreover, no physical effects such as transmission and reflection of waves are observed in the algebraic pipes. The algebraic model acts as a 'bridge' between the pipes by coupling pipes that aren't physically connected. Therefore the algebraic model can be interpreted as a modification of the coupling conditions of the pipes connected to it. This effect needs to be taken into account for computing the transmission and reflection coefficients for the pipes governed by a transient model, as it has been discussed in this section.
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In the previous section the transient behavior was analyzed without friction. This greatly simplified the problem allowing to find simple analytical solutions. The goal of this section is to find an analytical expression for describing the evolution of the pressure profile when dissipative effects are considered. The semilinear model was the model chosen in the non-friction case since it admits analytical solutions. Due to its simplicity it will also be the model of choice for this section. With the aim of simplifying the problem the friction term will be linearized by taking a perturbative approach.

Assuming that the flow rate is positive and that the pipes are horizontal so the gravity term can be dropped, the semilinear model can be written as:

\[
\frac{1}{c^2} \frac{\partial p}{\partial t} + \frac{1}{A} \frac{\partial q}{\partial x} = 0 \quad (6.45a)
\]

\[
\frac{1}{A} \frac{\partial q}{\partial t} + \frac{\partial p}{\partial x} = -\alpha \frac{q^2}{p} \quad (6.45b)
\]

where \(\alpha \equiv \frac{RT \gamma}{2DA^2} \lambda\). We observe that the friction term is nonlinear, and since this system of PDEs doesn't admit an analytical solution easily a perturbative approach will be taken. The goal of this is to linearize the resulting system for the perturbation with the aim of obtaining an analytical solution.

As in previous sections, a perturbation in flow rate and pressure of the form \(q = q_0 + \delta q\) and \(p = p_0 + \delta p\) is taken, where \(q_0\) and \(p_0\) are the steady-state mass-flow rate and pressure respectively, and the perturbations \(\delta q\) and \(\delta p\) satisfy \(\frac{\delta q}{q_0} \ll 1\) and \(\frac{\delta p}{p_0} \ll 1\). The perturbations are small enough such that only first order terms are kept, and therefore the term in the right hand side of equation (6.45b) can be linearized as:

\[
\frac{q^2}{p} \approx \left(\frac{1}{p_0} - \frac{\delta p}{p_0^2}\right) \left(\frac{q_0^2}{p_0} + 2q_0 \delta q\right) \approx \frac{q_0^2}{p_0} - \frac{q_0^2}{p_0^2} \delta p + \frac{2q_0}{p_0} \delta q \quad (6.46)
\]

It is assumed that the steady-state pressure and flow rate don't depend on space and time, so the partial derivatives of these terms are equal to zero. The resulting system will only contain terms proportional to the perturbations. The linearized friction term also needs to be included. The term which is not proportional to the perturbation can be neglected since the rest of the terms of the system are proportional to the perturbation. After these approximations the resulting system can be written as:

\[
\frac{1}{c^2} \frac{\partial \delta p}{\partial t} + \frac{1}{A} \frac{\partial \delta q}{\partial x} = 0 \quad (6.47a)
\]

\[
\frac{1}{A} \frac{\partial \delta q}{\partial t} + \frac{\partial \delta p}{\partial x} = \alpha \frac{q_0^2}{p_0^2} \delta p - \alpha \frac{2q_0}{p_0} \delta q \quad (6.47b)
\]

This system is still a partial differential equation for the perturbations in flow rate and pressure. Although it is not a homogeneous system, it is linear. In the next subsections we will describe two procedures for finding solutions to this system.
6.4.1. **Linear System for Flow Rate and Pressure**

The approach presented in this section was also used in \[22\] for computing the attenuation coefficient for gas flow in pipes using the Fanno model. The application of this method for the semilinear model is analogous and will be discussed in this section.

Since the system (6.47) involves both the pressure and flow rate an ansatz for these two variables of the form $\delta p = \tilde{p} e^{i(\omega t - kx)}$ and $\delta q = \tilde{q} e^{i(\omega t - kx)}$ will be taken, where $\tilde{p}$ and $\tilde{q}$ are the pressure and flow rate amplitudes and $\omega, k \in \mathbb{C}$. The real part of these quantities will be the angular frequency and wave number respectively in the case of no friction, and the imaginary parts will count for the decay in time and space due to friction.

The reason for taking this ansatz is that the time and space derivatives are proportional to the perturbations, making the analytical treatment of this system possible. Substituting the ansatzs for the pressure and flow rate and rearranging the system of equations:

$$\frac{\omega}{c^2} \delta p - \frac{k}{A} \delta q = 0 \quad (6.48a)$$

$$\left( -i k - \frac{\alpha q_0^2}{p_0^2} \right) \delta p + \left( \frac{i \omega}{A} + \frac{2 \alpha q_0}{p_0} \right) \delta q = 0 \quad (6.48b)$$

This problem is an homogeneous system of equations. In order to have a non trivial solution the determinant of the matrix of coefficients need to be equal to zero, and therefore the following condition is imposed:

$$\begin{vmatrix} \frac{\omega}{c^2} & - \frac{k}{A} \\ -i k - \frac{\alpha q_0^2}{p_0^2} & \frac{i \omega}{A} + \frac{2 \alpha q_0}{p_0} \end{vmatrix} = 0 \quad (6.49)$$

which is equivalent to the following second order equation for $\omega$: 

...
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\[
\frac{i}{c^2 A} \omega^2 + \frac{2 \alpha q_0}{c^2 p_0} \omega - \frac{k}{A} \left( i k + \frac{\alpha q_0^2}{p_0^2} \right) = 0
\]  
(6.50)

The resulting equation establishes a relation between \( \omega \) and \( k \). Given this relation, it is possible to obtain either the angular frequency or the wave number. The quantity of interest in this case is the imaginary part of the angular frequency, which is responsible for the decay of the wave in time due to friction. In this case the speed of sound is defined as \( c = \frac{|\text{Re}(\omega)|}{k} \).

Figure 6.11 contains the value of the decay coefficient with respect to the friction factor for parameters in 3.1. The friction factor is varied in a logarithmic scale from 0.001 to 0.1, and since the relation between the decay coefficient and the logarithmic friction factor is exponential, the dependency of the decay coefficient with the friction factor is linear. The decay coefficient doesn’t depend on neither the real part of \( \omega \) or \( k \), and therefore the decay is the same for all angular frequencies.

It is of interest to compare the results from the theoretical analysis with the results of the numerical simulations. This will be done by analyzing the numerical simulation of the decay of the amplitude of a perturbation in pressure for a single pipe. The parameters used for the numerical simulations are the same as in the rest of chapter. The analytical solution will consist on a traveling pulse multiplied by an exponential decay \( e^{-\text{Im}(\omega)t} \).

Figure 6.12 shows the maximum amplitude observed at a given time for several values of the friction factor, and therefore representing the decay of the amplitude of the perturbation. It is observed that the numerical and analytical results agree. The numerical solution seems to exhibit an slightly larger decay than the analytical for small values of friction, and this difference can be attributed to numerical errors. For small values of friction, the coefficient responsible of the decay of the perturbation is very small, and therefore producing a roughly linear decay. For higher values of the friction, the behavior is clearly exponential decay for both analytical and numerical results. It can
be concluded that the analytical solution for gas transport with friction is a good approximation that is able to describe the transient behavior observed in the numerical simulations.

The goal of the perturbation analysis carried out in this section was to compute an analytical approximation to the wave propagation problem when taking friction into account. In particular, the imaginary part of $\omega$ is of special interest since it accounts for the temporal decay due to friction.
This study was concerned with the mathematical modeling of gas transport in pipeline networks, and in particular with a hybrid modeling containing both transient and algebraic models for the pipes. Both steady-state and transient behavior were considered. In the case of transient phenomena analytical solutions to the transport problem were obtained which show good agreement with the numerical experiments. An introduction to the physics behind gas transport is given in Chapter 2, together with a discussion and comparison of several friction factors. The comparison in Chapter 3 between the temperature-dependent Euler equations and the isothermal Euler equations in a single pipe proves that isothermal gas flow approximates well the transport of gas in pipes for the parameters considered. A family of isothermal models was proposed, namely the isothermal Euler equations, the semilinear and the algebraic model. These models were compared for a single pipe and they show to be roughly equivalent in steady state. The differences observed between the models were explained regarding the approximations made for deriving these models. In particular, it became evident that the semilinear model is equivalent to the isothermal Euler equations for high pressure and it has the advantage of being tractable analytically. A review of existing methods for solving hyperbolic problems was presented in Chapter 4. The method chosen for this study is an implicit box scheme suitable for subsonic flow. This method is able to handle source terms, and this was particularly useful for the study of dissipative gas transport. The method is relatively simple to implement and doesn’t need to fulfill the CFL condition, allowing to rapidly obtain the steady-state solution since it allows arbitrarily large time steps.

The main focus of this study was the hybrid modeling of gas pipeline networks, where different pipes are described by different models. Chapter 5 contains a discussion of the coupling conditions for isothermal models as well as numerical experiments for hybrid models in steady-state regime. The most interesting case is a network partially modeled with an algebraic model, being the rest of the network described by a transient model. In practice it is seen that there are no substantial differences between using the semilinear and algebraic model for steady state since they are equivalent in this
regime. Despite this, it was expected that using the algebraic model would have significant effects in the transient behavior of the network.

The transient behavior studied in Chapter 6 focuses on the behavior of a perturbation propagating in benchmark networks. Of particular interest were physical effects such as reflection and transmission of wave in junctions between the pipes for both full transient and hybrid models. Moreover, the effects of including pipes described by the algebraic model were extensively studied.

Since the algebraic model is a steady-state equation any change in the variables of the pipe will immediately propagate to the pipes connected to it on the other hand. Of special interest is the response of the algebraic model to an incoming perturbation in both pressure and flow rate. A first order approximation was derived by performing the Taylor expansion of the algebraic model. It was demonstrated that the first order approximation matches the exact response to the perturbations.

From the experiments performed it was concluded that pipes modeled with the algebraic model don't present physical effects such as transmission and reflection. Rather than acting as physical pipes, they act as a modified coupling condition for the transient pipes connected to them.

The calculation of transmission and reflection coefficients is straightforward in networks described with transient models by imposing the coupling conditions discussed in Chapter 5. However, special attention needs to be payed when the junction considered contains pipes described by the algebraic model. Since the algebraic pipes act as a bond between two transient pipes, for computing the transmission and reflection coefficients all the pipes modeled with a transient model affected by the perturbation need to be considered. This highlights the significant differences introduced by including the algebraic model.

Two different regimes were considered, namely non dissipative and dissipative transport, being these non-including and including friction respectively. Transport with absence of friction terms was studied analytically with the semilinear model, and in combination with the perturbation analysis of the algebraic model, an analytical solution was found for the networks considered, showing a good agreement with the results of the numerical experiments.

One of the main effects of including friction is the decay of the amplitude of perturbations in space and time. Since the analytical treatment of the transient models is unfeasible, a perturbation analysis and subsequent linearization of the friction term was performed. The dependence of the decay coefficient was analyzed for several values of the friction factor, as well as a comparison between the decay of the amplitude of the perturbation resulting from the numerical experiments and the theoretical analysis. The analytical results agree with the observations from the experiments, and we conclude that the analytical method offers a simplified description of transient phenomena in presence of friction.

Finally, based on the results of this study, we would like to indicate a few future research directions. The hierarchical modeling of realistic gas networks is a topic of interest. In [13] a hybrid simulation of a Canadian gas network was performed with the isothermal Euler equations, the semilinear model and the algebraic model, demonstrating that the behavior of the network is greatly affected by the modeling choices. It would be
desirable to explore the coupling and effects of algebraic models with other elements such as compressors and valves in complex networks. The algebraic model could be used to model short pipes in large networks since the transient behavior in short pipes can be considered instantaneous in comparison with transient behavior in long pipes due to the finite speed of sound. In this study the coupling of algebraic models has been only considered in the subsonic case. To the best of our knowledge the study of networks with transient and algebraic models has not been studied in the supersonic regime, and we consider this a direction worth exploring. Moreover, apart from the modeling effects in the physics of the system, effects of including the algebraic model in convergence and stability of numerical schemes is still lacking. Last, the coupling of transient and algebraic models is of interest for other domains where the system can be described as a network, such as traffic networks, blood vessel modeling and air traffic management [23]. We are positive that the results and techniques derived for gas networks modeling can be extended and generalized for these systems.


