How much time do drivers need to obtain situation awareness? A laboratory-based study of automated driving

Lu, Zhenji; Coster, Xander; de Winter, Joost

DOI
10.1016/j.apergo.2016.12.003

Publication date
2017

Document Version
Final published version

Published in
Applied Ergonomics: human factors in technology and society

Citation (APA)

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.
Green Open Access added to TU Delft Institutional Repository

‘You share, we take care!’ – Taverne project

https://www.openaccess.nl/en/you-share-we-take-care

Otherwise as indicated in the copyright section: the publisher is the copyright holder of this work and the author uses the Dutch legislation to make this work public.
How much time do drivers need to obtain situation awareness? A laboratory-based study of automated driving

Zhenji Lu*, 1, Xander Coster 1, Joost de Winter

Department of BioMechanical Engineering, Faculty of Mechanical, Maritime and Materials Engineering, Delft University of Technology, Mekelweg 2, 2628 CD, Delft, The Netherlands

Article info

Article history:
Received 6 June 2016
Received in revised form 28 November 2016
Accepted 4 December 2016
Available online 27 December 2016

Keywords:
Scene perception
Spatial memory
Eye tracking
Hazard perception

Abstract

Drivers of automated cars may occasionally need to take back manual control after a period of inattentiveness. At present, it is unknown how long it takes to build up situation awareness of a traffic situation. In this study, 34 participants were presented with animated video clips of traffic situations on a three-lane road, from an egocentric viewpoint on a monitor equipped with eye tracker. Each participant viewed 24 videos of different durations (1, 3, 7, 9, 12, or 20 s). After each video, participants reproduced the end of the video by placing cars in a top-down view, and indicated the relative speeds of the placed cars with respect to the ego-vehicle. Results showed that the longer the video length, the lower the absolute error of the number of placed cars, the lower the total distance error between the placed cars and actual cars, and the lower the geometric difference between the placed cars and the actual cars. These effects appeared to be saturated at video lengths of 7–12 s. The total speed error between placed and actual cars also reduced with video length, but showed no saturation up to 20 s. Glance frequencies to the mirrors decreased with observation time, which is consistent with the notion that participants first estimated the spatial pattern of cars after which they directed their attention to individual cars. In conclusion, observers are able to reproduce the layout of a situation quickly, but the assessment of relative speeds takes 20 s or more.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Over the past few decades, an increasing number of automated driving systems have become available, both for research and consumer purposes. Automated driving systems in which the driver can opt to be ‘out-of-the-loop’ by engaging in non-driving tasks such as reading or resting are expected within a decade (Kyriakidis et al., 2015; Underwood, 2014). When the automation malfunctions or reaches its functional limits, control has to be handed back to the driver. In such cases, the automation typically issues a warning signal (also called a take-over request, see Lu et al., 2016 for a review) after which the driver has to resume the driving task (SAE International, 2014).

A critical design parameter in the development of automated driving system is the available time for taking over control, sometimes referred to as ‘lead time’, ‘time buffer’, or ‘time budget’ (Gasser and Westhoff, 2012; SAE International, 2014; Zeeb et al., 2016). If drivers do not have sufficient time to assess the situation prior to taking control, an accident may result (Mok et al., 2015). Drivers may prefer long lead times to prepare for the upcoming transition of control, but in reality, this is not always technologically feasible. For example, limitations in sensors (e.g., the limited range of a forward-facing radar) pose barriers regarding the maximum lead time that is feasible. In summary, it is important to understand how much time drivers need for gaining situation awareness (SA), because this sets demands on the automated driving technology.

Various studies have previously examined the effects of lead time on drivers’ behaviour after resuming control (Clark and Feng, 2015; Gold et al., 2013; Mok et al., 2015). For example, a driving simulator study by Gold et al. (2013) found that the less time is available until colliding with a stationary object (5 s vs. 7 s), the more abrupt are the drivers’ braking and steering inputs after receiving a take-over request. This study reported an average gaze reaction time (i.e., the time between the take-over request and the eye-gaze moving away from the non-driving task) of 0.5 s, an
average hands-on-steering-wheel time of 1.5 s, and an average mirror-scan time of about 3 s (for similar results see Kerschbaum et al., 2015). Van den Beukel and Van der Voort (2013) found a decrease in the number of accidents and higher self-reported SA scores when more time was available. Mok et al. (2015) found that only few participants in a 2 s lead-time condition safely negotiated a hazardous situation, while the 5 s and 8 s conditions yielded considerably safer driver behaviours. A driving simulator study by Samuel et al. (2016) compared 4, 6, 8, and 12 s lead times, and found that participants needed a lead time of at least 8 s in order to detect a latent pedestrian hazard with the same accuracy as they did when being in control of the vehicle. Driving simulator research by Merat et al. (2014) and by Desmond et al. (1998) suggests that it may take up to 20 s or 40 s before vehicle control is fully stabilised after reclaiming control. Although the above studies provide valuable knowledge, they do not offer much insight into the cognitive processes of how drivers are able to build SA of a traffic situation as a function of the available time.

Over the last 25 years, the topic of SA has been extensively investigated (Endsley, 2015). The Situation Awareness Global Assessment Technique (SAGAT) is one of the standard instruments for measuring SA (Garland and Endsley, 1995). In this method, the observer is presented with a series of 30 s blank frames, after which they are shown a complex dynamic scene, and asked to indicate the positions of certain objects within the scene. After each scene, participants subsequently have to answer queries about objects and unfolding events in the simulation. Although SAGAT has been criticized for the fact that it measures SA intermittently rather than continuously, and for relying heavily on memory skills (for discussion see Durso et al., 2006; Gutzwiller and Clegg, 2013; Stanton et al., 2015), there is now a sound body of literature showing that SAGAT scores exhibit criterion validity with respect to task performance (Durso et al., 1995; Gardner et al., 2015; Loft et al., 2015; Salmon et al., 2009). Various promising alternative methods have been proposed for measuring SA, such as real-time probing (e.g., Loft et al., 2013; Martelaro et al., 2015; Pierce, 2012) and physiological techniques (e.g., Crundall et al., 2003; Gugerty, 2011), but at present SAGAT still appears to be the most widely applied and validated SA assessment tool (see also Endsley, 2000, 2015).

The answer categories in SAGAT are usually discrete or discretised values of the state of the virtual environment (e.g., Salmon et al., 2006; Loft et al., 2015), Gugerty (1997) used a similar technique as SAGAT for measuring participants’ dynamic spatial memory by means of continuous values. Specifically, participants watched animations of traffic situations that lasted 18–35 s, and after each video, they indicated the positions of surrounding cars from a top-down view. Participants’ level of SA was operationalized by comparing the positions of the placed cars with the actual positions of the cars in the animation. Gugerty found that the more cars are to be recalled, the poorer the performance on the SA task. Furthermore, he found that when the number of cars was larger, participants showed a prioritization effect whereby the most hazardous cars were remembered best.

In the present research, we refined the method used by Gugerty (1997) for determining the effect of time on SA scores. Specifically, we investigated the effect of viewing time (i.e., video length) with two levels of traffic density, namely 4 or 6 cars in surrounding traffic. The use of 4 and 6 cars is in approximate agreement with Pylyshyn and Storm (1988), who found that people can track up to five moving objects in a perceptual task, and with Gugerty (1997) who used 3 to 8 cars in his research. In our study, six different video lengths were adopted, ranging between 1 s and 20 s. The video lengths were based partly on a pilot study conducted prior to the present study (Coster, 2015). In this pilot, seven participants watched videos of animated traffic scenes and pressed the spacebar when they had assessed the situation to such an extent that they would feel safe to take over control. The results showed that a viewing time of 12 s was generally deemed sufficient, with an overall minimum of 3 s. In visual processing research, it has been found that participants can recognize the gist of a scene when having viewed it for only 20 ms (Thorpe et al., 1996). Oestmann et al. (1988) found that radiologists were able to detect ‘subtle cancers’ and ‘obvious cancers’ from a radiograph in 0.25 s with true positive rates of 30% and 70%, respectively (cf. 74% and 98%, respectively, for unlimited viewing times). However, sub-second viewing times are probably too short for processing dynamic traffic scenes that require visual search by means of multiple fixations and saccades (see Rayner, 2009 for a review on eye movements and visual search). Lead times that are typically used in driving simulator research range between 2 s and 12 s (Gold et al., 2013; Körber et al., 2015, 2016; Melcher et al., 2015; Mok et al., 2015; Samuel et al., 2016). In summary, our range of video lengths encompasses lead times that are commonly used, and range from extremely short (1 s) to longer than has been studied before (20 s).

The dependent measures in this study were: (1) self-reported task difficulty and time sufficiency, (2) the absolute error between the number of placed cars and the actual number of cars, (3) the error between the positions and indicated speeds of the placed cars relative to the actual positions/speeds of the cars, making use of an algorithm that globally selects a match between placed and actual cars by minimizing the positional difference, (4) the geometric difference between the positions of the placed and actual cars, and (5) eye-gaze activity. We expected that when the viewing time is longer, participants would find the task easier and have a better reproduction performance. Our corresponding aim was to explore at which video length these effects would saturate.

The geometric difference method is an innovation in SA assessment. It is based on a method for comparing polygons previously introduced by Arkin et al. (1991), which was said to be “invariant under translation, rotation, and change of scale, reasonably easy to compute, and intuitive” (p. 209). We applied this technique to obtain a generic index of difference that avoids the use of arbitrary parameters, such as correction factors related to the fact that people have a tendency to underestimate the distance to objects in virtual environments.

Eye tracking is widely used in studies of hazard perception, a term often equated with SA (Horswill and McKenna, 2004; Hosking et al., 2010; Underwood et al., 2002, 2013). We used eye tracking to gain a deeper understanding of how participants build SA as a function of time. It is well known that eye movements are correlated with bottom-up and top-down attention (Borji and Itti, 2013; Henderson, 2003; Itti and Koch, 2001) and memory of visual objects (Irwin and Zelinsky, 2002; Moore and Gugerty, 2010). For example, using a SAGAT method, Moore and Gugerty (2010) found that the more participants fixated on an aircraft in an air traffic control task, the higher their SA (i.e., responses to state queries) for that aircraft. Unema et al. (2005) and Over et al. (2007) found that in visual search tasks, participants exhibit a course-to-fine eye-movement strategy, whereby the first fixations and saccades had a short duration and large amplitude, respectively, and later fixations became longer-lasting with smaller-amplitude saccades in between the fixations. In this paper, we measured whether participants glanced at the road or at the mirrors, and how frequently they glanced at the mirrors, as a function of observation time. We explored whether these measures of attention distribution and glance frequency exhibit similar saturation profiles as the objective task scores.
2. Method

2.1. Hardware

The videos and graphical user interface (GUI) were presented on a 24-inch widescreen HD monitor of the Smart Eye DR120 remote eye tracking system. The videos were programmed using PreScan 7.0 (Tass International, 2015) and had a resolution of 1920 × 1080 pixels. The participants reproduced the traffic situations using a standard Dell mouse.

2.2. Videos

Each video began with a 5 s crosshair display for participants to focus on, after which the traffic situation from an ego-centric viewpoint was presented for 1, 3, 7, 9, 12, or 20 s. At the end of the video, a black screen was displayed for 0.5 s. The rear view mirror and left wing mirror were positioned in such a way as to resemble real positions. Due to geometric constraints, this was not possible for the right wing mirror, which was therefore placed at the right edge of the video (Fig. 1).

In real driving, sound cues may aid in the formation of SA. For example, a driver may infer the location and speed of a nearby car through the sounds of that car’s engine and tires. In our study, we decided to eliminate sound cues and make the SA task visual-only. Therefore, during each video, a standard sound of driving on a highway was played that was unrelated to the traffic in the video.

2.3. Participants

Thirty-four participants (5 female, 29 male) with a valid driver’s license, aged between 20 and 31 years (M = 24.6, SD = 2.6 years) participated in this study. The mean participants’ age when obtaining the first driver’s license was 19.2 years (SD = 2.4), and the mean number of years of licensure (i.e., current age minus the age when obtaining the first driver’s license) was 5.41 years (SD = 2.92). On a scale of 0 (every day), 1 (4–6 days a week), 2 (1–3 days a week), 3 (once a month to once a week), 4 (less than once a month), and 5 (never), the mean answer to “On average, how often did you drive a car or motorcycle during the last 12 months?” was 2.62 (SD = 1.04, min = 0, max = 4). Furthermore, on a scale from 0 (0 km), 1 (1–1000 km), 2 (1001–5000 km), 3 (5001–10,000 km), 4 (10,001–15,000 km) to 10 (more than 100,000 km), the answer to “About how many kilometres did you drive during the last 12 months?” was on average 2.59 (SD = 1.79, min = 1, max = 9).

All participants read and signed a consent form, explaining the purpose and procedures of the experiment. Participants received €5 for their participation. They were split into two groups based on their recruitment number (i.e., group A if the participant number was odd, and group B if it was even). These two groups viewed 24 test videos, whereby each video in one group maps to a video in the other group, with these videos featuring the same traffic and the same ending moment, but a different starting moment. Both groups consisted of 17 participants: 3 females, 14 males, aged between 21 and 31 (M = 25.0, SD = 2.8 years) for group A; 2 females, 15 males, aged between 20 and 29 (M = 24.2, SD = 2.4 years) for group B. The mean number of years of licensure was 5.65 (SD = 3.32) and 5.18 (SD = 2.56) for groups A and B, respectively. For groups A and B, the mean driving frequency on the scale from 0 to 5 was 2.88 (SD = 0.93) and 2.35 (SD = 1.69), respectively, and the mean mileage on the scale from 0 to 10 was 2.35 (SD = 1.14) and 2.82 (SD = 1.91), respectively. According to an independent-samples t-test, groups A and B were not statistically significantly different with regard to age, gender, license age, years of licensure, driving frequency, and mileage (p = 0.361, 0.641, 0.672, 0.646, 0.142, & 0.453, respectively).

2.4. Situations

Participants viewed videos of traffic situations on a three-lane highway, on which the ego-vehicle was driving in the middle lane with a constant speed of 28 m/s. The training videos lasted 12 s and featured three cars of surrounding traffic, whereas the test videos incorporated four or six surrounding cars. Both traffic densities were used 12 times. The test videos lasted 1, 3, 7, 9, 12 or 20 s.

Each video length occurred twice per traffic density and four times in 24 test videos. The test videos were shown to each participant in randomized order.

All traffic in each video met the following criteria. Each car was

- within a range of 80 m behind to 120 m ahead of the ego-vehicle during the full length of the video.
- visible during the full length of the video, except when driving through the blind spot. This visibility criterion had the effect that there could be only one car directly in front of and/or behind the ego-vehicle on the middle lane.
- starting and ending outside of the blind spot.
- driving at one of five constant speeds: 25.5, 26.75, 28, 29.25 or 30.5 m/s.
- staying in its own lane during the full length of the video.
- at least 5 m in front of or behind other cars at all times.

The model and colour of each car were randomly assigned out of 13 possible colours and 10 possible models. Averaged across the 24 scenarios, 57% of the cars were in front of the ego-vehicle at the end of the scenarios (58% at the beginning of the scenarios). In groups A and B, an overtaking event of the ego-vehicle occurred in 6 and 8 of the 24 scenarios, respectively.

2.5. Procedure

Prior to the test, the participants filled out a questionnaire about their driving experience. Participants were asked to adjust the chair in order to face the monitor mid-front, with the hind legs of the chair within a demarcation on the floor, approximately 65 cm away from the monitor. The height of the monitor was adjusted to the participant’s height, after which the eye tracker was calibrated. Participants were given 2 training trials, followed by 24 test trials, viewing videos of traffic situations on a three-lane highway. After

Fig. 1. Screenshot of a video that includes six surrounding cars.
each video, participants reproduced the final positions of the surrounding cars by placing a minimum of 1 and a maximum of 8 vehicles without time restriction. Participants also indicated the speeds of the placed cars in relation to the ego-vehicle (Fig. 2).

After reproducing a situation, a two-item questionnaire measured the subjective task difficulty (‘The task was difficult’) and time sufficiency (‘I had sufficient time to perform the task’) on a scale from 0 (completely disagree) to 100 (completely agree). Participants received oral instructions during the training trials about (1) how to place the cars and use the slider bars, (2) how to interpret the time sufficiency question as ‘the video was long enough for me to perform the task’, and (3) that surrounding traffic would not necessarily follow traffic rules (e.g., cars could overtake on the right). The traffic was not constrained by traffic rules, because we wanted to retain symmetry in the videos by letting all cars drive with constant speeds without changing lanes. For example, when preventing the traffic from overtaking the participant on the right, the mean speed on the left lane would be higher than the mean speed on the right lane. Such asymmetric videos would have complicated the analyses and interpretation of how well participants were able to place cars.

After each trial, the placed cars and the actual cars were shown side by side in two top-down views, providing feedback to the participant. This feedback was provided to enhance participants’ engagement in the task, and to prevent misunderstandings and biases that may occur when participants have to map the three-dimensional video to a two-dimensional representation. The duration of the experiment was approximately 60 min including preparation time.

2.6. Dependent measures

The following dependent measures were used:

1. Self-reported time sufficiency (%)
2. Self-reported task difficulty (%)
3. Absolute error of the number of placed cars, defined as the absolute error of the number of placed cars, calculated according to Eq. (1), where \( n_p \) is the number of cars that were placed and \( n_a \) is the actual number of cars in the video.

\[
S_1 = |n_p - n_a| \tag{1}
\]

4. Total distance error between the placed cars and actual cars. First, the placed and actual cars were matched to each other. A particular combination of matches \( c_{na}(m_1, m_2, \ldots, m_{\text{max}}(n_p, n_a)) \) connects placed and actual cars, where a match \( m \) is between a placed car and an actual car. The number of possible combinations \( N(c) \) of matches between placed and actual cars is given according to Eq. (2).

\[
N(c) = S(\max(n_p, n_a), \min(n_p, n_a))\min(n_p, n_a)! \tag{2}
\]

where \( S(n, k) \) is the Stirling number of the second kind. For example, if \( n_p = 6 \) and \( n_a = 6 \), then \( N(c) = 720 \), if \( n_p = 5 \) and \( n_a = 6 \), then \( N(c) = 1,800 \), and if \( n_p = 6 \) and \( n_a = 4 \), then \( N(c) = 1,560 \). When one placed car \( p(i) = (p_{ix}, p_{iy}, p_{iz}) \) and one actual car \( a(j) = (a_{ix}, a_{iy}, a_{ij}) \) are matched, the distance error and speed error between these two cars are given by Eqs. (3) and (4), respectively.

\[
dE(m(p(i), a(j))) = \sqrt{(p_{ix} - a_{ix})^2 + (p_{iy} - a_{iy})^2} \tag{3}
\]

\[
sE(m(p(i), a(j))) = |p_{iz} - a_{iz}| \tag{4}
\]

Here, \((p_{ix}, p_{iy})\) and \((a_{ix}, a_{iy})\) are the lateral and longitudinal positions of the placed car \( p_i \) and actual car \( a_i \), where the centre of the ego-vehicle is the coordinate origin. \( p_{iz} \) and \( a_{iz} \) are the speeds of the placed car \( p_i \) and actual car \( a_i \), respectively. For both the placed car \( p_i \) and actual car \( a_i \), \( p_{iz} \) and \( a_{iz} \) are equal to \(-1\), \(0\), or \(+1\), when their speeds are slower than, equal to, or faster than the ego-vehicle, respectively.

The total distance error of one combination of matches is

\[
DE(c_k) = \sum_{k=1}^{\max(N_p, N_a)} (dE(m_k)|m_k \in c_k) \tag{5}
\]
The total distance error is $DE(c_{\min})$, where $c_{\min}$ is the combination that gives the minimal distance among all $N(c)$ combinations (Eq. (6))

$$DE(c_{\min}) = \min\{DE(c_1), DE(c_2), ..., DE(c_{N(c)})\} \quad (6)$$

5. Total speed error. This measure is calculated based on the minimal distance for combination match $c_{\min}(m_1, m_2, ..., m_{\max}(n, n_i))$ (Eq. (7))

$$SE(c_{\min}) = \max_{k-1}(sE(m_k))_{m_k \in c_{\min}} \quad (7)$$

6. Geometric difference. The turning function algorithm (Arkin et al., 1991) is widely used in computer vision to calculate the difference between two polygons. It maps a two-dimensional shape to a one-dimensional function. The first step is to construct polygons that represent the positions of placed and actual cars. Fig. 3a provides an example of $P$ with all its nodes, where each node represents the centre of the placed car $p_i$. The following 10 possible nodes can be used to construct $P$:

1. $(-3.5, \min(p_{y,1} | p_{x,1} > \phi_{y,1} = -3.5))$
2. $(-3.5, \max(p_{y,1} | p_{x,1} > \phi_{y,1} = -3.5))$
3. $(0, \max(p_{y,1} | p_{x,1} > \phi_{y,1} = 0))$
4. $(0, \min(p_{y,1} | p_{x,1} > \phi_{y,1} = 0))$
5. $(3.5, \max(p_{y,1} | p_{x,1} < \phi_{y,1} = 3.5))$
6. $(3.5, \min(p_{y,1} | p_{x,1} < \phi_{y,1} = 3.5))$
7. $(0, \min(p_{y,1} | p_{x,1} < \phi_{y,1} = 0))$
8. $(0, \max(p_{y,1} | p_{x,1} < \phi_{y,1} = 0))$
9. $(-3.5, \max(p_{y,1} | p_{x,1} < \phi_{y,1} = -3.5))$
10. $(-3.5, \min(p_{y,1} | p_{x,1} < \phi_{y,1} = -3.5))$

The polygon is constructed with a sequence from node 1 to 10. A node can be skipped if it does not exist, or if it is the same node as a neighbouring node in front. The same application is applied to the actual cars at that compose polygon $A$ (Fig. 3b). The second step is to represent the polygon as a turning function. As illustrated in Fig. 3c, the turning function uses the external angle of the clockwise tangent as a function of the arc-length $s$ from the starting node of $P$. The function decreases with right-hand turns and increases with left-hand turns. The perimeter length is scaled to 1 to make a comparison possible. The function always starts at $(0, 2\pi)$ and always ends at $(1, 0)$. Fig. 3d shows the turning function for $A$. The third and final step is to calculate the distance between the two turning functions (Eq. (8), Fig. 3e).

$$L(P, A) = \int_0^1 |T_\mathcal{P}(s) - T_\mathcal{A}(s)|ds \quad (8)$$

2.7. Eye-tracking analysis

Participants’ eye movements were analysed in order to understand how participants distributed their attention while watching the video. Four equally sized rectangular areas were defined, namely (1) road centre, (2) rear view mirror, (3) left wing mirror, and (4) right wing mirror. We defined the net dwell time percentage across all situations of all participants, as a function of observation time in bins of 1 s. Furthermore, in order to obtain a measure of visual search and gaze activity, we measured how often per second participants glanced at one of the three mirrors. For this latter analysis, a glance was counted if the dwell time to the mirror was at least 200 ms. This 200 ms threshold corresponds to typical measures of fixation duration (e.g., Velichkovsky et al., 2002). Note that our Smart Eye eye-tracker did not have the precision and accuracy to be able to distinguish between cars within an area of interest (see Funke et al., 2016 for an assessment of eye trackers).

2.8. Statistical analyses

Three types of statistical analyses were conducted. First, a one-way repeated measures ANOVA after rank-transformation was performed (Conover and Iman, 1981), with the video length as the repeated-measures factor. Pairwise comparisons between video lengths were conducted by means of paired-samples t tests followed by a Bonferroni correction, which effectively means that the significance level ($\alpha$) was set to 0.0033 ($= 0.05/15$). Effect sizes for the pairwise comparisons were expressed in terms of Cohen’s $d_z$ for assessing within-subject effects (Faul et al., 2007).

Second, we performed a between-subjects comparison between the participants in group A versus the participants in group B. These two groups had viewed the same videos with the same endpoint; only the video length was different. We assessed in how many of the 24 situations the longer videos yielded higher scores on the dependent measures than the shorter videos.

Third, at the level of the 24 situations, we assessed Spearman rank-order correlations between video length and the scores on the dependent measures. An objective measure of task difficulty, defined as the distance from the ego-vehicle to the actual car summed across all 4 or 6 cars, was partialled out in order to determine whether the effects between video length and task performance were robust to situation-specific effects.

3. Results

Some data had to be excluded due to quality issues, see Table 1 for an overview. A small number of trials were excluded due to technical malfunctions (e.g., video not shown, data storage error) or because the participant initially misunderstood the task. The data for two participants were excluded entirely because the experimenter’s log files revealed that they had used mnemonics (hands, fingers) to enhance their task performance. Moreover, for the eye-tracking analysis, data could be used from 21 out of 34 participants.

Figs. 4—9 show the results for the self-reported time sufficiency, self-reported difficulty, mean absolute error of the number of placed cars, mean total distance error, mean total speed error, and the mean geometric difference score, respectively, for each of the 24 videos. The means of group A and group B are connected by a line.

3.1. Subjective measures

Self-reported time sufficiency and self-reported difficulty showed consistent effects of video length (Figs. 4 and 5). The pairwise comparisons between video lengths indicate that self-reported time sufficiency has statistically significant effects for almost all pairs of video lengths (Table 2), with an improvement even from 12 s to 20 s videos. The effects were less strong for task difficulty than for time sufficiency (Table 2).
3.2. Tasks performance measures

Task performance in terms of the error in the number of placed cars (Fig. 6) and the total distance error (Fig. 7) shows a clear improvement with video length. In 20/21 of the 24 group A versus group B comparisons, the longer videos featured better task performance (Table 2). However, there appears to be a saturation effect of video length, whereby for the error in the number of placed cars there was no statistically significant difference anymore between 7 s and 20 s videos. Similarly, for the total distance error, there was no significant difference between 12 s and 20 s videos.

The total speed error shows a qualitatively different pattern than the total distance error, with no apparent saturation as a function of increasing video length (Fig. 8). A statistically significant improvement is observed even from 12 s videos to 20 s videos.

Moreover, the effects of video length are robust: in the group A versus group B comparison, 23 out of 24 videos with the same endpoint showed a better score for the longer video (Table 2).

The geometric difference score shows a weaker overall effect size ($\eta^2$) than the other measures, which may be because these scores exhibit strong situation-specific effects, with some situations yielding a notably better score than others (Fig. 9). Nonetheless, the A versus B comparison are consistent in the sense that longer-lasting videos yielded a lower difference score in 20 out of 24 situations. There was also no statistically significant difference anymore between 7 s and 20 s videos (Table 2).

3.3. Eye tracking

The distribution across the four areas of interest (i.e., a measure

---

**Table 1**

Overview of excluded trials, number of participants for which trials were excluded, and types of data that were excluded.

<table>
<thead>
<tr>
<th>Malfunction/behaviour/limited conditions</th>
<th>Number of participants for which data were excluded</th>
<th>Total number of erroneous trials</th>
<th>Data not included for erroneous trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Used hands/fingers as memory support</td>
<td>2</td>
<td>$2^*24$</td>
<td>Reconstruction data, and self-report data</td>
</tr>
<tr>
<td>Video malfunction (video did not show)</td>
<td>1</td>
<td>1</td>
<td>Reconstruction data</td>
</tr>
<tr>
<td>Data storage error</td>
<td>6</td>
<td>6</td>
<td>Reconstruction data and self-report data</td>
</tr>
<tr>
<td>Misunderstanding of GUI controls</td>
<td>1</td>
<td>1</td>
<td>Reconstruction data and self-report data</td>
</tr>
<tr>
<td>Reconstructed beginning (instead of ending) of the video</td>
<td>2</td>
<td>5</td>
<td>Self-report data of the ‘time sufficiency question’</td>
</tr>
<tr>
<td>Accidentally pressed ‘Done’ button</td>
<td>1</td>
<td>1</td>
<td>Self-report data</td>
</tr>
<tr>
<td>Misunderstood the meaning of ‘time sufficiency’</td>
<td>1</td>
<td>24</td>
<td>Eye-tracking data</td>
</tr>
<tr>
<td>Did not answer the two questions</td>
<td>1</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Participant wore glasses, Software crashed, tracking/</td>
<td>13</td>
<td>13$^*24$</td>
<td></td>
</tr>
<tr>
<td>calibration problems</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Reconstruction data encompasses positions and speeds of placed cars.
of attention distribution) and the glance frequency to the mirrors (i.e., a measure of gaze activity) as a function of observation time are shown in Fig. 10. It can be seen that at the beginning (2—4 s), participants distributed their attention approximately equally between the front view and the mirrors. Near the end (7—20 s), however, participants were more likely to glance at the road than at the mirrors. Furthermore, in agreement with Over et al. (2007) and Unema et al. (2005), we found a decrease of glance frequency with increasing observation time.

3.4. Correlation between video length and dependent measures, partialling out objective scenario difficulty

For all dependent measures, differences occurred between situations, even when the video length and traffic density were the same (Figs. 4—9). Several characteristics of surrounding traffic might influence task performance. In particular, participants underestimated the distance to objects, and had more difficulty in estimating the position and speed of a car that is further away. For this reason, we calculated an objective index of difficulty of the video, by summing the distances between the endpoints of 4/6 cars and the ego-vehicle. Table 3 shows the Spearman rank-order correlations between the mean score on the dependent measure per situation and the objective difficulty of the situation (N = 24). It can be seen that objective difficulty accounts for some of the situation-specific effects, in particular for the total distance error and total speed error. Furthermore, Table 3 shows the correlations between the dependent measures and video length. It can be seen
that the strongest effect was observed for self-reported time sufficiency, whereas the weakest effect occurred for the geometric similarity, essentially mirroring the findings in Table 2. The third column of Table 3 shows again the correlations between the dependent measures and video length, but now after partialling out the objective difficulty. It can be seen that the partial correlations are slightly stronger than the zero-order correlations in Table 2, indicating that the effects of video length become even stronger when controlling for the objective difficulty.

### 3.5. Effect of personal characteristics and driving experience

**Table 2** Result of the repeated measures ANOVA, and effect sizes (dz) of paired comparisons between video lengths.

<table>
<thead>
<tr>
<th>Measure</th>
<th>df</th>
<th>F</th>
<th>a</th>
<th>h^2</th>
<th>Paired comparisons between video lengths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time sufficiency</td>
<td>5,145</td>
<td>114.4</td>
<td>0.265</td>
<td>0.835</td>
<td>1 vs.3, 1 vs.7, 1 vs.9, 1 vs.12, 1 vs.20, 3 vs.7, 3 vs.9, 3 vs.12, 3 vs.20, 7 vs.9, 7 vs.12, 7 vs.20, 9 vs.12, 9 vs.20, 12 vs.20</td>
</tr>
<tr>
<td>Difficulty</td>
<td>5,150</td>
<td>34.9</td>
<td>0.169</td>
<td>0.718</td>
<td>0.01</td>
</tr>
<tr>
<td>Error in the number of placed cars</td>
<td>5,155</td>
<td>20.5</td>
<td>0.148</td>
<td>0.662</td>
<td>0.12</td>
</tr>
<tr>
<td>Total distance error</td>
<td>5,155</td>
<td>11.4</td>
<td>0.144</td>
<td>0.592</td>
<td>0.14</td>
</tr>
<tr>
<td>Total speed error</td>
<td>5,155</td>
<td>30.9</td>
<td>0.164</td>
<td>0.553</td>
<td>0.16</td>
</tr>
<tr>
<td>Geometric difference</td>
<td>5,155</td>
<td>6.8</td>
<td>0.189</td>
<td>0.563</td>
<td>0.15</td>
</tr>
</tbody>
</table>

*Boldface* indicates significant differences between groups A and B. The videos of groups A and B had identical endpoints of the cars.
control, experienced drivers are quicker to achieve SA than novices do (Wright et al., 2016). It has also been found that experienced drivers perform better than novices when asked to estimate the number of cars around them (Baumann et al., 2008).

We performed a correlational analysis to explore whether driving experience relates to performance at the SA task. Table 4 shows that participants who drive more frequently had a statistically significantly lower total distance and speed error. It is further interesting to observe that the subjective measures (time sufficiency and difficulty) exhibited a statistically significant correlation with each other, but did not correlate significantly with any of the objective measures. This indicates that participants who thought they did not have enough time or reported that the task was difficult did not necessarily perform poorly at the reproduction task. Finally, the eye-scanning measures were not significantly correlated with the performance measures.

### 4. Discussion and conclusion

The aim of this research was to assess the effect of viewing time on SA operationalized as reproduction performance of a traffic situation. We applied three complementary types of statistical analyses: (1) a main effect of video length, (2) a between-subjects comparison of participants: the videos for these two groups were identical except that one of the two videos started earlier than the other, and (3) a correlation between video length and task performance while removing the effect of objective situation difficulty.

The first analysis is useful for gauging the overall effect of video length, whereas the latter two methods account for situation-specific variance that may exist and thus serve as a confirmation. The self-report measures confirmed that participants found the task more demanding if less time was available. This manipulation check validates our experiment and shows that the amount of time was manipulated in a range for which participants experience strong and consistent effects in time and difficulty.

Concerning the accuracy of the number of cars and the positions of the placed cars, the largest effects of video length were obtained up to 7 s and 12 s, respectively. A 7 s threshold is in line with previous driving simulator research on take-over requests, in which

#### Table 3

<table>
<thead>
<tr>
<th>Measure</th>
<th>ρ with objective difficulty (group A/group B)</th>
<th>ρ with video length (group A/group B)</th>
<th>Partial ρ with video length (group A/group B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time sufficiency (%)</td>
<td>-0.10/ -0.05</td>
<td>0.91/0.93</td>
<td>0.90/0.93</td>
</tr>
<tr>
<td>Difficulty (%)</td>
<td>0.42/0.43</td>
<td>-0.66/ -0.40</td>
<td>-0.70/ -0.49</td>
</tr>
<tr>
<td>Error in the number of placed cars (#)</td>
<td>0.20/0.52</td>
<td>-0.51/ -0.52</td>
<td>-0.49/ -0.62</td>
</tr>
<tr>
<td>Total distance error (m)</td>
<td>0.67/0.78</td>
<td>-0.35/ -0.23</td>
<td>-0.46/ -0.69</td>
</tr>
<tr>
<td>Total speed error (-)</td>
<td>0.52/0.31</td>
<td>-0.51/ -0.57</td>
<td>-0.68/ -0.73</td>
</tr>
<tr>
<td>Geometric difference (-)</td>
<td>0.35/0.28</td>
<td>-0.25/ -0.39</td>
<td>-0.32/ -0.45</td>
</tr>
</tbody>
</table>

#### Table 4

<table>
<thead>
<tr>
<th>Measure</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Age (years)</td>
<td>-0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Gender (0 = female, 1 = male)</td>
<td>0.26</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. License age (years)</td>
<td>0.56</td>
<td>-0.15</td>
<td>-0.48</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Licensure (years)</td>
<td>0.26</td>
<td>-0.23</td>
<td>-0.12</td>
<td>0.38</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Yearly mileage (0 = 0 km, 10 = more than 100,000 km)</td>
<td>-0.06</td>
<td>0.09</td>
<td>0.28</td>
<td>-0.29</td>
<td>-0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Driving Frequency (0 = Every day, 5 = never)</td>
<td>0.08</td>
<td>0.14</td>
<td>0.30</td>
<td>-0.08</td>
<td>0.20</td>
<td>-0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Time sufficiency (%)</td>
<td>-0.22</td>
<td>-0.32</td>
<td>-0.24</td>
<td>-0.14</td>
<td>0.09</td>
<td>0.00</td>
<td>-0.55</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Difficulty (%)</td>
<td>0.29</td>
<td>-0.25</td>
<td>0.21</td>
<td>0.07</td>
<td>0.32</td>
<td>0.03</td>
<td>-0.07</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Error in the number of placed cars (#)</td>
<td>0.08</td>
<td>-0.32</td>
<td>-0.13</td>
<td>0.11</td>
<td>0.41</td>
<td>-0.03</td>
<td>-0.14</td>
<td>0.21</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Total distance error (m)</td>
<td>0.30</td>
<td>-0.21</td>
<td>-0.20</td>
<td>0.33</td>
<td>0.35</td>
<td>0.35</td>
<td>-0.21</td>
<td>0.10</td>
<td>0.25</td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Total speed error (-)</td>
<td>0.06</td>
<td>-0.16</td>
<td>-0.07</td>
<td>0.21</td>
<td>0.34</td>
<td>-0.09</td>
<td>0.19</td>
<td>-0.14</td>
<td>-0.01</td>
<td>0.35</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Geometric difference (-)</td>
<td>-0.24</td>
<td>-0.40</td>
<td>-0.05</td>
<td>0.09</td>
<td>0.23</td>
<td>-0.14</td>
<td>-0.13</td>
<td>-0.05</td>
<td>0.13</td>
<td>0.25</td>
<td>0.10</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>13. Mean mirror glance frequency (Hz)</td>
<td>0.26</td>
<td>0.40</td>
<td>0.08</td>
<td>-0.03</td>
<td>-0.01</td>
<td>-0.18</td>
<td>0.23</td>
<td>-0.21</td>
<td>-0.16</td>
<td>-0.31</td>
<td>0.09</td>
<td>-0.22</td>
<td>-0.79</td>
</tr>
</tbody>
</table>

Note. Correlations that are significantly (p < 0.05) different from 0 are indicated in boldface. N = 34 for measures 1–6, N = 30 for measure 7, N = 31 for measure 8, N = 32 for measures 9–12, N = 21 for measures 13 and 14.
a lead time of 7 s was found to be sufficient for taking over control in a basic traffic scenario (e.g., Gold et al., 2013). Improvements in relative speed perception, on the other hand, were obtained up to 20 s. The apparent lack of saturation of the accuracy of the speed estimation can be explained by the fact that humans have to deduce speed from changes in a scene. In other words, people first need time to scan the environment to establish where the cars are, and only then can use their time for tracking these cars. This pattern was also reflected in the eye-tracking data, showing a decrease of glance frequency with viewing time. Future research may explore this aspect further; for example, in our study the video lengths were presented in randomized order; if participants know how much time they have on beforehand, they may exhibit a different viewing behaviour (Huebner and Gegenfurtner, 2010).

Additionally, we applied a measure of geometric difference between the placed and actual cars. This method establishes the accuracy of placed cars in relative terms and may be particularly suited for assessing whether participants have perceived the overall layout of a situation. One possible weakness of the geometric difference method as well as the total distance error may be that longitudinal distance dominates lateral distance, and so these methods are not particularly sensitive to mistakes whereby the participant placed a car in the wrong lane. Gugerty (1997) solved this issue by applying more weight to lateral errors than to longitudinal errors. The uniqueness of our approach as compared to Gugerty's is that it did not make use of any such weighting factors; therefore, we expect that our non-parametric method can be applied to other spatial memory or SA studies without adjustment. A follow-up analysis showed a statistically significant difference between 1 s and 3 s videos regarding the total lateral distance error, but no further improvements for 3 s videos and beyond. The lack of statistically significant effects beyond 3 s can be explained by the fact that once a participant has identified a car, he/she can easily remember whether this car was in the left, middle, or right lane, because these are only three discrete categories.

Endsley’s model of SA includes (1) perception, (2) comprehension, and (3) projection as three ascending levels (Endsley, 2015). One may argue that our experiment focused predominantly on level 1 SA. Indeed, participants were asked to reproduce the situation without having to comprehend the relevance of the cars in the environment. In reality, certain cars may be more relevant than others when it comes to safety margins and controllability. For example, in real traffic, cars in the back may often be safely ignored, whereas cars in front could be on a collision course or bear direct consequence for future action. Moreover, participants in our experiment did not perform driving-related decisions or actions, which may normally be performed simultaneously with the assessment of the situation and therefore interact with the time required to obtain SA. For example, Gugerty (1997) found that if drivers were in control of the driving task (with keyboard arrows) they remembered hazardous cars better as compared to when they were in passenger mode, whereas Mackenzie and Harris (2015) showed that participants were slower to detect hazards when driving themselves as opposed to passively viewing a video.

Even though our experiment emphasized level 1 SA, a unique aspect of our research is that it also measured an important facet of level 3 SA by means of the assessment of relative speed. In fact, by having knowledge of the distance and speeds of objects, it is possible to project how a situation will unfold. Recent research indicates that queries regarding level 3 SA awareness (‘what happens next’) may be particularly valid in the sense that they discriminate between inexperienced and experienced drivers (Jackson et al., 2009). These observations are in line with our results, which showed that participants who drove more frequently performed better at the distance and speed estimation tasks (Table 4). However, our study was of a simple and highly controlled design in which cars did not change lanes or speed, and level 3 SA was probed indirectly; participants were not directly asked what would happen next. Follow-up research could assess such aspects of level 2 and 3 SA in greater depth. For example, it is possible to use eye tracking in scenarios involving transfer of control to measure the detection of latent hazards (Samuel et al., 2016; Wright et al., 2016) or hazard precursors, which are cues in the environment that place critical demands on the driver’s understanding of an unfolding situation (Garay-Vega and Fisher, 2005; Underwood et al., 2011). Moreover, research could include lane changes, and vehicle acceleration and deceleration, such as cars who are braking for an emergency. It should be noted, however, that humans are unable to perceive acceleration directly but rather infer acceleration from changes in speed over time (Brouwer et al., 2002; Gottleber et al., 1981).

For all dependent measures, large differences were found between situations, even if these situations had the same video length (see Figs. 4–9). Several characteristics of the traffic might influence task performance. As illustrated by the results in Table 3, interpreting the behaviour of a car that is further away becomes increasingly harder as distance increases. Moreover, we showed that the increase in the traffic density, the harder it is to reproduce the traffic situation. These results indicate that it is not possible to give a generic recommendation of the lead time that is required for issuing a take-over request; the required time strongly depends on the complexity of the traffic situation. This finding is in line with Gold et al. (2016) who showed that the higher the traffic density, the longer the take-over time, defined as the first measurable steering or braking response after receiving a take-over request. However, the difference between our study and most of the available empirical research on this topic is that we obtained systematic insight into the cognitive aspects of building up SA as a function of time. With a few notable exceptions (e.g., Samuel et al., 2016; Wright et al., 2016), most of the available research adopts a behaviourist approach by quantifying reaction times and steering/braking responses in take-over situations (e.g., Gold et al., 2013; see De Winter et al., 2014; for a review).

Several limitations have to be taken into account when interpreting the results. First, the traffic situations were relatively simple and did not involve features such as lane changes, curves, or decelerating vehicles. Second, the monitor provided a small field of view and low immersion. The experiment did not allow for head movement, and certain monocular and binocular depth cues were lacking in the computer animations. These hardware features may affect both task performance and eye activity. Third, this study was conducted with participants at an engineering university. Engineering students are not representative of the general population and are known to have above-average spatial skills (Wai et al., 2009). It has been previously shown that older drivers showed similar take-over times as younger drivers (Körber et al., 2016), despite the fact that biological age has a strong negative correlation with memory and spatial task performance (Salthouse, 2009). Possibly, having many years of driving experience may protect against age-related cognitive decline. The topic of individual differences in SA awareness is a promising topic of further research (Gugerty and Tirre, 2000). Fourth, in our experiment participants were not sitting in an actual automated car and knew they would be required to reproduce the traffic layout. Furthermore, no drowsiness or secondary tasks were induced, which are conditions that may have important effects on how quickly drivers gain SA, and how effectively they take-over control (Borowsky and Oron-Gilad, 2016; Feldhütter et al., 2016; Gibson et al., 2016; Neubauer et al., 2014; Schmidt et al., 2016; Schöning et al., 2015; Zeeb et al., 2016). Because of these factors, our results may underestimate the
time required for obtaining SA. However, despite the obvious differences between an automated driving task and the present experiment, it should be noted that the tasks are similar: In automated driving, the driver may also be prompted to monitor the traffic situation (without necessarily touching the steering wheel) to regain SA. Fifth, inherent to SAGAT-type methods, participants might have started to forget the driving situation when completing the reproduction task. For example, an analysis by Gugerty (1998) showed that participants tended to forget the location of cars during the time it took them to report the locations of the cars. One improvement would be to replace the slider bars with a less time-consuming interface where participants can drag the cars directly with the use of a mouse or by touch.

In conclusion, this research showed that participants need a few seconds in order to estimate the basic topology of a situation, but substantial improvements in speed estimation were still achieved between 12 and 20 s videos. These findings may have important consequences for the development of automated cars, in particular automated driving systems for which evidence starts to grow that humans are not well adapted to a task where they have to be able to regain control in a limited time frame (Casnier et al., 2016; Norman, 2015; Poulin et al., 2015; U.S. Senate Committee on Commerce, Science and Transportation, 2015). Future research could use the method applied in this study in an interactive driving simulator or head-mounted display with integrated eye-tracker.
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