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Monitoring of coastal hydrodynamics over a relatively large spatial extent and a long temporal period is essential to assess the impact of coastline interventions on several functions. An example of a recent coastline intervention is the Sand Engine, a pilot project for optimization of (future) coastline maintenance. This innovative pilot project is therefore subject to an intensive research and monitoring program that allows for development and validation of new measurement techniques. Continuous series of spatial hydrodynamics measured by remote sensing instruments have the potential to complement the temporally and spatially limited measurements of in-situ instruments.

In this thesis, the accuracy of hydrodynamics measured with a land-based X-band radar at the Sand Engine is examined. The mapping of the sea surface by an X-band radar results in wave dispersion patterns in the radar domain over time. This allows for the extraction of spatial maps of the hydrodynamic parameters $d$ and $\vec{U}$ by spectral (Fourier) analysis of wave dispersion patterns on a limited spatial scale (computational cube size). Previous research has shown that the spatial and temporal scales of wave dispersion analysis are critical factors for the accuracy of remotely-sensed currents. The recently developed open-source XMFit algorithm (Friedman (2014)) is used to extract X-band radar currents.

It is not exactly known what X-band radar derived currents exactly represent. In addition, there is no agreement whether a radar measures Eulerian or Lagrangian currents. Therefore, the objective is to find the relation between spatial scale of wave dispersion analysis and X-band radar current measurement accuracy at the Sand Engine by performing point- and spatial validation of currents obtained by analysis of wave dispersion on different spatial scales. The Sand Engine study site was selected due to availability of both Eulerian ADCP measurements and Lagrangian drifter measurements.

The relation between measurement accuracy and computational cube size was found to be hyperbolic for both the point and spatial validation, which is connected to the hyperbolic relation between cube size and spectral resolution $d k$. An additional factor responsible for the low accuracy of XMFit for smaller cubes is a low number of spectral components available for fitting the linear dispersion relation to radar-derived spectral energy.

In-situ current estimates are consistently overestimated by XMFit for grid points within the first 500 m from the coastline. Non-linear wave effects cause anomalies in the image spectrum compared to the definition of a useful spectrum. These anomalies do not follow linear theory on which the method is based and therefore have a negative effect on the current estimate of XMFit.

In the point validation at two ADCP locations, XMFit current estimates were compared to pseudo-Lagrangian ADCP currents. The pseudo-Lagrangian ADCP currents are obtained by correcting Eulerian ADCP measurements for the surface Stokes drift. A direct comparison of XMFit to the Stokes drift-corrected ADCP measurements sets proves that the correlation in cross-shore direction is high. This supports that X-band radar currents are Lagrangian.

The spatial validation by drifter measurements is performed for another temporal period. The accuracy is significantly lower then during the point validation period: a significant offset in current direction between drifter and radar measurements is observed. A sensitivity analysis showed that, for this period in time, malfunctioning of the spectral filter to remove aliased spectral energy causes this offset. It was proven that no offset in direction is observed when optimal spectral filtering parameters are selected.

This research revealed that accurate radar current measurements are predominantly based on a (correctly filtered) image spectrum with high spectral resolution. It is emphasized that full confidence in the XMFit current retrieval method should be obtained first for simple cases with low complexity. Only then X-band radar currents are sufficiently understood and studies to more complex flow patterns are feasible.
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Glossary

List of symbols:

- $a$: wave amplitude [m]
- $c$: wave phase speed [m/s]
- $c_0$: intrinsic phase speed [m/s]
- $d$: local water depth [m]
- $dk_x$: wave number resolution $(\frac{2\pi}{L_x})$ [1/m]
- $dk_y$: wave number resolution $(\frac{2\pi}{L_y})$ [1/m]
- $d\omega$: frequency resolution [1/s]
- $E_{lim}$: minimum spectral energy threshold
- $f_n$: Nyquist frequency $\frac{1}{2\Delta t}$, [Hz]
- $g$: gravitational constant [m/s$^2$]
- $H$: wave height [m]
- $k$: wave number, $k = \frac{2\pi}{\lambda}$ [rad/m]
- $\tilde{k}$: wave number of spectral wave components found by FFT [rad/m]
- $\bar{k}$: average wave number of all waves in the computational cube [rad/m]
- $L_x$: length of the computational cube in x-direction [m]
- $L_y$: length of the computational cube in y-direction [m]
- $N_i$: number of pixels per horizontal direction in computational cube [-]
- $N_w$: number of images in computational cube [-]
- $Q$: objective function being minimized in least squares algorithm [-]
- $t$: moment in time [s]
- $T$: wave period [s]
- $u_s$: Stokes drift [m/s]
- $\bar{u}_s$: mean Stokes drift [m/s]
- $\vec{U}_e$: vector representing velocity of encounter estimated by depth inversion algorithm [$U_x, U_y$], [m/s]
- $U_n$: component of velocity of encounter in wave propagation direction [m/s]
- $x$: position in x-direction [m]
- $y$: position in y-direction [m]
- $z$: position in water column, measured from surface, positive upward [m]
- $\alpha$: wave phase [rad]
- $\theta$: wave propagation direction (normal to wave crest) [°]
- $\lambda$: wavelength [m]
- $\omega$: radial frequency [rad/s]
- $\tilde{\omega}$: radial frequency of spectral wave components found by FFT [rad/s]
- $\bar{\omega}$: average wave frequency of all waves in the computational cube [rad/s]
- $\omega_0$: intrinsic radial frequency [rad/s]
- $\Omega_b$: bandwidth (maximum) frequency involved in depth-inversion [rad/s]
- $\omega_s$: sampling frequency of the radar [rad/s]
- $\Delta t$: time interval between two successive radar images/antenna rotation time [s]
$\Delta \omega$ Distance between spectral components and the linear dispersion relation [rad/s]

$E(x, y, t)$ averaged backscatter over a radar image grid cell of a moment in time [$m^2$]

$F(k_x, k_y, \omega)$ Spectral representation of the computational cube

$I(k_x, k_y, \omega)$ Power spectrum density of the radar image [$m^2 / Hz$]

Abbreviations:

ADCP Acoustic Doppler Current Profiler, instrument that measures the velocity profile over the depth at a single location

FFT Fast Fourier Transformation, a technique to retrieve spectral representation of an image (series) that is the superposition of waves

HF High-Frequency radar band, covering the frequency band between 3 and 30 MHz

LS Least Squares, a fitting method that minimizes the sum of squared differences between a set of points and a formula

R Correlation coefficient, the covariance of two variables divided by the product of their standard deviations

RMSE Root Mean Square Error, the root of the mean of the squared differences between individual measurements from two datasets

UTC Coordinated Universal Time

Definitions:

ADCP-bin horizontal slice of the water column with thickness $\Delta z$ for which an ADCP measurement at level $z$ is valid

Capillary waves centimeter scale waves at the sea surface, whose dynamics are dominated by surface tension

Computational cube a box limiting the area of radar images used in spectral analysis.

Depth-inversion fitting a form of the linear dispersion relation to the spectral representation of the imaged sea surface over time in $k-\omega$ space

Wave dispersion the dependence of phase velocity on frequency or wavelength

Doppler shift the change of wave frequency due to an ambient current

Ocean surface gravity wave wave with a wavelength of 1-10 m, whose dynamics are dominated by gravity

Power of image spectrum: distribution of the spectral energy over the frequencies

Pseudo-Lagrangian: the combination of Eulerian ADCP measurement with Lagrangian Stokes drift velocity contribution

Sea clutter backscatter due to echo at the sea surface

Spatial resolution the spatial extent $\Delta x, \Delta y$ of a pixel in the radar image

Stokes drift residual wave motion in wave propagation direction over a single wave period

Temporal resolution time between two successive radar images

Time stack a series of raw radar images of the sea surface in time

X-band radar radar using the microwave band of the electromagnetic spectrum [8-12 GHz]
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INTRODUCTION

Shaping the boundary between the sea and the land is the main objective in Coastal Engineering projects. The appearance of the coastline can have various forms, for example sea dikes, a sandy beach or a breakwater protecting a port from wave agitation. The coastal zone is also an attractive location for housing, recreation and industrial functions, which all demand a certain quality and appearance of the coastline. Most often, this is associated with interventions in the coastal zone. Insight in coastal processes is essential to assess their feasibility and effectiveness. The monitoring of coastal hydrodynamics is therefore a useful method to assess the impact of coastline interventions on several functions.

The Sand Engine (Stive et al. (2013)) is an example of a recent coastline intervention (2011) along the southwestern Dutch coast. The Sand Engine is a mega-nourishment at the Delfland coast (figure 1.1). This part of the Dutch coastline did not meet the enhanced safety requirements during the quality examination in 2006 and therefore became part of the flood protection program of Rijkswaterstaat. The Sand Engine is a pilot to gain experience with a new nourishment approach in which the volume of the nourishment is scaled up drastically. The main idea in the design is that the nourishment will serve as an engine of sand: the surplus of sediment should be redistributed along the coast by natural forcing in the coming 20 years. This should avoid expensive recurrent maintenance nourishments. The pilot project aims to combine inland long-term safety from flooding with additional space for nature and recreational functions. Monitoring of the coastal hydrodynamics is crucial to assess the impact of this innovative project on the requirements for the large variety of coastal functions it was meant for. Therefore, the Sand Engine is subject to an extensive monitoring campaign.

Figure 1.1: Sand Engine: a large scale nourishment along the Delfland coast
The response of coastal hydrodynamics to the construction of the large-scale nourishment is expected to be rather complex, since the Sand Engine nourishment is located in the near-shore area. The coastal processes in a near-shore environment cover a wide range of spatial scales and temporal variation (Wengrove et al. (2013)). In general, monitoring of coastal hydrodynamics heavily depends on measurements from instruments that are deployed in-situ. Examples are wave buoys, pressure sensors and echo sounding from vessels to measure bathymetry. Current measurements are commonly retrieved from drifters, fixed ADCP or vessel surveys. These in-situ instruments require installation, retrieval and replacement to enable data transfer and maintenance. Relatively high costs for the deployment of the instruments often limit the temporal extent of the measurements. Moreover, these techniques suffer from a limited spatial coverage and often do not measure at the location where data is required. This results in data that requires interpolation or extrapolation in time or space to be valuable for the intended application.

Remote sensing techniques have the ability to overcome the limitations associated with in-situ measurement instruments. Remote-sensing techniques have the advantage to be placed outside the severe oceanic environment, which avoids retrieval and maintenance issues. However, the main advantage is the ability to continuously measure hydrodynamics for a spatial area. This makes this data potentially highly valuable in coastal engineering projects. The use of remotely sensed data in these projects, however, is quite novel. Two remote sensing measurement instruments (Argus, X-band radar) are integrated in the monitoring campaign of the Sand Engine (Wengrove et al. (2013)). The expected complex hydrodynamics and a wide range of available in-situ measurements thereof provide excellent conditions for validation of remotely-sensed measurements. In this thesis work, the focus is on hydrodynamic estimates from the X-band radar at Kijkduin (figure 1.1).

The mapping of the sea surface by an X-band radar (left panel figure 1.2) allows for the extraction of near shore hydrodynamic parameters \(d\) and \(\vec{U}\) from wave dispersion patterns visible in a series of radar images. An example of a current map is shown in the right panel of figure 1.2. However, to extract the hydrodynamic parameters \(d\) and \(\vec{U}\), an algorithm is required. Local hydrodynamics derived from X-band radar images are validated for a limited number of algorithms, however the measurement quality is still not undisputed. The X-band radar at Kijkduin is equipped with SeaDarQ software, since tests have shown its applicability along the Dutch coast (Swinkels et al. (2012)). SeaDarQ, like many similar operating algorithms, is a ‘closed’ commercial product. This makes these algorithms unsuitable for proper academic research on their capability to extract coastal hydrodynamics. The open-source X-Band Matlab Fitting algorithm (XMFit) was developed recently by Friedman (2014) to avoid this problem. According to his validation, XMFit proved to be superior to the SeaDarQ algorithm at the Sand Engine, regarding both depth- and current estimates. However, the conclusions for the current estimates were based on direct comparison with in-situ current data for a single point and a short period in time. Additional investigation into XMFit current extraction capabilities is thus required, both over time and in space. Additional validation helps judging the usability of measured current fields by a radar (figure 1.2).

![Figure 1.2: Example of radar image of the sea surface and a resolved current field](image-url)
Therefore, in this thesis the focus is on the validation of X-band radar current measurements, both in time and space. Previous research (Gangeskar (2002); Piotrowski and Dugan (2002)) has shown that the spatial and temporal scale of wave dispersion analysis are critical factors for the accuracy of remotely-sensed currents. Spatial scales of 1000 x 1000 m and a temporal period of 1.5 minutes are commonly used to study flows (Swinkels et al. (2012)). However, the spatial scale is subject to a contradictory requirement: it needs to be both as small as possible and as large as possible at the same time. Selection of the appropriate spatial scale is finding a balance. More in-depth knowledge regarding the relation between the spatial scale and the measurement accuracy is required to support the choice of the optimum spatial scale.

In-situ current measurements that represent the same current as the radar measurement are required for validation. However, this is a problem for radar currents: the definition of accepted “ground-truth” measurements for radar-derived currents is under debate: there is no agreement in literature whether radar current measurements are Eulerian or Lagrangian. Nowadays, radar-derived currents are validated by direct comparison with in-situ data from either Eulerian current profilers or Lagrangian drifters (Ohlmann et al. (2007)). A unique opportunity for X-band radar current validation with both methods arises due to a rich variety of in-situ measurements around the Sand Engine that is available for October 2014. These measurements were made in the context of the Mega Perturbation Experiment (MegaPEX). MegaPEX is a six weeks field experiment around the Sand Motor. The understanding of the feedback between coastal processes and hydrodynamics, morphology, aeolian transport, dune formation, hydrology and ecology is focus of this large-scale research experiment. MegaPEX resulted in a rich variety of current measurements, from which Eulerian measurements by multiple Acoustic Doppler Current Profilers (ADCP) allow for a time series validation at single locations. In addition, Lagrangian current measurements from multiple drifters are available, which allow for validation of radar current measurements in space.

The aim of this thesis is to find the relation between spatial scale of wave dispersion analysis and X-band radar current measurement accuracy at the Sand Engine by performing point- and spatial validation of currents obtained by analysis of wave dispersion on different spatial scales.

The following questions are guiding towards the achievement of this goal:

• How do accuracy and spatial scale relate for a single point and a fixed temporal scale?

• How does this relation differ for radar currents along drifter trajectories in the radar domain?

The Sand Engine is located near the outlet of the river Rhine. Exclusively during flood, a fresh-water plume passes through the radar footprint. This possibly has an impact on the accuracy of radar-derived currents. Therefore, ebb and flood situations are distinguished.

This thesis is outlined as follows. In the next chapter, the necessary background regarding radar imaging and the wave dispersion analysis is provided, followed by a discussion about the function of the spatial scale of this analysis in current retrieval. The chapter is concluded with a section on radar current validation studies and relevant accuracies. Chapter 3 opens with a description of relevant radar parameters and continues with a brief overview of XMFit and the choice for the least-squares fitting method. The validation of radar currents with point (Eulerian) ADCP measurements follows in chapter 4. An adjusted version of the commonly applied point-validation method is presented, followed by the results of the comparison. A spatial validation of radar currents with (Lagrangian) drifter measurements is the subject of chapter 5. First, the dynamic grid approach and drifter data are described. Once more, the chapter concludes with a description of the validation results. In chapter 6, the results of both the point validation and spatial validation are discussed. Particular attention is also paid to the differences between the results for both validation periods. The discussion is followed by the conclusions (chapter 7). Finally, chapter 8 will conclude with the recommendations regarding further development and the testing of the XMFit algorithm.
This literature review is focusing the extraction and validation of radar currents. The current retrieval procedure from sea surface imagery is discussed in section 2.1. The influence of the spatial scale of wave dispersion is subsequently elaborated in section 2.2. This chapter concludes with a discussion on the complexity of validating radar-derived currents in section 2.3. Relevant validation studies are reviewed, for which the accuracies may function as benchmark for the accuracy of radar currents obtained in this study.

2.1. CURRENT RETRIEVAL FROM X-BAND RADAR IMAGES

X-band current measurements are based on spectral (Fourier) analysis of wave dispersion patterns in a limited area in the image series. X-band current retrieval is an optimization problem in spectral dimensions: a depth-inversion algorithm fits wave dispersion equations to the spectral representation of ocean surface gravity waves whose signatures are visible in the radar images of the sea surface. The wave dispersion equation has current $\vec{U}$ and local water depth $d$ as unknowns, thus allowing for a simultaneous estimation of both parameters. This section starts with a description of the responsible imaging mechanisms to understand how the spectral components should be interpreted. It is followed by a detailed description of the current retrieval process itself.

2.1.1. X-BAND RADAR IMAGING

Current extraction from X-band radar images is accomplished by using the echo of radar waves from the sea surface, also referred to as sea clutter. Sea clutter is visible on radar images due to interaction between emitted radar microwaves and centimeter scale capillary waves at the sea surface. Specular reflection and Bragg scattering (Young et al. (1985)) are the two possible interactions between emitted radar waves and capillary waves. The angle of incidence with respect to the sea surface normal determines which mechanism is dominant. Marine X-band radar is characterized by a low antenna height and therefore has a large angle to the sea surface normal. Bragg scattering is the dominant mechanism for this configuration (Valenzuala (2012)). Bragg scattering is defined as the reflection of radar-transmitted microwaves by capillary waves with a wavelength half of the length of the transmitted radar wave (Paduan and Graber (1997)). The electromagnetic energy emitted by X-band radar is characterized by wavelengths of approximately 3 cm and frequencies of 8-12 GHz. Thus, centimeter scale capillary waves serve as Bragg resonating waves.

The wave dispersion equations being fit in a depth-inversion algorithm describe the dispersion of ocean surface gravity waves that have wavelengths $\lambda$ of $10^{-100}m$. However, capillary waves are responsible for radar imaging. Nevertheless, the modulation of the centimeter scale Bragg-scattering process by ocean surface gravity waves is visible in the X-band radar images. The signatures of these modulation(s) in the radar images are used to derive the spectral representation of the ocean surface gravity waves. Three effects cause the modulation of the X-band radar signal (Borge et al. (2004)).

1. Shadowing, a mechanism in which relatively high surface waves prevent energy to reach a certain part of the sea surface by blocking the microwave radar energy (fig 2.1)
2. Hydrodynamic or orbital modulation, defined as modulation of ripple energy by interaction with longer (surface) gravity waves. Hydrodynamic modulation appears as a change in backscattered power across the phase of the long wave (Thompson et al. (1991)).

3. Tilt modulation, which is modulation of energy resulting from changes of effective incidence angle along the slope of long (surface) gravity waves

Shadowing is the dominant mechanism for small incidence angles of X-band radar energy with respect to the sea surface (Seemann et al. (1997)). The angle of incidence then approximates the average slope of the ocean waves or is even smaller. Figure 2.1 shows the shadowing mechanism for a single regular sine wave. The radar antenna transmits X-band radar waves at grazing angles of incidence, shown by the solid black lines in figure 2.1. The wave height of relatively high wave crests prevents the radar waves with grazing incidence to reach certain parts of the sea surface. These areas are indicated in gray. This results in zero backscatter of radar wave energy for the shadowed part of the sea surface (lower plot). The lower plot shows a binary signal, 0 indicating zero backscatter and 1 represents detection of reflection(s) from the sea surface. The part of the sea surface that is not shadowed reflects radar energy back to the radar, resulting in a one in the lower plot. This plot shows the periodicity of the binary signal of the backscattered radar energy. Shadowed areas occur at regular intervals $\lambda$ in space. This periodicity in the signal reveals the wavelength $\lambda$ of ocean surface gravity waves, which is the sum of the lengths of the shadowed area and the reflecting area of the wave (lower plot figure 2.1).

Sufficient roughness of the sea surface is required to obtain a usable radar image for depth-inversion. The roughness of the sea surface is important since the shadow mask is more pronounced for steeper waves. In various studies, met-ocean limits for wind and wave conditions are suggested in relation to image quality. Examples are a minimum wind speed of 2-3 m/s (Bell et al. (2012); Swinkels et al. (2012)) and a minimum wave height of 1 m (Bell et al. (2012)). Friedman (2014) discussed met-ocean conditions in relation to depth-inversion and found good agreement of for wave heights > 1 m and wind speeds > 12 m. However, all studies mentioned here do consider a limited period in time. In addition, the quality of the radar image depends on the distance to the radar installation. The return of radar energy decreases with increasing distance to the radar. The incidence angle of the radar energy is the most important parameter that determines the usable range of the X-band radar images. This is illustrated in figure 2.2. The incidence angles of 1° and 10° form the boundaries of the better working area, for which X-band radar energy return is useful (Maa and Ha (2005)).
The spreading of X-band radar waves usually is around 25 degrees, from which the part above the horizontal does not contribute to imaging of the sea surface. The attenuation of electromagnetic radar energy with range is usually described by an exponential function. More background regarding radar specifics can be found in Borge et al. (2004) and Young et al. (1985).

In addition, rain directly influences the imaging of sea clutter in a negative way. Ward et al. (2006) account via a loss factor for propagation loss of electromagnetic energy due to interaction with rain droplets. Moreover, electromagnetic energy above the horizontal (figure 2.2) may directly interact with rain droplets, resulting in a mixture of rain clutter and sea clutter in the radar image (Appleyard et al. (1997)). Rain thus introduces noise that is undesirable for current retrieval.

**2.1.2. Depth-inversion**

Depth-inversion implies the fit of a wave dispersion equation to the spectral representation of ocean gravity waves. The extraction of wavelength $\lambda$ of a 1D ocean gravity wave from a shadow mask of the sea surface was illustrated in the previous section. The wavelength allows for calculation of wavenumber $k$. Depth-inversion requires a full 3D image spectrum: the spectral representation of a 2D wave field propagating in time. However, the same principle is used: the image spectrum is derived from a 2D shadow mask of the sea surface. Consider the shadow mask of a single 2D radar image as the superposition of a large number of harmonic wave components. The relation between spectral parameters $k$, $\omega$ and the shadow mask of the sea surface $E(x, y, t)$ may be described as follows (Holthuijsen (2009)):

$$E(x, y, t) = \sum_{i=1}^{M} \sum_{j=1}^{N} \sum_{l=1}^{P} \left( a_{i,j,l} \cos(\omega_i t - k_j x \cos \theta_l - k_j y \sin \theta_l + \alpha_{i,j,l}) \right)$$

(2.1)

$a_{i,j,l}$ represents the amplitude of an individual wave component, $\alpha$ the wave phase of an individual wave and $\theta$ the direction of wave propagation (normal to the wave crest of each individual component).

Fast Fourier Transformation (FFT) is a technique that converts signals from the time-space domain into the spectral domain $\hat{k}, \omega$. The basic concept is that a shadow mask image may be represented by equation 2.1. The FFT technique is used to transform the images of the sea-surface shadow mask over time into the image spectrum. A Cartesian grid is required for an FFT. Therefore polar radar images are transformed to a Cartesian grid. From this Cartesian grid, a data box (hereafter referred to as computational cube) is extracted from the radar images. The computational cube (right panel figure 2.3) represents a sub area of the radar image (red box in figure 2.3) for a number of $N$ images. The dimensions of the computational cube are given by the cube size, which is expressed in a number of pixels $N_i$ in X and Y-direction and the stack size that is expressed in the number of images $N_\omega$. The computational cube size is the spatial scale over which wave dispersion patterns are analyzed. The computational cube is 3D Fourier Transformed to its spectral representation $F(k_x, k_y, \omega)$ (Young et al. (1985)) to enable current retrieval.
It is inherent to spectral analysis that wave behavior is assumed to be homogeneous within the computational cube, both in time- and spatial dimension. In most cases this assumption holds, however in case of high horizontal current shear or a strongly varying bathymetry this may cause problems (Bell et al. (2012)). Under these conditions, there are two different wave propagating regimes present in the image series, which will introduce a spectrum in which the individual spectra of both wave propagating regimes are merged.

Next, a depth-inversion algorithm is deployed to fit wave dispersion equations with unknowns $\vec{U}$ and $d$ to the spectral representation of the ocean waves. The expression with which dispersion of ocean surface gravity waves is described depends on the presence of a current:

- In the absence of a current, waves will follow the intrinsic linear dispersion relation
  \[ \omega_0 = \sqrt{g|k| \tanh(|k|d)} \]  
  in which $k$ represents the wave number of the gravity wave, $g$ the gravitational acceleration and $d$ the local water depth. The (intrinsic) phase speed in still water $c_0$ is calculated with $c_0 = \frac{\omega_0}{k}$.

- Waves that experience a current will have a modified phase speed and as a result they are subject to a shift in frequency in a Eulerian measurement. This frequency shift is referred to as Doppler shift. The phase speed is determined by vectorial summation of the phase speed and the velocity of encounter.
  \[ \vec{c} = \vec{c_0} + \vec{U_e} \]  
  $\vec{U_e}$ represents the current responsible for the Doppler shift, which is termed velocity of encounter (Senet et al. (2001)). The velocity of encounter is equal to the in-situ current in case of a uniform current over depth. The shift in wave frequency is described by including a term describing the Doppler shift in the linear dispersion relation (Holthuijsen (2009)):
  \[ \omega = \omega_0 + kU_n \]  
  The Doppler shift is given by $kU_n$, in which $k$ represents the wave number of the ocean gravity wave and $U_n$ the velocity component in wave propagation direction.

The depth-inversion technique is limited to linear ocean surface gravity waves, since the linear dispersion relation is based on linear waves. The application of the linear wave theory is limited by the following inherent limitations (Holthuijsen (2009)):

1. The water body is considered as an ideal fluid, which implies an incompressible fluid with constant density
2. The water body is a continuous fluid, which means that no voids are present
3. The water particles are subject to a single external forcing
4. The wave amplitude is small with respect to local water depth \((\frac{a}{d} \ll 1)\)

The linear dispersion relation describes a shell in spectral space (figure 2.4). The linear dispersion relation may thus also be referred to as dispersion shell. In case of a current, spectral data is shifted from a situation without current (intrinsic). The effect of a current on the spectral data and the linear dispersion relation is shown in figure 2.5. The figure shows a 2D slice of a 3D wave spectrum. The black solid line shows the intrinsic dispersion relationship, according to equation 2.2. A situation with a current to the right is considered. Spectral data of ocean gravity waves in absence of a current have an orange/yellow color. In case the current aligns with the wave propagation direction (positive values of \(k\)), the radial frequency \(\omega\) increases by \(kU_x\) and spectral data shifts upward to the blue positions right from the \(\omega\) axis. For currents opposite to the wave propagation direction, the radial frequency \(\omega\) decreases and the spectral data will be shifted downward to the blue positions left from the \(\omega\) axis. The Doppler-shifted dispersion relation (equation 2.4) relates \(k\) and \(\omega\) in case of a current and is indicated with the gray line in figure 2.5. Note that the shape of the shell changes in case of a current: it is directly dependent on the current \(\vec{U}_x\). The radar-derived current is thus derived from the Doppler shift of the spectral components in the image spectrum compared to a situation without currents.

Current retrieval from X-band radar images is therefore essentially an optimization problem (Liu et al. (2014)). By curve fitting of the Doppler-shifted linear dispersion relation to the image spectrum, the most likely values for the unknowns depth \(d\) and current \(\vec{U}\) are found. The common method is to fit the dispersion shell to the full image spectrum, thus resulting in a single estimate of the most likely depth and current.

2.1.3. Spectral signal processing

The depth-inversion algorithm uses the weighted least-squares principle to fit the dispersion shell to image spectra. In this context, the least squares (LS) method aims at minimizing the squared difference between the spectral coordinates of the image spectrum and the dispersion shell. This comes down to minimizing the objective function

\[
Q = \sum_{\omega=0}^{\omega_M} \sum_{k_x=-k_y}^{k_x} \sum_{k_y=-k_y}^{k_y} (\Delta \omega)^2 I(\hat{k}_x, \hat{k}_y, \omega)
\]

where \(Q\) is an arbitrary variable being minimized, \(I\) the spectral power that serves as weight of each data point in the fit and \(\Delta \omega\) is given by

\[
\Delta \omega = \hat{\omega} - \sqrt{g|\hat{k}|tanh(|\hat{k}|d)} - k_x U_x - k_y U_y
\]

In equations 2.5 and 2.6, \(\hat{\omega}\) and \(\hat{k}\) are the radial frequency and wavenumber of an individual spectral component in the image spectrum. \(g\) is the gravitational constant. The current components are subsequently determined by solving (Gangeskar (2002)):

\[
\begin{bmatrix}
U_x \\
U_y
\end{bmatrix}
= \begin{bmatrix}
\sum_{i=1}^{N} k_x^2 I_{x,i} & \sum_{i=1}^{N} k_x i k_y i \\
\sum_{i=1}^{N} i k_x i k_y i & \sum_{i=1}^{N} k_y^2 I_{y,i}
\end{bmatrix}^{-1} \begin{bmatrix}
\sum_{i=1}^{N} I_{x,i} \Delta \omega \\
\sum_{i=1}^{N} I_{y,i} \Delta \omega
\end{bmatrix}
\]

Figure 2.4: The linear dispersion relation describes a dispersion shell in spectral space. After: Liu et al. (2014).

Figure 2.5: Doppler shift in the radian frequency in case of an ambient current \(U\) for a slice of a 3D image spectrum. After: Hessner and Bell (2009).
XMFit offers two solvers (non-linear regression and trust-reflective optimization) for simultaneous current and depth retrieval. Both solvers deploy a least squares algorithm that solves the current with the method described here. Friedman (2014) showed that the minor differences in mathematical approximation of \( U \) cause negligible difference in the current estimates.

The raw image spectra need to be filtered before the depth-inversion algorithm is deployed. The data points in a raw X-band image spectrum can be divided into three classes (Liu et al. (2014)):

- Spectral energy of waves that follow the fundamental linear dispersion relation (equation 2.4).
- Spectral energy of nonlinearities that are due to shadowing as a non-linear imaging process (Seemann et al. (1997)). This spectral components are also referred to as higher order wave phenomena.
- Spectral energy obtained due to the aliasing phenomenon and background noise

The spectral data following the fundamental dispersion mode are exclusively desired for curve fitting, since we do fit the fundamental linear dispersion relation to exactly these data points in the image spectrum. The other spectral components are more complex since they do not follow the linear dispersion relation and therefore will introduce errors in the current estimate. Senet et al. (2001) made significant progress by developing methods to properly include the energy of aliased and nonlinear wave components in the fit. However it is not proven that algorithms that include those components in the fit perform significantly better. Therefore, the focus is on the origin of those complex spectral components and how to remove them from the spectrum.

**Spectral nonlinearities**

Spectral nonlinearities occur due to non-linear imaging of the sea state by a marine radar and weak nonlinearity of the ocean waves themselves. The dominant source for spectral nonlinearities is the non-linearity of the radar imaging function, which is related to the shadowing imaging mechanism (Senet et al. (1997); Senet et al. (2001)). Figure 2.6 illustrates the result of this nonlinear imaging for two spectral wave components (F1 and F2) for a \( k, \omega \)-slice of the image spectrum. The components F1 and F2 do follow the fundamental dispersion relation (equation 2.4) that is indicated by the solid line. The sum and difference peak can be found by vectorial summation or subtraction of F1 with F2 respectively. In addition, higher harmonic wave components (H1, H2) do occur to the nonlinearities \( H1 = 2F1 \) and \( H2 = 2F2 \) respectively. Higher harmonics are characterized by a low spectral energy content. Therefore a high-pass spectral energy filter with a spectral energy threshold \( E_{lim} \) is applied (Senet et al. (2001); Liu et al. (2014)).

![Figure 2.6: Non-linear imaging results in spectral non-linearities H1,H2, sum and difference peak that do not follow the linear dispersion relation. After: Seemann et al. (1997).](image-url)
2.1. Current retrieval from X-band radar images

Energy of aliased wave components

Aliasing of wave energy occurs in case of a high spatial resolution of the radar image and a low temporal resolution. Due to the relatively slow rotation time of the radar, waves may be under-sampled (Senet et al. (2001); Serafino et al. (2011)). Under-sampled means the wave is sampled less than twice each wave period and as a consequence the Nyquist frequency $f_n = \frac{1}{2\Delta t}$ is exceeded. The sampling frequency $\omega_s$ is given by

$$\omega_s = \frac{2\pi}{\Delta t}$$

(2.8)

in which $\Delta t$ represents the antenna rotation time. In order to have the constructed wave image spectrum unaffected by aliasing, the following should hold (Serafino et al. (2011)):

$$\omega_s \leq 2\omega_b$$

(2.9)

in which $\omega_b$ represents the bandwidth (maximum) frequency involved in the analysis. However, if this condition is violated, energy associated with frequencies higher than the Nyquist frequency appears as energy at lower wave frequencies (Holthuijsen (2009); Serafino et al. (2011)), which is illustrated in figure 2.7. Spectral wave energy on the fundamental mode dispersion relation (solid black line) with frequencies exceeding the Nyquist frequency $\omega_n$ are shown in yellow. These points are ‘folded’ in the spectrum and appear as aliased spectral energy (green) on a replica of the dispersion relation (dotted line). These replicas have the same shape as the fundamental mode dispersion relation (solid black line) however they are mirrored in the red dotted line that represents the Nyquist frequency. For more details regarding the aliasing phenomenon and the effects on current estimates, see Serafino et al. (2011). Aliased dispersion shells are characterized by increasing shell width for decreasing $\omega$ (figure 2.7) and a relatively low energy content with respect to the spectral coordinates of the fundamental mode. The high-pass spectral energy filter mentioned is therefore used to filter aliased energy as well.

Spectral noise

Raw image spectra contain background noise. This may result from rain clutter, reflections from deployed measurement instruments or vessels, etc... Background noise is more prominent when spectral resolution decreases (Piotrowski and Dugan (2002)). The high-pass spectral energy filter is applied to filter noise as well, since noise in general has a relatively low spectral energy content.
2.2. THE ROLE OF SPATIAL SCALE OF WAVE DISPERSION ANALYSIS

X-band radar current estimates are directly derived from spectral (Fourier) analysis of the computational cube (data box). The computational cube is directly linked to the spectral information in the radar image: the sizes of the cube determine which area is Fourier Transformed for analysis of wave dispersion patterns.

Increasing computational cubes imply analysis over a larger spatial and temporal scales. A logical result of the larger scales is an increase in the number of spectral components. A larger number of spectral regression components increases the accuracy of a least-squares algorithm. To enable determination of the full current vector, an image spectrum with significant directional spread is required, as it generally does under natural sea states (Lund et al. (2012)). This spread is also more pronounced for larger cube sizes since an increased number of spectral components is available for regression for bigger cube sizes.

In addition, the spectral resolution is directly linked to the size of the computational cube that is Fourier Transformed. The spectral resolutions \( dk_x \) and \( dk_y \) are inversely proportional to the lengths of the sides of the analysis area \( (L_x, L_y) \) and the frequency resolution \( dw \) is inversely proportional to the timescale corresponding to the stack size: \( N\Delta t \) (Liu et al. (2014)). The spectral resolution directly influences the allocation of spectrum power to spectral coordinates (equation 2.10, Liu et al. (2014)):

\[
I(k_x, k_y, \omega) = \frac{1}{L_x L_y N\Delta t} |F(k_x, k_y, \omega)|^2
\] (2.10)

In this equation, \( I(k_x, k_y, \omega) \) represents the power density of each point in the image spectrum, \( L_x \) and \( L_y \) the sides of the rectangular analysis area, \( N\Delta t \) the time scale corresponding to the stack size, and \( F \) the Fourier transformed computational cube. Since the focus in the research is exclusively on the computational cube size, this description is continued for the cube size. The inverse relation between spectral resolution and cube size shows that for increased cube sizes, spectral resolution is higher. Theoretically, a higher spectral resolution would lead to a thinner dispersion surface, which in theory could be matched more accurately (Piotrowski and Dugan (2002)). A more accurate match of data and dispersion shell provides improved precision of the values of the unknowns \( \vec{U} \) and \( d \). Smaller cubes may lead to reduced precision in the positioning of the dispersion shell, simply due to a lower spectral resolution.

Gangeskar (2002) theoretically related poor spectral resolution to low accuracies of current estimates obtained with small computational cubes. Piotrowski and Dugan (2002) examined how accuracy of currents derived from airborne optical imagery depends on cube (box) size. Their study compared currents derived from airborne optical imagery with ADCP current data for three time stacks with a duration of 2 minutes. Cube sizes of 128 m, 192 m, 256 m, 384 m and 512 m were examined. The cube sizes are smaller since optical imagery has a much higher resolution than X-band images. The results show that current accuracy increases (decrease of RMSE) with increasing cube size (diamond dots left axis figure 2.8).

Figure 2.8: Relation between cube (box) size and RMSE for currents retrieved from airborne optical images. After: Piotrowski and Dugan (2002).
The relation between accuracy and cube size follows a pattern that reveals the same trend as the line that indicates the increase in resolution with increasing cube size (dotted line on right axis figure 2.8). Although the duration of the study is extremely short, figure 2.8 shows that spectral resolution and therefore accuracy is sensitive to the cube size.

On the other hand, small cube sizes are required to avoid the loss of small scale flow information due to spatial averaging over extensive horizontal areas. Thus, the selection of the cube size (spatial scale of wave dispersion analysis) is a fine balance between two contradictory requirements. There is no conflict for the stack size: bigger stack sizes are always preferred due to higher frequency resolution and a larger number of spectral components.

2.3. Validation of Radar Current Measurements

Validation is comparing side-by-side measurements made with both a new and old instrument with known (and accepted) accuracy. In such a case it is important that both instruments measure the same physical quantity (Chapman and Graber (1997)). Validation of radar-derived currents is not straightforward, since a more elaborated interpretation of the current is required to find proper ground-truth validation data. It is well known that remotely sensed currents are near-surface currents. Young et al. (1985) describes the radar current to be a superposition of tidal currents, ocean circulations by the density field, current driven by wind stress in the upper layer of the ocean (Ekman layer) and wave-induced currents in the upper meters of the water column. The latter category includes, but is not limited to the effects of Stokes drift and the nonlinear wave-wave interactions (Young et al. (1985)).

The exact contribution of the wave-induced Stokes drift is still a major unknown in the theory on radar-derived currents. The research for the microwave X-band is limited to the study of Thompson et al. (1991). They proved the presence of a mean surface drift current in Doppler-spectra constructed from microwave Ku-band ($\lambda = 0.02m$) radar measurements. However, the physical mechanism that explains the presence of Stokes drift was not investigated, leaving Stokes drift as a major unknown in X-band radar current retrieval.

This issue is discussed more extensively for the High-Frequency (HF) band of the spectrum. This may be relevant for X-band radar currents as well, since HF and X-band follow the same physical laws and use the spectral representation of the same waves to fit the dispersion shell (Lund et al. (2015)). However, literature is inconsistent which part of the Stokes drift is included. Some studies (Graber et al. (1997); Laws (2001)) assume that full Stokes drift is included. Ardhuin et al. (2009) argue that HF radar currents include only parts of the Stokes drift and they compared their measurements with a filtered Stokes drift, derived by Broche et al. (1983). However, some authors argue (i.e. Rohrs et al. (2015)) that there is no effect of Stokes drift at all. They state that radar derived currents are Eulerian since radar backscatter is received from fixed regions in space, with which they implicitly state that the observation point does not follow motion of particles (Rohrs et al. (2015)). Authors arguing that radar currents are Lagrangian base their theory on the fact that waves are advected by their own mean drift velocity, which is incompatible with linear theory. They motivate the Stokes drift contribution to HF radar currents as a non-linear correction to the phase velocity (Rohrs et al. (2015)).

This ongoing discussion illustrates that an unambiguous definition of the physical quantity that a radar measures is not yet established. Therefore, no uniform validation procedure for radar-derived currents is set. The ignorance about the Stokes drift in radar images led to two commonly applied validation instruments for radar currents: a set of deployed drifters or moored ADCP/Current profilers. Even after the choice of an instrument (Eulerian/Lagrangian), validation is complicated since the measurements of both ADCP and drifters show considerable differences with the physical quantity that a radar measures.

<table>
<thead>
<tr>
<th>Aspect/Instrument</th>
<th>Radar</th>
<th>Drifter</th>
<th>ADCP and moored current profiling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument accuracy</td>
<td>Frequency resolution dependent</td>
<td>Slip (1-2 cm/s) from water they follow</td>
<td>2-5% of flow magnitude</td>
</tr>
<tr>
<td>Vertical scale of measurement</td>
<td>Integrated from surface to valid depth</td>
<td>Integrated over drag elements</td>
<td>Specific bins or depths</td>
</tr>
<tr>
<td>Horizontal scale of measurement</td>
<td>Average over extensive areas</td>
<td>Limited tracks in space following motion</td>
<td>Point</td>
</tr>
<tr>
<td>Stokes drift included</td>
<td>Not well-established</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Nonetheless, drifters have been selected since the integrated value over a near-surface layer comes close to the nature of the radar measurement. Chapman and Graber (1997) provide the argument for the use of ADCP current data for validation of radar estimates of tidal currents. Tidal currents have low temporal and
spatial frequencies. This implies uniform tidal currents and wave dispersion over an extensive horizontal area. The average over this relatively large area may then be comparable to a point measurement, since a point measurement can be considered as a representative sampling point.

X-band radar-derived currents have been exclusively validated with measurements of a deployed ADCP. In studies that consider ADCP current measurements as ground truth, the issue of bin choice is relevant. It is common practice to select the upper bin available, aiming to approximate surface as close as possible. However, an argument often heard to avoid the use of the upper bin is that this bin is highly influenced by reflections from the free surface. This results from the fact that reflections from hard surfaces or the sea surface are much stronger than reflections from scatterers in the water column. Therefore other authors take measurements of the second available bin from the surface of the ADCP as ground truth. In a minority of the studies, comparison to depth-averaged ADCP currents is made.

Friedman (2014) validated tidal currents for a period of 10 days in relatively shallow water (<10 m) near the Sand Engine. The X-band radar near the Sand Engine operates with an antenna height of 17.45 m above the surface. The research shows a Root Mean Square Error of 0.17 m/s in a direct comparison of radar currents and Eulerian ADCP current measurements by the shallowest bin. The performance of the commercially available SeaDarQ algorithm was added as benchmark and showed a significantly higher RMSE of 0.28 m/s. In the same study, the results were split into ebb and flood currents which showed that ebb currents were slightly better estimated (RMSE 0.12 m/s) then flood currents (RMSE 0.19 m/s). van Gils (2014) validated the SeaDarQ algorithm for a two week period for the same ADCP location as Friedman (2014). In her study a RMSE of 0.187 m/s was found in a direct comparison between the radar-derived current and the in-situ 3.5 m depth-averaged surface current. Her research confirmed the preliminary research of Swinkels et al. (2012) to the accuracy of SeaDarQ. They obtained an RMSE of 0.2 m/s (radar vs. Delft3D hindcast) for current series of 2 days at the Amelander inlet.

In contrast to HF radar measurements, most X-band current extraction algorithms are commercially closed products and therefore purely scientific validation studies that quantitatively assess their current extraction capabilities are scarce. The only validation of X-band current estimates with the WaMoS II system was performed by Hessner and Nieto Borge (2012) for a 6-day period at Point Lonsdale near Melbourne. No quantitative evidence of the accuracy of WaMoS II currents with respect to a bottom-mounted upward looking ADCP (d = 20 m) was given in their work. However, a visual inspection of the correlation shows serious disagreements at several moments in time (figure 2.9).

In absence of additional up-to-date X-band current validation studies two relevant validations for HF currents are mentioned here to provide a more complete overview of the possible accuracy of radar measurements nowadays. Robinson and Wyatt (2011) validated HF-radar currents with data of two ADCP for a
period of two years in Liverpool Bay. They showed solid evidence that hourly averaged HF-radar currents may be characterized by an RMSE of 0.1-0.3 m/s. The study of Rohrs et al. (2015) directly contributes to the discussion about the relevance of Stokes drift in radar current measurements. HF radar current measurements were compared to both drifter measurements (9 day period) and vertically integrated ADCP measurements (20 days). For both instruments, Eulerian, Lagrangian and a non-linear corrected Eulerian current were calculated. It was found that the drifter validation results showed higher RMSE values (0.16-0.19 m/s) compared to the ADCP validation results (0.08-0.1 m/s). It is worth noting that results of two different drifter types are processed in one general figure for the accuracy. The validation results for both instruments showed that the RMSE was lowest for purely Eulerian currents, while Lagrangian currents showed the lowest correlation. However, the method and circumstances under which this research was performed may raise questions about the general validity. The results are compared for radial currents in the direction of the radar. Therefore, on many instances in time only a fraction of the wave-induced Stokes drift is included. In addition, the magnitude of the Stokes drift is small since a deep water case \( H_s = 2-4 \text{ m}, d = 60-85 \text{ m} \) is considered and it is known that the effect of Stokes drift is small in deep water.

Exclusively HF radar derived current estimates have been validated with current measurements of drifters. In addition to the study of Rohrs et al. (2015), two studies are discussed here. The study of Stewart and Joy (1974) compared currents in a deep water situation to individual tracks of six drifters. The agreement for only one specific frequency was examined with current data from six individual drifters that were drogued at the effective depth of the radar-derived current for the considered frequency. Two periods of 1-2 hours were validated. After accounting for radar uncertainty, the agreement between 20 min-averaged measurements was close to a few centimeters per second. Although the study has an extremely short duration, it is confirmed that a drifter drogued at the right depth is a fundamentally right instrument to serve as ground truth for radar comparison.

Recent studies that select drifter current measurements as in-situ ground truth to validate radar-derived currents emphasize that drifter and radar measurements should be compared on the same spatial and temporal scale. The drifter ground truth is then formed by temporally and spatially averaged measurements of multiple drifters in a fixed area in space (Ohlmann et al. (2007); Lipa et al. (2009)). An experimental setup was developed by Ohlmann et al. (2007) to work out this approach. The experimental setup is shown in figure 2.10. The figure shows that the experiment is designed to compare radar and in-situ currents on a fixed grid cell. During the entire study period, drifters are repetitively replaced in the fixed square study area as soon as they drift out. The end positions are marked with a cross. In order to compare radar and in-situ drifter currents on the same spatial scale, the cube size (spatial scale of the radar derived current) was chosen equal to the fixed grid cell. Hourly averages for radar and in-situ currents were obtained for deployment sessions of 3.5-7.5 h duration on 7 non-successive days. An average difference of 6.5 cm/s was found. However, the question is whether this figure for the accuracy is representative for the method, since only a very limited number of time stacks are involved in the analysis.

![Figure 2.10: Drifter measurement setup for validation of radar-derived currents. After: Ohlmann et al. (2007).](image-url)
SAND ENGINE X-BAND RADAR MEASUREMENTS

The complexity of selecting proper in-situ ground truth data for radar current validation was addressed in the previous chapter. In this chapter, the hardware and software used to retrieve radar currents are described. First, characteristics of the X-band radar at the Sand Engine and its data are provided in section 3.1. Section 3.2 continues with a detailed description of XMFit, the depth-inversion algorithm used to estimate near-surface currents in this study. Finally, section 3.3 motivates the selection of the solver chosen to estimate the currents in this thesis work.

3.1. X-BAND RADAR DATA

The image series of a single land-based X-band radar at Kijkduin (X 74757.6m RD, Y 453830.5m RD) are analyzed to retrieve the radar currents. The radar (hardware) is located approximately 3 km north of the Sand Engine. The aim of this radar is to monitor the current patterns and bathymetry at the Sand Engine. The land-based radar operates with an antenna height of 17.45 m +NAP, a wavelength of approximately 3 cm and has 21 r.p.m., corresponding to a rotation time of 2.85 s.

The radar is equipped with the commercial SeaDarQ software with which polar images of the sea surface are obtained. The SeaDarQ software assigns UTC time stamps to the images. The polar radar images are transformed to a Cartesian grid. A raw Cartesian radar image consists of 2048 x 2048 pixels. With a pixel size of 3.75 m, this results in an effective output range of 3837 m which is sufficient to study flow characteristics at the Sand Engine. To retrieve current information, stacks of 128 radar images are selected from the continuous series of images. The extraction of stacks of 128 images leads to a 6.1 minutes interval between two successive image series. This stack size is selected since it best corresponds to the 5-min averaged in-situ ADCP data.

3.2. XMFit ALGORITHM DESCRIPTION

XMFit is an open source X-band depth-inversion algorithm, implemented in a MATLAB environment. The description of the algorithm is solely based on the work of Friedman (2014). The internal work flow of the XMFit algorithm is depicted in figure 3.1. This section will be devoted to describe the elements in figure 3.1 in more detail. The building blocks shown in the figure will form the framework of the description.

XMFit completes the procedure shown in the red box for a single time stack of radar images. XMFit loops through the procedure in the red box in case of multiple time stacks selected. First the output grid is constructed. The output grid is defined as the set of points located within the radar domain for which XMFit will provide estimations of d and \( \vec{U} \) (upper panel spatial settings). The output of XMFit are maps of depth and current estimates (panels rightmost). The procedure shown in the red box is executed per output grid point. The grid point forms the center \( X_c, Y_c \) of the computational cube that is Fourier transformed (lower panel 'spatial settings'). The spatial dimensions of the computational cube are given by a number of pixels \( N_p \) in both x- and y-direction. The temporal dimension of the computational cube is given by the number of images in the time stack \( N_w \).
Figure 3.1: XMFIT Model architecture. After Friedman (2014).
3.2 XMFit algorithm description

A 3D FFT analysis (section 2.1.2) is applied to obtain the raw image spectrum \( F(\tilde{k}_x, \tilde{k}_y, \tilde{\omega}) \) and the power spectrum density \( I(\tilde{k}_x, \tilde{k}_y, \tilde{\omega}) \). The two parameters \( N_i \) and \( N_{\omega} \) determine the spectral resolution \((dk, d\omega)\) of the image spectrum. Spectral energy of aliased wave components is removed from the image spectrum by a wave directional filter. This filter is illustrated in figure 3.2. The mean wave direction is extracted from the 'aliasing cube', which is a special computational cube that is exclusively used for finding the mean wave direction. The size of the aliasing cube covers the majority of the radar domain in order to obtain a reliable estimation for the mean wave direction (red arrow). The line orthogonal to the mean wave direction is calculated (red dotted line). This line represents a propagating wave crest coming from the mean wave direction. This line is placed 1:1 atop of the image spectrum to divide the spectrum in two parts. The points in the image spectrum for a given frequency level are attributed to two clusters (see Friedman (2014) for more details) representing ‘real’ and ‘aliased’ energy respectively (figure 3.1). The spectral components that represent ‘aliased’ energy are removed by deleting that part of the spectrum (right panel figure 3.2).

Wide dispersion and frequency filtering is applied to remove spectral components that are unrealistic for the study site. Spectral components that fall outside the user defined physical lower and upper limits for \( k \) and \( \omega \) are removed. The limits for \( k \) are dictated by the depth limits 1.5 m and 30 m, while the limits for \( \omega \) are dictated by the realistic wave periods that may occur at the Sand Engine: 3-12 s. These filtering operations result in the cutoffs within the image spectra, resulting in two planes (figure 3.1). The filtered image spectrum is loaded into the actual depth-inversion algorithm or ‘solver’. In XMFit, nonlinear regression and least squares optimization are available. Both fit the Doppler shifted-linear dispersion relation (equation (2.4)). Additional solving options are built in, which fit a different equation (see below) but solve according to the nonlinear regression principles:

- Higher order wave theory: a dispersion relation based on non-linear ocean gravity waves, referred to as Stokes waves (Holthuijsen (2009)):

  \[
  \omega = \sqrt{g|k|\tanh(|k|d) \left(1 + \frac{H}{2}\right)} \left[\frac{8 + \cosh(4|k|d) - 2\tanh(|k|d)^2}{8\sinh(|k|d)^4}\right] + \vec{k} \vec{U}_e
  \]  

- Intrinsic: linear dispersion relation in absence of current (equation (2.2))
- AssimD: Linear dispersion relation (equation (2.4)) in which the known in-situ depth \( d \) is substituted
- AssimU: Linear dispersion relation (equation (2.4)) in which the known in-situ \( \vec{U} \) is substituted
- Empirical: empirical form of the linear dispersion relationship

![Aliased spectral energy removal](image)

Figure 3.2: Aliased spectral energy is removed by cutting of half of the spectrum, based on the Global Aliasing mean wave direction.
The final filtering step is inside the depth-inversion procedure. A spectral energy threshold $E_{lim}$ is applied that functions as high-pass filter for the spectral signal. This spectral energy threshold is applied to separate noise and higher harmonics from spectral energy from ocean waves following the linear dispersion relation. The value for $E_{lim}$ is selected adaptively by XMFit as follows (Friedman (2014)):

- A value for $E_{lim}$ is selected
- Noise is filtered out by applying the spectral energy threshold to the spectral data.
- Wave dispersion equations are being fit to the filtered image spectrum, resulting in estimates of $\vec{U}_e$ and $d$. Root Mean Square Error for the fit is calculated.
- Procedure is repeated for multiple values of the spectral-energy threshold.
- Optimum spectral-energy threshold $E_{lim}$ is selected based on lowest RMSE for the fit. The associated estimates of $\vec{U}_e$ and $d$ are selected as output of XMFit for the output grid point under consideration.

3.3. SELECTION OF CURRENT RETRIEVAL SOLVER
The assimilated depth solver in XMFit is used to obtain the current estimates throughout this thesis work. By selecting the assimilated depth solver, the analysis is exclusively on the current estimates. The influences of the depth in the fitting procedure is eliminated, since the known in-situ depth is substituted in the linear dispersion relation. The in-situ depth is extracted from the combination of monthly bathymetric jet-ski surveys and the average value for Hook of Holland and Scheveningen water levels.
4

POINT VALIDATION

The aim of this thesis work is to validate radar-derived currents obtained by analyzing wave dispersion in computational cubes with various spatial scales. This chapter provides the answer to the subquestion How do accuracy and spatial scale of wave dispersion analysis relate for a single point and a fixed temporal scale? Point validation is relevant to obtain a detailed understanding of the tidal current extraction capabilities of X-band radar under various (environmental) conditions in time. In addition, results of the Eulerian point validation may provide a significant contribution to the discussion on Stokes drift in radar-currents.

Radar currents measured with cube sizes of 240 m, 480 m, 960 m and 1920 m are compared with in-situ ADCP current measurements at two locations. This chapter starts with providing an overview of the in-situ current and wave data in section 4.1. It is followed by a detailed description of the validation approach in section 4.2. Section 4.3 presents the results of the validation of the radar-currents.

4.1. IN-SITU ADCP AND WAVE MEASUREMENTS

X-band radar current measurements are compared to in-situ current measurements of two Acoustic Doppler Current Profilers (ADCP) near the Sand Engine. The locations of both ADCP are shown in figure 4.1. In the following, both instruments are marked as ADCP E and ADCP F respectively. Both ADCP instruments were deployed in the context of the MegaPEX campaign: a six weeks field experiment in the fall of 2014. The measurements from October 20th, 2014 to October 27th, 2014 were selected for point validation of radar currents. This period was selected since it includes both storm conditions and normal tidal flow. Figure 4.2 shows that the shear in the current profiles as measured by the ADCP is minimal. Currents have a relatively uniform magnitude over depth. This is directly linked to the fact that both instruments are measuring in relatively shallow water (figure 4.1). The ADCP measurements of the upper bin may thus be interpreted as the "mean" tidal flow.

Both ADCP instruments were upward looking and bottom mounted. Bin extent is set to 0.5 m. ADCP E (X 73854 m RD, Y 454000 m RD) was programmed for 12 bins, starting from -3.78 m NAP to +1.72 m NAP, resulting in a ‘visible’ range from -4 m NAP to +2 m NAP. ADCP F (X 74832 m RD, Y 455334 m RD) was set up for 16 bins, starting from -5.87 m NAP to +1.73 m NAP. The current profile that is in the visible range for ADCP F is located between -6 m NAP and +2 m NAP. However, the upper 1-1.5m of the water column is not profiled by both ADCP (figure 4.2). This means that velocity contributions from (near-) surface processes are not included in the ADCP measurements. However, the radar current measurements cover particularly the near-surface layer of the water column.
Figure 4.1: Locations of ADCP and wave buoy in relation to Sand Engine bathymetry, depth contours every 0.5 m.

Figure 4.2: Current magnitude distribution over depth for ADCP E and F
The accuracy of the ADCP is ±2-5% of the velocity magnitude. The ADCP measurements have been averaged over 5-minute intervals. The ADCP measures in local time zone UTC+1. Series have been converted from UTC+1 to UTC time zone to allow for comparison in the same time frame as the radar data.

Data from a directional wave buoy is used as benchmark to investigate if XMFit fits on the correct spectral energy. Significant wave height, peak period and peak wave direction have been extracted from a deployed TRIAXIS™ Directional Wave Buoy (X: 72113 m RD, Y: 453502 m RD), which is approximately 1 km from the coastline (figure 4.1). The wave buoy data is measured in UTC+1 and is therefore converted from UTC+1 to UTC. Wave characteristics are averaged over 20 minutes. Wave height measurements are measured with an error of approximately 0.5%. For the wave period this error is 1%, while the wave direction has an error of approximately 3%.

The record of the significant wave height (upper panel figure 4.3) shows a distinct peak in the wave height from October 21\textsuperscript{st} 12:00 - October 22\textsuperscript{nd} 18:00. Wave heights above 2 m are indicated as storm conditions. The start and end of the storm is marked with red lines in figure 4.3. The maximum value of the significant wave height during the storm approximates 5 m, which is associated with wave periods that have a maximum of approximately 10-12 s (bottom panel). The wave direction during the study period is from west to north-west (270-320°N). It is remarked that the wave direction represents the direction from which the waves arrive. Coverage of wave record is not complete for the study period, two limited periods without data do exist in the record. However, this does not limit the analysis since the time series are sufficiently long for the intended analysis.

4.2. APPROACH

Radar-derived currents are (near-) surface currents. Intuitively, the measurements of the shallowest bin of the ADCP are selected as ground truth for radar current validation. However, figure 4.2 showed that this bin is located 1 - 1.5 m below the water surface, which indicates that hydrodynamic processes in the upper layer are missed by the instrument. In shallow water, the non-linear Stokes drift is the main hydrodynamic process in the upper layer of the ocean. Water particles that experience Stokes drift do not follow closed (circular) orbits
prescribed by the linear theory. Instead, they experience residual motion in wave propagation direction over one wave period. This residual motion implies a net onshore directed mass transport. A net mass transport means that particles experience a net Stokes drift velocity in the wave propagation direction. The magnitude of the Stokes drift velocity for an individual wave (hereafter referred to as: Stokes drift) is given by the well-known formula for Stokes drift in the nearshore:

\[ u_s(k, z) = \omega k a^2 \frac{cosh(2kd + z)}{2(sinh(kd))^2} \]  

(4.1)

\( u_s \) represents the Stokes drift, \( k \) the wave number, \( z \) the depth-coordinate measured from the surface, \( \omega \) the wave frequency, \( a \) the wave amplitude and \( d \) the local water depth. The formula shows that Stokes drift is non-linear in wave amplitude \( a \). The non-linear effect becomes stronger for higher waves in shallow water. Figure 4.3 already indicated that the significant wave height was > 2 m during 20 % of the study period. Moreover, the Stokes drift velocity is important when the considered time scale is large compared to the time scale of the wave motion. This is applicable when considering radar currents (time scale of minutes) with wave motion on a timescale of seconds. Both arguments give a strong indication that Stokes drift may provide the additional information to fill up the lack of measurements for the upper 1-1.5 m of the water column.

Besides, the Stokes drift velocity is a crucial aspect since it is a process that is only measured in a Lagrangian frame of reference that follows a water particle in space and time. If the Stokes drift velocity is used to fill up the lack of velocity measurements for the upper 1-1.5 m of the water column, it is thereby implicitly assumed that radar-derived currents are Lagrangian. The Stokes drift is not measured in Eulerian ADCP measurements at a fixed position in space. This directly links to the discussion in literature about which part of the Stokes drift is included in radar-derived currents (section 2.3). The work of Thompson et al. (1991) showed the presence of Stokes drift in microwave radar measurements. This finding justifies the inclusion of the Stokes drift velocity in the ground truth measurements from theoretical point of view. The studies stating that (HF) radar currents are Eulerian did not show solid evidence for an extensive period over time.

Therefore, in this thesis work the Eulerian ADCP measurements are not used directly as ground truth. Instead, the Eulerian ADCP measurements are corrected for the Stokes drift. By correcting Eulerian ADCP currents for the Stokes drift, this thesis work provides knowledge on Stokes drift in X-band radar images directly from observed data. The Stokes drift corrected ADCP measurements are termed pseudo-Lagrangian ADCP currents. They are called pseudo-Lagrangian since the in-situ measurements are Eulerian, but inclusion of the Stokes drift make them ‘act’ as Lagrangian measurements. The pseudo-Lagrangian ADCP current measurements form the ground truth for direct comparison with X-band radar currents. If the correspondence between pseudo-Lagrangian ADCP and radar current is high, this may strengthen the argument that X-band radar currents are Lagrangian and not Eulerian.

The discussion in the previous chapter also touched the ignorance about which part of Stokes drift is included in radar currents (assuming radar currents are Lagrangian). Here the same issue is applicable. In this thesis, it is assumed that it is the mean surface Stokes drift based on the fact that radar-currents are derived from scattering elements at the sea surface. It was decided to calculate the average Stokes drift at the surface since the radar-derived current is a weighted averaged current derived from dispersion of multiple waves.

The Stokes drift correction to obtain pseudo-Lagrangian ADCP currents from Eulerian ADCP measurements implies the vectorial summation of the current measured by the shallowest bin of the ADCP and the mean surface Stokes drift. In order to calculate the mean surface Stokes drift velocity, the Stokes drift of every single imaged wave in the computational cube shall be taken into account. Ideally the Stokes drift for each individual wave in the computational cube is calculated and then averaged. However, a directional wave spectrum was not recorded by the buoy. Only the significant wave height is available (figure 4.3). Therefore, it was necessary to substitute mean wave parameters to calculate the mean surface Stokes drift \((z=0)\):

\[ \bar{u}_s(\bar{k}, 0) = \bar{\omega} \bar{k} a^2 \frac{cosh(2\bar{k}d)}{2(sinh(\bar{k}d))^2} \]  

(4.2)

\( \bar{\omega} \) and \( \bar{k} \) are the average wave frequency and wave number calculated from the image spectrum and \( a \) the wave amplitude corresponding to the significant wave height measured by the wave buoy. Finally, it is assumed that the contribution of the mean surface Stokes drift to the current is directed in the peak wave
4.3. RESULTS

In this section, the validation results for two single points in the radar domain are presented. A current is a vectorial quantity. A vector may be described by a magnitude and direction or is decomposed in its components. In this thesis, the results will be shown in either the magnitude-direction or the alongshore/cross-shore representation of the vector. Both representations are explained in figure 4.4 for a positive alongshore current of 1 m/s. The left panel shows the magnitude-direction representation. The length of the current vector indicates the magnitude of the current. The direction is given by the angle between current vector and north arrow. This angle is 45° for the current considered here. The right panel shows the alongshore/cross-shore representation. A positive alongshore current of 1 m/s is considered here. Therefore, only the alongshore component is observed in the figure. Note that positive alongshore currents are directed northeast (coincide with flood currents) and positive cross-shore current are onshore directed.

4.3.1. HIGHEST ACCURACY-CASE

Here, the results of a direct comparison of XMFit current estimates and pseudo-Lagrangian ADCP currents are presented for two locations. A cube size of 960 m is chosen for this comparison since this cube size results in most accurate current estimates by the radar. The direct comparison will then directly reveal on which moments in time radar estimates need improvement. Figures 4.5 and 4.6 illustrate the correspondence between radar current and pseudo-Lagrangian ADCP current time series for ADCP E and F respectively.

The agreement with the ADCP measurements is characterized by a RMSE of around 0.2 m/s at both locations. Differences in direction between XMFit and ADCP do occur exclusively during slack tide, where the ADCP direction in general turns clockwise and the XMFit current direction in general turns counterclockwise (lower panels figures 4.5 and 4.6). However, these differences do not significantly influence the accuracy of the current estimate, since the current magnitude during slack tide has a value near zero (upper panels figures 4.5 and 4.6). Tidal currents during non-storm conditions have good visual agreement, but at several moments in time the maximum ebb- and flood currents are overestimated (ADCP E) or underestimated (ADCP F) respectively.
It is evident that for both ADCP locations the correlation between in-situ and radar current magnitudes is significantly lower during the storm period (between blue lines) where $H_s > 2$ m. In the remainder of this section, the quality of fit during both storm and non-storm conditions is examined separately.

![Figure 4.5: Direct time series comparison between XMFit and in-situ current data of ADCP E](image)

![Figure 4.6: Direct time series comparison between XMFit and in-situ current data of ADCP F](image)

**Tidal movement**

The visual correspondence between the radar-derived current and in-situ data is good during non-storm conditions. Here the tidal recognition capabilities of XMFit during calmer conditions is examined quantitatively. XMFit and ADCP current measurements during non-storm conditions have been separated into flood and ebb currents. Figure 4.7 shows that flood currents are estimated accurately by XMFit at ADCP E. The current data has a relatively small and uniform spread (RMSE 0.16 m/s). The spread is smaller for ebb currents (RMSE 0.12 m/s). A slight tendency to overestimate ebb currents is observed.
4.3. RESULTS

Figure 4.7: Direct scatter comparison of flood and ebb currents during non-storm conditions, ADCP E

Figure 4.8: Direct scatter comparison of flood and ebb currents during non-storm conditions, ADCP F

The scatter plots for the location ADCP F (left panel 4.8) show that flood currents are consistently underestimated by XMFit. However, the pattern is oriented almost parallel to the line of perfect agreement, which may indicate bias. The XMFit current estimates for the location of ADCP F have a high accuracy during ebb tide (right panel). The ebb currents are estimated with the same accuracy as for ADCP E, however for ADCP F a clear and consistent overestimation of ebb currents is observed.

Storm conditions

The current direction during the storm conditions showed an onshore directed flow (between 60° and 200°). It is thus expected that the main difference in the current magnitude during the storm stems from the cross-shore component. Current estimates of XMFit and measured in-situ currents during the storm period have been decomposed in their alongshore and cross-shore components.

The radar alongshore current at the ADCP has an accuracy (RMSE 0.23 m/s) that is comparable to the accuracy for flood currents under normal tidal conditions (left panel figure 4.9). As expected, the alongshore component is relatively small during the storm. The right panel of the figure shows that the magnitude of the cross-shore component during the storm is much higher. Compared to the scatter plot of the alongshore currents, the RMSE is considerably higher for cross-shore current components. The majority of the data points is located below the line of perfect agreement, which indicates that XMFit has a tendency to underestimate the cross-shore magnitude at ADCP E.
The accuracy of the alongshore current component at ADCP F (RMSE 0.16 m/s) is comparable to the accuracy of normal tidal flood currents. The magnitude of the alongshore component is relatively small during the storm. The right panel of figure 4.10 shows the scatter plot for the cross-shore current for the location of ADCP F. This scatter plot confirms the observations found for the location of ADCP E. Again, the data shows low agreement (RMSE 0.3 m/s). It is also evident that cross-shore currents are underestimated in this case.

### 4.3.2. XMFit Spectral Energy Selection

In the previous section it was shown that XMFit is able to extract the tidal flow with reasonable accuracy. The accuracy was found to be significantly lower during storm conditions. This section investigates the correspondence between wave parameters determined by XMFit and the deployed directional wave buoy at the location of the wave buoy. The comparison of wave parameters is added as benchmark since it is a good metric to check if XMFit is fitting the correct spectral energy. A good correspondence between XMFit and in-situ wave parameters indicates confidence in XMFit methodology for this period in time. The selection of the correct spectral energy by XMFit is reflected in good correspondence between XMFit and wave buoy peak periods. The peak period from XMFit is calculated from the top energy \( \omega \)-slice of the spectrum. A good correspondence in peak wave direction indicates that the spectral energy cutoff is selected properly by XMFit.

Figure 4.11 shows comparison of the peak period (upper panel) and peak wave direction (bottom panel). The peak period estimated by XMFit during storm conditions does not show close agreement with the wave buoy measurement. The peak period is extremely sensitive to the wave field in time and therefore some variation is inherent to the peak period metric (observe wave buoy record). However, the variation in XMFit peak period signal is unexpectedly high during the storm. Estimations of XMFit for successive time steps may show differences up to 2-3s. This relatively high variation indicates that XMFit may has difficulties in fitting the right spectral energy during the storm period. However the general trend follows the wave buoy record. During non-storm conditions, XMFit consistently underestimates the peak period (upper panel figure 4.11). The variation in \( T_p \) under calmer conditions is comparable to the variation in the wave buoy record.
During storm conditions, the peak wave direction of XMFit does align relatively well with the in-situ wave buoy measurements. The line of the wave buoy measurements is located approximately in the center of the point cloud during the storm. During non-storm conditions it is observed that XMFit constantly estimates that the peak wave direction is 270°, while the wave buoy measures a peak wave direction corresponding to approximately north-northwest.

The results of the wave buoy comparison showed that the agreement in wave direction is relatively good, thus indicating a proper selection of the spectral energy cutoff. The high variation in Tp during the storm is most probably caused by rain and fog that was observed in the radar images. Furthermore, the series for the peak period showed that XMFit tends to slightly underestimate the peak period during non-storm conditions. It is expected that this is due to a dominant role of short waves (period $T = 3-6$ s) in the fitting procedure of XMFit. This is further discussed in section 6.3.2.

![Figure 4.11: Direct comparison of peak period and peak wave direction estimated by XMFit and measured by wave buoy](image)

### 4.3.3. The Influence of Spatial Scale of Wave Dispersion Analysis

The validation of radar current time series obtained with a cube size of 960 m showed that XMFit was able to accurately extract flood and ebb currents during non-storm conditions. Here it is examined if the same applies for radar currents extracted with cube sizes of 240 m, 480 m and 1920 m under flood and ebb conditions respectively.

Figure 4.12 shows that the relation between cube size and accuracy of ebb currents has the form of a hyperbolic function with a horizontal asymptote of 0.16 m/s. The relation for flood currents at ADCP F may also be approximated by a hyperbola with an asymptote of 0.2 m/s. However, the relation for flood currents at ADCP E has the form of a parabola with a minimum at 480 m or 960 m. The accuracies that are shown are calculated with data exclusively during non-storm conditions.
A significantly lower accuracy of radar currents is obtained by using a cube size of 240 m. Furthermore, the RMSE at the location of ADCP E for a cube size of 1920 m is remarkable. To explain the origin of the higher RMSE, the XMFit current time series obtained with cube sizes of 240 m, 480 m and 1920 m are compared to the series obtained with a cube size of 960 m. The time series for the four cube sizes considered here are visualized in figures 4.13 and 4.14 for ADCP E and F respectively.

The XMFit current time series obtained with cube sizes of 240 m, 480 m and 1920 m roughly follow the same pattern over time. It is immediately observed why a cube size of 240 m results in inaccurate estimates. The current magnitude for normal tidal flow is consistently higher for a cube size of 240 m compared to the results obtained with a cube size of 960 m. This is illustrated by a (1) in both figures.
Figure 4.13 also explains why the flood current estimates of XMFit with a cube size of 1920 m are less accurate: sudden 'spikes' in magnitude occur, indicated by a (2). The (2) in the bottom plots of both figures indicate that the current direction is extremely sensitive to the cube size, both during (maximum) ebb and flood currents.

Finally, it is observed that for cube sizes of 960 m and 1920 m, the scatter in current magnitude is considerably smaller as for a cube size of 240 m and 480 m which is indicated by a (3) in both figures. However, since the ADCP signal during the storm showed also considerable scatter (figures 4.5 and 4.6), it is evident that the current estimates for all cube sizes are relatively inaccurate for this period.

However, the relation as shown in figure 4.12 is specified by only four points (with irregular intervals) which is insufficient to give detailed information on the properties of the relation. To obtain that information, the accuracy of XMFit time series for four intermediate cube sizes is tested. The accuracy values for these intermediate cube sizes are added to the relation (figure 4.15).
The added points to the relation confirm that the relation between accuracy and cube sizes for ebb currents indeed follows a curve that is close to a hyperbola with an asymptote for an RMSE of 0.16 m/s. This relation is fairly equal for the locations of both ADCP. For flood currents the relation differs between both ADCP. The extra cube sizes confirm that for ADCP E, the accuracy of XMFit follows an asymptote of 0.2 m/s. At ADCP E, the parabola is now better defined and it is observed that the cube size that gives most accurate currents has a size of 720 m. The increase in RMSE is visible from a cube size of 1460 m, for which the spikes become visible in the current time series.

4.3.4. CONCLUSIONS
In this chapter it was observed that for a cube size of 960 m, XMFit is able to extract tidal flow currents with expected accuracy (0.15-0.2 m/s). There are weak indications that flood currents are underestimated and ebb currents are overestimated. The relation between cube size and measurement accuracy of normal tidal currents was found to be approximated by a hyperbola for both ebb and flood currents. Significant deviations were observed for a cube size of 240 m, which is expected to be linked to little data and a coarse spectral resolution. This is subject of discussion in section 6.1.2 and 6.2.2. These spikes for the flood currents at the location of ADCP E are observed in combination with image spectra that do not have the form of a dispersion shell. Since ADCP E is in the complex near-shore area, those distorted spectra are believed to be directly linked to non-uniform properties of wave propagation, depth and currents within area covered by the computational cube. This is discussed in more detail in section 6.2.1.

The correspondence between results of XMFit and in-situ current measurements showed to be significantly lower during storm conditions. The scatter plots showed that this is mainly due to differences in cross-shore direction. It is hypothesized that this is caused by a combination of two factors. The first one is the addition of the average Stokes drift of the complete wave field, which is only a very rough approximation of the actually occurring Stokes drift. A calculation of the Stokes drift contribution for each individual wave component may yield a lot more accurate results. The second factor may be rain and fog that was observed on raw radar images during a short time intervals within the storm period. Rain and fog have a direct negative influence on the usability of the radar image (chapter 2).

The results found in this section are valid for two single locations in the radar domain. In the next chapter the analysis is extended to output grid points at various locations in space. XMFit current estimates for the same cube sizes will be compared with in-situ drifter current measurements at locations along drifter trajectories for both ebb and flood currents. It can then be assessed if the results found in this section are generally applicable or location dependent.
The point validation showed that the relation between cube size and RMSE may be approximated by a hyperbola, where the results of cubes > 240 m follow an asymptote. In this chapter, a spatial validation along drifter trajectories is performed to verify if the results of the point validation are general conclusions for the Sand Engine radar domain or only valid for the locations of both ADCP. Consistency between results of (pseudo-Lagrangian) point validation and (Lagrangian) drifter validation will contribute to improved understanding of radar currents being Eulerian or Lagrangian. In addition, the results of a spatial validation do provide more insight in the relation between current accuracy and location in the radar domain. The results from the point validation show high correlation between radar- and pseudo-Lagrangian in-situ currents. It is therefore expected that the accuracies of radar currents compared to Lagrangian drifter measurements is higher. Furthermore, it is expected that non-uniformity of wave propagation, depth and currents in the computational cube has repercussions for the current estimates. This is especially expected for the near shore region, where the application of depth-inversion is questionable from a theoretical point of view. In this spatial validation, the current estimates of XMFit for cube sizes of 240 m, 480 m, 960 m and 1920 m are compared with in-situ drifter current measurements at a dynamic grid that moves along the drifter trajectory.

This chapter starts with the presentation of the selected drifter data for validation of XMFit current estimates. It is followed by a detailed explanation of the dynamic grid approach in section 5.2. Section 5.3 presents the results of the validation.

5.1. DRIFTER MEASUREMENTS
The current obtained with XMFit is compared to in-situ drifter current measurements along drifter trajectories. Again, data from the directional wave buoy (reference is made to section 4.1) is used as metric to assess if the correct spectral data is fitted by XMFit to estimate the current. In this paragraph, only the drifter data is described in more detail.

Current measurements from 15 deployed drifters are used for direct comparison with the radar current. Measurements are collected in the context of the MegaPEX experiment with GPS-tracked surf zone drifters. The drifters are free floating buoys equipped with Locosys GPS GT-31 loggers for which a sampling frequency of 1 Hz has been set. The logger reports position and velocity. Velocities are estimated based on the Doppler shift of the GPS signal. The drifters, designed for measuring surf zone currents, consist of a hollow PVC tube of 0.4 m length with a bottom plate of 0.35 m diameter and four fins that increase the drag of the drifter body. A stabilizing weight is mounted to the bottom plate to ensure stability of the drifter under wave attack and prevents the drifter from surfing on the roller of breaking waves (Zeelenberg (2015)). On top of the PVC tube, a watertight Otterbox is placed to provide housing for the GPS logger and other electronics. The Otterbox is placed horizontal to be able to pick up a sufficiently strong GPS signal during measurements, even under regular tilting (Zeelenberg (2015)). Logged data was stored on a removable memory card and was transferred to a computer after final retrieval.

Reported accuracy of drifter current measurements vary between 1-5 cm/s (Ohlmann et al. (2007)). Spe-
Specific accuracy for the drifter measurements during MegaPEX is not recorded. Therefore it is assumed the drifter measurements are as accurate as the general figure indicates. This accuracy is sufficient to be convinced of drifter current measurements being appropriate ground truth to validate near-surface radar currents with. Drifter current measurements were filtered for unrealistic values, for more details see Zeelenberg (2015). Drifter measurements are made in the UTC time zone and thus do not need pre-processing before comparing to XMFit radar currents (chapter 3).

Multiple drifter deployment sessions were performed, from which two sessions are selected: the session on October 17\textsuperscript{th} (14:30 UTC - 16:35 UTC) during ebb currents and October 18\textsuperscript{th} (9:20 UTC - 11:30 UTC) during flood currents. The specific deployment sessions for ebb and flood are selected based on the wide spatial extent of the drifter measurements. Both drifter sessions included the release of 10 - 15 drifters. Within each drifter deployment session, drifters were retrieved and released multiple times by jet-ski when floated outside the area of interest or floating ashore. For further details regarding drifter deployment, reference is made to Zeelenberg (2015). The drifter patterns for ebb and flood deployment are shown in the lower panels of figure 5.1. The positions of the drifter in time are color-coded. Blue means the start of the session, while orange or red indicates the end of the drifter deployment session.

The upper panel of the figure shows the drifter deployment within the tidal cycle (measured by ADCP). Positive alongshore velocities mean flood currents in northeast direction (section 4.3). The drifters released during the ebb deployment of 17-10 measure currents around the moment of maximum ebb velocities. The drifters were consistently positioned relatively close to the shore during this deployment. Three characteristic patterns are distinguished (see lower left panel figure 5.1):

- Alongshore parallel southwest movement during full drifter deployment session
- Clockwise circulation for drifters just south of the tip of the Sand Engine
- Alongshore southeast or northwest movement in the surf zone

The drifters released during the flood deployment session on October 18\textsuperscript{th} measure flood currents in the period between the moment of maximum flood velocities and high water slack (upper panel figure 5.1). There is only a single spatial pattern observed for this deployment session: northeast movement parallel to the coastline. The majority of the released drifters followed a trajectory northeastward for the full duration of the session. A few drifters were repetitively picked up when leaving the surf zone and re-dropped near the tip of the Sand Engine.

5.2. DYNAMIC GRID APPROACH
Remotely-sensed radar-derived near-surface currents have to be compared to in-situ drifter measurements on an equal spatial and temporal scale (Ohlmann et al. (2007)). This implies that drifter data with high temporal and spatial resolution has to be averaged in time and space. The method of Ohlmann et al. (2007) was specifically designed to meet this requirement. Their method implies that drifters are repetitively deployed within a fixed, predefined square in the radar domain for a time period equal to the time scale of the radar current. Besides, this fixed square is used as computational cube to estimate the radar current. This directly allows for comparison on the same temporal and spatial scales.

However, the drifter data used in this study was obtained with the main purpose to study tidal flow separation at the lee side of a nourishment. As a consequence, the replacement of the drifters was not based on the spatial extent of the computational cube: drifter movement is not confined by the boundaries of a fixed grid cell. Instead, drifters traveled freely through the radar domain during their deployment. The fixed grid method used by Ohlmann et al. (2007) is therefore modified into a dynamic grid to still enable a comparison of drifter and X-band current data on the same temporal and spatial scale.
Figure 5.1: Spatial patterns observed in selected ebb and flood drifter deployments
The dynamic grid approach is based on movement of grid points in time along the drifter trajectory. This requires updating the output grid of XMFit every time step (figure 5.2). Consider an image stack with duration $N_o \Delta t$, indicated in yellow on the time line. Prior or subsequent image stacks are indicated in red. The positions of the drifter within the time period covered by the image stack $N_o \Delta t$ are selected. The locations of the drifter during the selected time period are shown in yellow in the middle plot. The centroid of the yellow drifter positions is the output grid point. This is indicated by the yellow dot in the third subplot. Subsequently, XMFit is activated to estimate the current for the grid point. Then the grid is updated for the next time stack according to the procedure described in the left red box in figure 5.2.

The dynamic grid approach thus enables a comparison of radar current measurements with in-situ current measurements along drifter trajectories. The next requirement is that both drifter and radar measurements shall represent average(d) measurements over the same temporal and spatial scale. It was decided to select the temporal and spatial scale of the radar current as comparison scales because the radar measurements have the longest timescale (6 min.) of both measurements. Thus, temporal and spatial averaging of high resolution drifter measurements is required. Figure 5.3 illustrates the averaging procedure of drifter measurements for two different cube sizes. The top plot shows that for every time stack $t_x$, drifter positions in a time interval $N \Delta t$ are selected (yellow). The positions of drifters in prior or successive time intervals are shown in red. The middle and bottom row illustrate the selection of drifter data for two different cube sizes in space. The time scale of the radar current is normative in selecting drifter data that is spatially averaged. The positions of the drifter in the time interval defined by the radar image stack $N_o \Delta t$ are selected, indicated in yellow. The shift of the yellow drifter positions for successive time stacks shows that the resulting grid is dynamic, according to the procedure in figure 5.2. Yellow drifter positions within the area covered by the computational cube are spatially averaged and represent ground truth. The plots for a cube size of 240 m show that the cube extent is smaller than the spatial extent of the yellow data. The cube size is the limiting factor in this case which limits the data that is spatially averaged. A cube size of 960 m is bigger than the spatial extent of the yellow data (figure 5.3). In this case, the spatial extent of the drifter data is the limiting factor. In case the cube size is equal to the spatial extent of the selected yellow drifter data (not shown in figure 5.3), spatial scales are equal. Note that the XMFit current is always extracted using the full area in the white box.
5.3. RESULTS

The current estimates made by the XMFit algorithm for the selected ebb and flood drifter deployment are presented in this section. It is emphasized that the results are temporally limited to two relatively short periods of approximately 2 hours.

5.3.1. REPRESENTATIVE DRIFTER TRAJECTORY

The performance of XMFit along a representative trajectory is studied first. This allows for a relatively effortless recognition of the overall quality of the fit and spatial/temporal variations.

For the ebb deployment of October 17th, three general drifter movement patterns were observed (section 5.1):

- Alongshore movement outside the surf zone after being released at the tip of the Sand Engine
- Rotating movement in an eddy in the surf zone
- East or west movement in the surf zone, relatively close to the shore
A trajectory was selected that followed both alongshore and rotating movement (figure 5.4, upper row, second panel). The trajectory starts at the tip of the Sand Engine, where the drifter is released. Its initial movement is southwest alongshore, indicated by the red arrow in the figure. From 15:30 on, the drifter follows the rotating movement in the eddy in the surf zone. Thus, the comparison along this representative track allows for assessment of the quality of XMFit current estimates of both alongshore ebb flow and small scale rotating flow. A representative flood drifter trajectory was selected that followed the characteristic alongshore movement over the full extent of the deployment period. The drifter is released near the tip of the Sand Engine (figure 5.4, bottom row, first and second panel) and steadily moves into northeast direction (indicated by the red arrow).

Similar to the point validation, the accuracy of radar currents is examined for a cube size of 960 m first. The results are shown in figure 5.4 for the ebb (upper panel) and flood drifter deployment (lower panel). Ebb currents are overestimated by XMFit (upper time line). Directional estimates are inaccurate. From 14:36 h - 15:06 h the drifter is moving alongshore. The results show that XMFit gives cross-shore flow instead of alongshore flow. From 15:12 h to the end of its deployment, the drifter follows rotating movement in a near-shore eddy. The temporally and spatially averaged drifter current in the eddy is near zero and reveals clockwise rotation. XMFit indicates large current magnitudes with no agreement in current direction, thus leading to inaccurate current estimates. This results show that XMFit is not able to recognize the alongshore ebb flow and eddy flow in the near-shore area.

The vector comparison for flood currents (bottom time line) shows overestimation of the current magnitude from 9:24:01 - 9:48:11. The current vectors are inconsistent compared to XMFit current estimates at later times. Flood currents are underestimated in XMFit from 9:54:14 until the end of its deployment. An offset in the angle is observed. The value of the offset varies over time and is between 15-90°. For flood currents, there is more consistence between current vectors.

5.3.2. XMFit Spectral Energy Selection

This section investigates the correspondence between wave parameters determined by XMFit and the deployed directional wave buoy during both drifter deployments. The comparison of wave parameters estimated by XMFit and measured by the wave buoy is added since it is a good metric to check if XMFit is fitting the correct spectral energy.

Figure 5.5 shows the direct time series comparison of two wave parameters. The upper panels show that the peak period is slightly underestimated by XMFit with 1-1.5 s. This was also observed for the ADCP and was expected to be related to the relative importance of the short waves in the fit. This is discussed more in detail in chapter 6.3.2. An unrealistic high peak period is observed for 15:42:51 h during the ebb deployment which implies that for this time stack the long wave energy is dominant in the fit. The image spectrum for this time indeed confirms a cluster of points at lower frequencies. However, the frequency levels with the second and third highest energy content show that the short waves are still dominant in the fit. Therefore, confidence in XMFit fitting the right energy exists. The incidental peak may possibly be the result of an object in the radar domain that causes increased backscatter at low frequencies.
5.3. RESULTS

The bottom panels of figure 5.5 indicate fairly good agreement in peak wave direction for both drifter deployments. This indicates proper selection of the spectral energy cutoff that filters noise and aliased spectral energy. The wave buoy comparison shows that the agreement is satisfactory to have confidence in the capabilities of the depth-inversion method to estimate the near-surface currents for these time periods.

5.3.3. THE INFLUENCE OF SPATIAL SCALE OF WAVE DISPERSION ANALYSIS

The validation results for XMFit with a cube size of 960 m showed that XMFit is able to recognize the alongshore drifter movement during flood. However, XMFit fails in recognizing alongshore ebb currents and eddy flow along drifter trajectories that were close to the shore. Here the results obtained with cube sizes of 240 m, 480 m and 1920 m are presented and compared to the results for a cube size of 960 m. First the current estimates along the representative trajectory are studied to recognize possible (spatial) patterns. It is directly followed by the identification of these general spatial patterns by involving all grid points of the deployment.

The ebb current time series along the representative drifter track are shown in figure 5.6. Note once more that the drifters were located in the surf zone and near the edge of the radar domain (upper left panel). The time series show that XMFit is not able to accurately estimate the in-situ current for all computational cube sizes considered here.

The scatter plots (figure 5.7) show that this finding holds for current estimates at grid points along all drifter trajectories of the ebb deployment. Each of the scatter plots contains the data from all grid points during the ebb drifter deployment. The current vectors for all output grid points are decomposed into the alongshore component and cross-shore component.

It is observed that both the alongshore and cross-shore component scatter plots form a vertical line. A vertical line in the scatter plot implies that the drifter velocity is relatively constant (in this case near zero), while XMFit is estimating currents that show a lot of variation. The accuracy of XMFit for the considered ebb currents is low, indicated by a relatively high RMSE-value. This is the case for all considered cube sizes.
The vector time series along the representative drifter track during the flood deployment is shown in figure 5.8. An irregular current series is obtained when using XMFit with a cube size of 240 m. XMFit current estimates do not align with measured drifter current vectors along the trajectory for this cube size. The figure shows that, similar to a cube size of 960 m, the current estimates of XMFit directly after the release in the surf zone are inaccurate for cube sizes of 480 m and 1920 m as well (A). When the output grid points are sufficiently away from the shore, XMFit results for cube sizes of 480 m, 960 m and 1920 m show up to have a consistently smaller current magnitude and an offset in direction (B). Note that both the magnitude and offset in direction decreases for bigger cubes. In addition, a cube of 480 results in inaccurate current estimates near the end of its deployment time (C). Those findings seem to represent a general spatial pattern and will therefore be considered in more detail.
5.3. RESULTS

Figure 5.8: XMFit and drifter current series along representative drifter trajectory for the considered flood deployment

Figure 5.9: Overestimation of in-situ current magnitude by XMFit for grid points within the first 500 m from the coastline
(A) Near shore current estimates
The direct vector comparison of ebb currents along the representative track showed inaccurate results for all cube sizes. This representative track is located very close to the shore. In addition, XMFit estimates of flood currents are inaccurate directly after release (figure 5.8). This might confirm the hypothesis that the quality of XMFit current estimates in the surf zone is poor due to non-linear wave effects caused by non-uniform bathymetry, small scale complex flows or wave transformation (refraction, shoaling). Figure 5.9 illustrates the results for all grid points in the near shore. Grid points from both the ebb and flood drifter deployment are included. The upper left plot shows all grid points (gray) for both ebb and flood drifter deployment sessions. The current estimates in the area in the red box are inspected more closely. The upper right and both bottom panels show the difference in magnitude between radar current and drifter-averaged currents. Yellow means overestimation while green means (slight) underestimation. From figure 5.9 it is evident that currents in the first 500 m from the coastline are estimated with significant less accuracy.

(B) Underestimation and offset
The second pattern that is observed in figure 5.8 is the consistent underestimation of the magnitude and an offset in direction. Direct current time series comparison along the representative track showed that these two phenomena were present in XMFit results for cube sizes of 480 m, 960 m and 1920 m. Both current magnitude and offset in direction showed up to decrease with increasing cube size.

Figure 5.10 considers the XMFit results in the center of the radar domain, where these patterns are typically observed. The red box marks the area for which the grid point results are magnified in the other panels. Note that this box exclusively covers the flood measurements outside the near shore. The bottom left panel of the figure shows that the (slight) underestimation in current magnitude is a general pattern. The panels at the right of the figure show the difference in direction for the grid points in the red box for cube sizes of 480 m, 960 m and 1920 m respectively. Red and orange indicate a small deviation in angle, while green, blue and purple indicate a high deviation in angle. The offset in direction is also a general pattern, an effect that tends to decrease with increasing cube size.

Figure 5.10: Underestimation of current magnitude and offset in current direction for grid points outside the surf zone
(C) Inconsistent currents near edge of domain

Finally, it was observed in the vector comparison along the representative trajectory that a cube size of 480 m resulted in irregular current estimates near the end of its deployment. The behavior is not in line with the current vectors in the center of the radar domain. Figure 5.11 shows the difference in magnitude between drifter-averaged and XMFit currents for the grid points near the edge of the domain. Again, the upper right and bottom panels are a zoom-in of the grid points in the red box (upper left panel). For cube sizes of 960 m and 1920 m, a consistent pattern of slight underestimation of in-situ current magnitudes by XMFit is observed. The results for a cube size of 480 m reveal relatively high variation in the results. A mixed pattern of slight underestimation and slight overestimation is observed. For cube sizes of 960 m and 1920 m this effect is almost non-existing. It is hypothesized that this effect is caused by the filtering process in XMFit. This is discussed more extensively in chapter 6.3.

Figure 5.11: Inconsistencies in current estimates for a cube of 480 m near the edge of the radar domain

Figure 5.9 thus confirmed that XMFit overestimates in-situ currents at grid points within the first 500 m from the shore. Those have low accuracy, which is comparable to the RMSE values for the ebb deployment. In the following, the grid points in the first 500 m from the coastline are excluded from the analysis since they do not reflect how well XMFit is able to extract alongshore movement under flood conditions.

The scatter plots for the flood deployment are shown in figure 5.12. The in-situ flood current does more or less align with the alongshore direction. Current data for all output grid points outside the surf zone are decomposed into their alongshore- and cross-shore component. The results along the representative track showed that a cube size of 240 m resulted in irregular and inaccurate current estimates. This is confirmed in the scatter plots by big spread in alongshore direction and a vertical stripe in cross-shore direction. When the points form a vertical line, it means that XMFit is giving a lot of variation in current estimates, while the in-situ drifter velocities are fairly constant. A vertical stripe thus implies that XMFit has difficulties to identify this constant velocity. In addition, figures 5.8 and 5.12 revealed the underestimation and offset in direction for cube sizes of 480 m, 960 m and 1920 m. The alongshore component for those cube sizes is consistently underestimated (upper row of figures). The decreasing offset in direction for bigger cubes is directly observed in the scatter plot since the data in the scatter plots of the cross-shore current is moving toward the origin (compare second to fourth plot of bottom row). Zero cross-shore flow is what is expected in case of purely alongshore flow. The fitting statistics indicate that for increasing cube size, both alongshore and cross-shore flow is estimated more accurately.
5.3.4. CONCLUSIONS

Figure 5.13 summarizes the findings of the comparison of radar and in-situ drifter current measurements. The validation of ebb currents showed that XMFit is not able to accurately estimate the in-situ current. The left panel of figure 5.13 shows that for all cube sizes, the validation results for either one or both current components is characterized by a high RMSE. The same is observed for flood currents near the release point in the near-shore, that have a high RMSE as well. It is expected that non-linear wave effects in the area overlaid by the computational cube cause this inaccuracy. This is further elaborated in section 6.2.1.

The flood measurements provide a better indication of the general patterns since the drifter trajectories for this deployment are not limited to the surf zone. These measurements will therefore not be influenced by near-shore effects. The XMFit results for a cube size of 240 m are inaccurate in both its cross-shore and alongshore estimates (right panel figure 5.13). The inaccurate results for a cube size of 240 m are in line with the worse results for a cube of 240 m found in the point validation. A coarse spectral resolution and a low number of regression coordinates were found in the spectra, which is a likely reason for the inaccuracy of XMFit when using this cube size. This is discussed more extensively in section 6.2.2. In general, for cube sizes of 480 m, 960 m and 1920 m flood current magnitudes are underestimated by XMFit and have an offset in direction. The offset was found to decrease with increasing cube size. The right panel of figure 5.13 clearly shows that accuracy increases for increasing cube size. The differences between the results for the different cube sizes are linked to the sensitivity to the amount and precision of the spectral data, which is discussed in more detail in section 6.2.2. This also links to the extreme sensitivity of XMFit currents to the filtering parameters (section 6.3). A hyperbolic relation is observed. The values of the RMSE are higher than those found in the point validation. This does not follow the expectations raised after the point validation.
Figure 5.13: Relation between Root Mean Square Error and XMFit cube size for ebb and flood deployments
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DISCUSSION

This aim of this research is to find a relation between the spatial scale of wave dispersion analysis and the accuracy of the radar current. Since there is an ongoing debate about radar currents being Eulerian or Lagrangian, radar-derived currents are compared to corrected (Eulerian) ADCP and Lagrangian drifter ground truth. This chapter starts with a discussion of the results of the point validation with ADCP current measurements in section 6.1. The Eulerian ADCP ground-truth was corrected for the Stokes drift. It is important to reflect on how this assumption influenced the reported accuracy. This is discussed first. It is followed by a brief interpretation of the relation between XMFit measurement accuracy and computational cube size. In section 6.2, the interpretation of the spatial validation with Lagrangian drifter current measurements is described, in which the focus is on understanding the differences between cube sizes and the overestimation of surf-zone currents by XMFit. The point and spatial validation were carried out for different periods in time. The relation between accuracy and spatial scale of wave dispersion (computational cube size) is found to be hyperbolic for both cases. However, the RMSE values are considerably higher for the drifter validation period for flood currents. However, based on the results of the point validation we would expect the results of the drifter validation to be more accurate. In order to understand why this occurs, section 6.3 compares ADCP and drifter for the same time period and explains the differences by examining the filtering process.

6.1. POINT VALIDATION

6.1.1. THE IMPACT OF STOKES DRIFT CORRECTION ON EULERIAN ADCP MEASUREMENTS

In this research a modified version of the commonly applied ADCP validation method was developed. The data analysis of the ADCP measurements revealed that the measurement of the shallowest bin was located 1-1.5 m below the water surface for both ADCP. The radar-derived current measurement represents a near-surface current and depends amongst others on this layer of the water column. There is no shear in the velocity profiles and thus a comparison between ADCP and radar current over its effective depth is not feasible.

The Eulerian ADCP measurements of the shallowest bin were interpreted to represent the mean flow in the water column. However, since the location of the shallowest bin is 1-1.5 m below the water surface, the specific near-surface process Stokes drift is fully missed in the Eulerian ADCP measurements. The mean onshore mass displacement represents the dominant near-surface coastal process in shallow water during storm conditions. It was expected that including the Stokes drift in Eulerian ADCP measurements may increase the accuracy for a single point location significantly, since a storm event ($H_s > 2m$) in the considered time period is present. Therefore, in this thesis the pseudo-Lagrangian ADCP current was selected as ground truth. Pseudo-Lagrangian currents were obtained by vectorial summation of the mean surface Stokes drift and the Eulerian ADCP current of the shallowest bin. As a result, pseudo-Lagrangian ADCP ground truth includes both mean bulk flow and specific near-surface processes. This is more close to the physical quantity that a radar measures. Therefore, it is expected that pseudo-Lagrangian currents have a better correlation with radar currents then Eulerian ground truth.
The impact of Stokes drift is illustrated in figure 6.1 and 6.2. Figure 6.1 shows the current time series for ADCP E, splitted in its alongshore component (upper panel) and cross-shore component (bottom panel). A computational cube of 960 m is used to generate the XMFit time series of the current. Figure 6.2 is constructed identical to figure 6.1 but shows the results for ADCP F.
Both pseudo-Lagrangian and Eulerian ground truth show alignment with XMFit for the alongshore component, except during a part of the storm (October 21st 12.00 h - October 22nd 0.00 h). The difference of the Stokes drift on the correlation between XMFit and in-situ ground truth is striking when the cross-shore component of the current is considered. XMFit shows a significant onshore directed flow during the storm. However, the purely Eulerian ADCP ground truth shows almost negligible cross-shore flow. This reveals the importance of the Stokes drift velocity component. Waves arrive approximately perpendicular to the shore for a surf-zone grid point: the Stokes drift velocity is onshore directed. The lower panels of figures 6.1 and 6.2 clearly show high agreement in cross-shore flow if XMFit is compared to pseudo-Lagrangian ADCP ground truth. These impressive improvements in the results for the pseudo-Lagrangian ground-truth that including the Stokes drift is a key factor for high accuracy during the storm period.

The impressive improvement in the cross-shore signal shows that pseudo-Lagrangian ADCP ground truth is a better alternative to validate X-band radar currents then purely Eulerian ADCP current measurements. This is confirmed when considering current direction. Figure 6.3 shows the current vector time series for ADCP E, splitted in its magnitude (upper panel) and direction (bottom panel). Figure 6.4 illustrates the situation at ADCP F. Note that the same data is considered as in figures 6.1 and 6.2: only the representation of the vector is different.

The difference between Eulerian and pseudo-Lagrangian ADCP ground truth is most clearly illustrated for the current direction. Especially during the storm, differences between XMFit and Eulerian ADCP data is considerable. Directional estimates of the Eulerian ADCP measurements are scattered, while XMFit is consistently onshore directed (angle between 80 - 180°). This supports the statement that Stokes drift is present in X-band radar currents. The pseudo-Lagrangian current direction shows good alignment with XMFit in current direction during the storm. Finally, the current magnitude time series at ADCP E (upper panel of figure 6.3) shows that the correlation is significantly improved for ADCP E when comparing XMFit to pseudo-Lagrangian currents. However, the current magnitude comparison for ADCP F (upper plot figure 6.4) shows that the RMSE slightly increased compared to the RMSE found by comparing XMFit to purely Eulerian ground truth. However, since the directions are estimated accurately, the formulation for the magnitude of the Stokes drift velocity is introducing unwanted errors. Therefore, the formulation of the Stokes drift magnitude should be subject of further research.

Figure 6.3: Direct comparison of XMFit with Eulerian and pseudo-Lagrangian ground truth, ADCP E
The proof in this section supports the research of Thompson et al. (1991) who demonstrated that X-band radar directly measures a mean surface drift. In this study the mean surface Stokes drift was used to obtain pseudo-Lagrangian ground truth. The available wave data did not allow a more in-depth investigation on the Stokes drift contribution. However, the results for ADCP F shows that XMFit and pseudo-Lagrangian are close but the exact magnitude of the Stokes drift velocity correction still needs improvement. Further research should be performed to find which part of the Stokes drift is important for X-band radar.

Based on the results found in this thesis, it is argued that X-band radar currents are Lagrangian measurements. This study period included storm conditions. It was shown that including Stokes drift has a significant influence on the accuracy during storm conditions. It is remarked that a counterintuitive method of showing the presence of Stokes drift in X-band radar images is used here. Intuitively, the in-situ data represents ‘reality’ and would never be subject to modification. However it is still a debate what the best validation procedure for radar-derived currents is: the suitability of the ground truth is unknown. Therefore, it is still uncertain how accuracy figures from other research should be interpreted. Their results should be interpreted with care. More attention should be paid to a detailed understanding of the exact role of Stokes drift in X-band radar currents, after which it is possible to set up a standard validation procedure. As long as this knowledge is not available, the pseudo-Lagrangian validation method used in the study is preferred above the classical Eulerian ADCP validation.

6.1.2. INTERPRETING THE RELATIONSHIP

The relationship between accuracy and computational cube size for tidal currents outside storm conditions was found to be hyperbolic. Accuracies found for cube sizes \( \geq 480 \text{ m} \) are fairly equal and are located on the asymptote of the hyperbolic function. The smallest cube of 240 m has a significantly lower accuracy then cube sizes \( \geq 480 \text{ m} \). The main reason for this is the spectral resolution. The spectral resolution is inversely related to the cube size, which means that spectral energy is allocated more precise for bigger cube sizes. An inverse relation describes a hyperbolic function as well. This means that the increase in spectral resolution (decrease proportional to \( 1/L \)) is strongest for small increments added to small cube sizes. The effect of improved spectral resolution diminishes for bigger cube sizes. This is exactly what is observed for results obtained with cube sizes \( \geq 480 \text{ m} \): the RMSE for these currents is comparable.

This partly explains why radar currents retrieved by using a cube size of 240 m are inaccurate. The other part of the explanation is the number of spectral components available for non-linear fitting. It is known that accuracy of a fitting algorithm decreases when the number of spectral components decreases. Figure 6.5
shows a plot of the number of spectral components available for non-linear fitting (regression coordinates). This number is obtained by a summation of the number of spectral components for every frequency level in the filtered image spectrum. Note that the y-axis has a logarithmic scale. The figure demonstrates that for normal tidal flow, the difference in the number of spectral components is large between the cube sizes. The difference between the biggest cube and the smallest cube is approximately a factor 10. So it may be concluded that the low number of spectral components also has a significant contribution to the low accuracy of current estimates obtained by using a cube size of 240 m.

It was found that during the storm ($H_s > 2$ m), the correlation in current magnitude between radar and ADCP was lower. This is partly due to rain and fog in radar images and partly due to the applied formulation of the Stokes drift magnitude. However, figure 6.5 indicates that part of the inaccuracy during storm conditions may be attributed to a low number of regression coordinates that is available. The difference with normal tidal currents is a factor 5-10.

Finally, it is remarked that the current direction was found to be extremely sensitive to the cube size. However, this was found to be a general spatial pattern and is therefore described in the next section.

![Figure 6.5: Number of regression coordinates available for non-linear fitting at location of ADCP E](image)

6.2. SPATIAL VALIDATION

An impressive increase in accuracy is found by using pseudo-Lagrangian ground-truth instead of the purely Eulerian ADCP measurements. It was concluded that the data in this thesis supported that radar-currents are Lagrangian. Therefore, it may be expected that a comparison of radar currents with purely Lagrangian drifter measurements would yield even better results. The results of the spatial validation did not match these expectations. In this section, the focus is on explaining inaccurate results for grid points in the surf zone and the interpretation of the cube size - accuracy relation.

6.2.1. NEAR-SHORE CURRENT ESTIMATES

XMFit overestimates current magnitude for grid points in the surf zone (<500 m from coastline) for both the ebb and flood drifter deployment. For the ebb deployment, all grid points are located in this area since the drifters did not leave the surf zone. The hypothesis is that non-linear wave effect in the surf zone are responsible for the overestimation of in-situ currents by XMFit.

Depth-inversion is based on linear wave theory. This implies that the requirements for the linear wave theory (chapter 2) should be met to obtain a reliable current estimate. However, wave breaking and wave transformation processes (shoaling) do not satisfy linear wave theory. In addition, uniform properties of $d$ and $\bar{U}$ (uniform wave propagation behavior) are required to have a realistic estimate of hydrodynamics from spectral analysis. However, the surf zone is a complex hydrodynamic area in which small scale complex flow struc-
tures (surface drift, undertow, eddy, rip currents) may be present. In addition, the surf zone has a complex bathymetry (depth gradient, sand bars). Analogous to the reasoning of Bell et al. (2012), it is hypothesized that the image spectrum for a surf zone grid point is a merge of multiple wave dispersion regimes.

In order to identify anomalies from ‘normal’ image spectra, the concept of an image spectrum of the imaged sea surface should be understood a bit more in detail. A 3D image spectrum is the spectral representation of a series of Cartesian images in time. When the requirements for the validity of depth-inversion are met, its form is described by a dispersion shell (left panel figure 6.6). Longer waves have low frequencies in space and time and are therefore located in lower part of the spectrum (blue). Short waves have high frequencies and are located at a large distance from the origin (red), both in $k$ and $\omega$ dimension.

The right panel of figure 6.6 shows an example of a slice of the raw image spectrum. The raw image spectrum is the unfiltered spectral representation of the Fourier transformed computational cube. In this chapter, $\omega-$slices are considered: a horizontal slice of the image spectrum at a specific frequency level. The frequency slice that is considered in the right panel of figure 6.6 is indicated by a black contour line in the left panel.

The spectral energy density is color-coded. Blue indicates negligible spectral energy. Cyan indicates a noticeable but relatively low energy content while green and yellow indicate moderate energy levels. Peak energy levels are shown in red. Typical spectra at the Sand Motor contain three ‘groups’ of data (refer back to section 2.1.3):

- I: Spectral energy of (linear) waves following the linear dispersion relation. For an optimal spectrum, this data forms a narrow banded circular/elliptic pattern in the second and third quadrant.
- II: Aliased energy that occurs due to temporal under-sampling. Since energy is ‘folded’ in case of aliasing, its location is approximately opposite to spectral energy indicated by I (first or fourth quadrant). In an optimal situation, all aliased energy is filtered out before application of depth-inversion
- III: Noise that is located randomly in the slice. In an optimal situation, all noise is filtered out.

Finally higher harmonics may be present, which are located between the origin and data of class I. They are not shown in the slice considered here. Again, in an optimal situation this data is filtered out. The red line in the figure indicates the result of depth inversion: the best-fit Doppler-shifted linear dispersion relation. In a spectrum of sufficient quality, the red line is nicely on top of the spectral energy of class I.

![Figure 6.6: Illustration of a frequency slice of the image spectrum](image-url)
6.2. SPATIAL VALIDATION

Figure 6.7 strongly supports the hypothesis that non-linear wave effects cause anomalies in the spectra for grid points in the surf zone. A cube size of 960 m is used to extract the image spectrum. The plot of the current vectors comparison shows that the current estimates on 9:30:04 as well as its neighbors in time are inaccurate. The location of the point under consideration is located in very shallow water and in an area with a relatively strong bathymetric gradient (upper right panel). The middle right panel shows the top energy level slice of the raw image spectrum. The energy in this slice has the highest weight in the fit. The frequency (1.26 Hz) corresponds to a wave period of 5 s. Note that the slice of the raw image spectrum does show considerable differences with the normal (useful) spectra observed at the Sand Engine (compare with right panel figure 6.6). Spectral energy is not located on an ellipse describing the contour of a dispersion shell (red) but perpendicular to it. In addition, the spectrum contains a relatively high contribution of background noise.

The lower left panel shows the full 3D image spectrum, while the bottom right panel shows the top energy \( \omega \)-slice of the spectrum. The filtered image spectrum is directly used to fit the dispersion shell. The 3D image spectrum is shaped completely different from a narrow dispersion surface. The spectral energy is scattered in spectral domain. This results in a fit that is a compromise between scattered data in spectral space. This is illustrated in the slice in the bottom right panel. The Doppler shift is the distance between the black and green crosses. The best fit Doppler shifted dispersion shell (green) is not nicely on top of the spectral data. The fit is a compromise between the spectral components that do not form a elliptical pattern.

Figure 6.7: Distorted image spectrum for a surf zone grid point, leading to overestimation of current magnitude by XMFit
Figure 6.8: Overestimation of in-situ currents by XMFit for grid points between 0-500 m from the shoreline indicate that the currently used method should not be used to estimate currents at those locations.

Figure 6.7 illustrates how different wave dispersion regimes and non-linear wave effects may affect current estimates. This is in line with Bell et al. (2012), who argue that highly varying conditions in the computational cube may introduce more than one possible solution for the current and depth. Not only the overestimation of the in-situ current by XMFit is explained by the figure, also the ‘spikes’ in the XMFit current magnitude for cube sizes > 1460 m are associated with similar anomalies in the image spectra. For increasing cube size, the risk for non-uniform hydrodynamic properties in the cube is higher since uniformly assumed wave behavior is analyzed over a growing spatial area.

The effect of non-linear wave effects on the spectrum was illustrated for a computational cube of 960 m, but is observed for all considered cube sizes (figure 6.8). The inaccurate results are limited to grid points closer than 500 m from the coastline. It is remarked that this separation does not indicate a sharp boundary. It indicates the approximate location of the transition and is only based on two drifter deployment sessions. Additional spatial validation is required to refine the location of the line more accurate. The inaccurate results for grid points in the surf zone emphasize the need for an alternative method of current retrieval. This method should be set up such that high-resolution spectra are obtained from a Fourier transform of very small cube sizes.

6.2.2. INTERPRETING THE RELATIONSHIP

In the previous it was shown why current estimates for grid points in the surf zone are inaccurate. This explains the poor results for the validation of XMFit currents for the ebb drifter deployment. A hyperbolic relation is found for the accuracy of XMFit at grid points outside the surf zone for the flood drifter deployment. First, the focus is on illustrating why current estimates obtained with a cube of 240 m are inaccurate. It is followed by the explanation for the underestimation and offset in current magnitude that was found for cube sizes of 480 m, 960 m and 1920 m.

Cube size of 240 m
The explanation for inaccurate results of XMFit for a cube size of 240 m was already introduced in the discussion on the cube size - accuracy relation for the point validation period. The spectral resolution was theoretically linked to the hyperbolic. Here the effect is examined in more detail for a single time stack to directly show the effect on the current estimate. A grid point in the middle of the representative track for the flood deployment period is selected, to exclude a possible influence of non-linear wave effects on the quality of the fit. Figure 6.9 illustrates the differences between the top energy level $\omega$-slice of the image spectrum for cube sizes of 240 m and 960 m. A direct comparison of current vectors (upper right panel) shows that there is a relatively large deviation in the XMFit current estimates for the two different cube sizes. The middle row of panels shows the top energy level $\omega$-slice of the raw image spectrum for both cube sizes. This top energy level corresponds to a peak period of 4.7 s. The raw spectrum for a cube size of 960 m is close to the description of a normal, usable spectrum (reference is made to figure 6.6). Spectral energy is allocated imprecise for a cube of 240 m: the blocks do not allow for a precise overlay by the dispersion relation. Spectral energy and best-fit dispersion shell (red line) matches reasonably well for a cube of 960 m, this in contrast to the ‘thick’ dispersion surface found for a cube size of 240 m.
The bottom figures show the filtered slice of the image spectrum for both cubes. The black line represents the intrinsic dispersion shell (in absence of currents), while the colored line is the best fitting Doppler-shifted dispersion shell. The filtered spectrum for a cube of 240 m shows that noise is properly filtered out for the considered slice. However, the spectral energy (cyan dots) forms a 'thick' dispersion surface that does not allow for proper alignment with the thin Doppler-shifted shell (cyan). For a cube size of 960 m, the dispersion surface described by the spectral data (green dots) is thin, which allows for much better alignment with the Doppler-shifted dispersion shell (green). A better alignment indicates an improved precision of parameters.

Figure 6.9 clearly showed how current estimates are affected by the coarse spectral resolution $d\kappa$: a thick dispersion surface and a thin dispersion shell do not match with any precision. It was already shown in the discussion of the point validation results that a low number of spectral regression coordinates form the other part of the explanation. The bottom panels of figure 6.9 confirm this. The number of spectral regression components along the representative flood drifter trajectory is shown in figure 6.10. The graph strengthens the claim that a small number of regression coordinates forms a substantial part of the explanation for the inaccuracy of XMFit for small cube sizes.

A combination of a coarse spectral resolution and a low number of regression coordinates was found to be responsible for the inaccurate results of XMFit for a cube size of 240 m. From figures 6.5 and 6.10 it is clear that the number of available regression coordinates rapidly increases with increasing cube size. It is thus expected that this issue plays a less important role for the quality of fit for cube sizes of 480 m, 960 m and 1920 m.
Offset in direction

Both the point and spatial validation for flood currents showed how sensitive the current direction is to the cube size. A constant offset in direction was found, which tends to decrease with increasing cube size. At the same time, current magnitudes are slightly underestimated. It is hypothesized that the extreme sensitivity of current direction to computational cube size is mainly driven by the spectral resolution $d_k$.

Figure 6.11 shows the filtered image spectra for a grid point in the center of the domain. The vectors in the lower left panel illustrate that the offset in angle decreases with increasing cube size. The upper right panel shows the spectral energy components of the filtered image spectrum for the highest energy frequency level ($T = 4.25$ s). The spectral energy for all cube sizes is located at fairly the same position in the third quadrant (highlighted by a red box). However, the fitted Doppler shifted dispersion shells do not show identical shifts with respect to the (no-current) intrinsic dispersion shell (black). The crosses indicate the center of the dispersion shells. The vector between the black and the colored cross represents the Doppler-shift $k \vec{U}_e$. Note that the Doppler shift has different directions for the various cube sizes.

The location of the spectral energy in the red box is magnified in the lower panel. Here the influence of the spectral resolution is clearly visible: spectral energy is ‘shifting’ to the left due to a more precise allocation of the spectral energy in $k - \omega$ space. This shift is on a sub-pixel scale. However, the upper panel shows that the shift has a significant influence on the observed Doppler shift. This figure thus clearly illustrates that the current is extremely sensitive to the position and amount of spectral energy available for non-linear fitting.

The findings presented in this section confirm the research of Piotrowski and Dugan (2002) in which higher accuracies obtained with increasing cube sizes was explained by the increase in spectral resolution. Gangeskar (2002) researched the most important error sources in X-band radar current estimates and identified the spectral resolution as a key factor as well. In addition Friedman (2014) already indicated that the fitting procedure was extremely sensitive to the data when comparing the results for two solvers of XMFit. He concluded that X-band depth-inversion is extremely sensitive to the spectral data, since two different solvers yield a depth difference of 1 m for spectra that were visually identical. The role of the number of available regression for the fit was already emphasized by Senet et al. (2001). They argue that accuracy increases with an increase in the number of regression coordinates.
These findings are very important since the two key drivers for differences in current estimates between cube sizes are identified. In order to enable high resolution mapping using small cube sizes, the focus should be on finding a method that enables estimation of high-resolution spectra for small cube sizes which should also contain a sufficient amount of data. This finding also shows that the application of radar-derived currents in coastal engineering projects should be considered carefully. The quality of the image spectrum should be optimal to obtain a reliable current estimate. Small deviations in the image spectrum may cause considerable differences in the current estimates.

6.3. SPECTRAL FILTERING

The point and spatial validation were performed for two different time periods. It was observed that the results of XMFit during the drifter validation period had a significantly lower accuracy than the results for the point validation period. This is contrary to the expectations: it was expected that purely Lagrangian measurements would give more accurate results, especially since a high correlation with pseudo-Lagrangian ADCP currents was found in the point validation. In this section it is demonstrated that these unexpected results may be allocated to improper functioning of the applied spectral filters.

6.3.1. DIFFERENCES BETWEEN VALIDATION PERIODS

It should first be understood why the differences in accuracy between both validation periods arise. Before looking to possible mechanisms, it should be made sure that the differences do not arise due to the fact that measurements from another in-situ instrument are used. Therefore, XMFit current estimates at the location of ADCP F are compared to the in-situ ADCP measurements for the period of the spatial validation of flood currents. The results, obtained with a computational cube size of 960 m, are shown in figure 6.12.
The results show that XMFit and ADCP have big differences in magnitude and direction for the spatial validation period. The magnitude is overestimated by XMFit (upper panel), while underestimation was found in the spatial validation along drifter trajectories. The difference in direction (bottom panel figure 6.12) may increase to 100°. This offset in direction was also observed when spatially validating XMFit along drifter trajectories. However, it was not observed in the results for the point validation period. The value of the offset in direction showed to be variable over time, especially for successive grid points near the edge of the radar domain for a cube size of 480 m (refer back to figure 5.8).

To be able to explain the relatively large variation in the offset in time (space), the fit at two of these grid points is investigated for a cube of 480 m (upper left panel). The direct comparison of current vectors of in-situ drifter (red arrow) and XMFit (blue arrow) shows that directions and magnitude of the vector are fairly different for the two successive moments in time.

Figure 6.12: Inaccurate current estimates of XMFit (cube size 960 m) at location of ADCP F during the period of spatial validation.

Figure 6.13: Comparison of the top energy \( \omega \)-slice of the filtered image spectrum for two successive grid points.
The two panels at the right show the top energy $\omega$-slice of the filtered image spectrum for both grid points. The spectral data for the second grid point is positioned at completely different $k_x, k_y$ coordinates. This results in the Doppler shifted dispersion shell being fit completely different.

The change in position of the spectral data might indicate a sudden change in peak wave direction, which is rather unlikely for a short 6-minute time interval. In addition, the comparison of XMFit and the wave buoy peak wave direction (figure 5.5, section 5.3.2) showed that the wave statistics of XMFit and wave buoy during the drifter deployment aligned well during this period in time. It is therefore concluded that the difference in positioning of the spectral data in the selected $\omega$-slice is due to the spectral filtering process, since these filtering operations directly influence which points are selected for non-linear fitting in XMFit.

Therefore, spectral filtering is examined in more detail. The raw image spectrum is subject to four filters before the non-linear fitting is performed. The filters are ordered in the sequence of applying the filters in XMFit:

- Frequency filtering: filter spectral components outside bounds for minimum and maximum frequency
- Wide dispersion filtering: filter spectral components outside bounds for lower and upper bound for $d$
- Global Aliasing: filter that separates real spectral energy from aliased energy based on mean wave direction
- Minimum spectral energy cutoff: high pass filter to remove noise and higher harmonics from the image spectrum

The same frequency and wide-dispersion filtering parameters are used in the point- and the spatial validation, so these are not responsible for the differences in accuracies between both periods. A combination of the Global Aliasing and minimum spectral energy cutoff $E_{lim}$ is thus responsible. In the next sections, the sensitivity and effects of the spectral filtering operations on the current estimate is discussed.

### 6.3.2. Frequency Filter

The frequency filter determines the lowest and highest $\omega$- value that is taken into account in the fit. These frequency limits are specified as minimum and maximum wave periods. The frequency filter in XMFit allows spectral components of waves with a period in the interval 3-12 s in the frequency spectrum (Friedman (2014)). The sensitivity of the XMFit current estimate to the frequency limits and its effects are analyzed by means of partial fitting: the fit of the linear dispersion relation to confined parts of the image spectrum. The 3-12 s interval is split into 9 subintervals with a width of 1s. For each of these sub intervals, a fit is performed on the spectral components of exclusively the waves in that specific sub-interval. The partial fitting is illustrated for the bin of 4-5 s waves in figure 6.14. The spectral components that are not in this bin (and therefore excluded from the fit) are shown in gray. The dispersion shell (red) is fitted to the colored spectral data. A computational cube size of 960 m is used to generate the results. The non-linear regression solver was chosen. This proof of concept is inherent to the solver and can be generalized to all solvers that use the same regression principles. The results of the partial fitting at the location of ADCP E are shown in figure 6.15. The black dots represents the current estimate using the spectral information over the full range of frequencies (3-12 s). The more close the result of a partial fit is to full spectrum fit (black dots), the more sensitive the current estimate is to this spectral components. The figure shows that current estimates are predominantly based on spectral energy associated with waves in the interval of 3-5 s (green dots), since the green dots almost perfectly overlay the black dots. The partial fitting results for the spectral energy of intermediate and long waves with periods $> 5$ s indicate two important findings. The current estimate is not sensitive to spectral components with periods $> 5$ s since there is no overlap at all between red and black dots. In addition, the energy of longer waves have a bad influence on the current estimate of XMFit. The partial fitting results show that a fit on the spectral energy of longer waves results in unrealistic high current estimates (second and third panel).
Figure 6.14: Illustration of partial fit on spectral wave components in the interval 5-6 s

Figure 6.15: XMFit current estimate is heavily weighting on spectral components of waves with periods of 3-5 seconds
6.3. SPECTRAL FILTERING

The results in figure 6.15 showed that for the non-linear regression fitting method, the current exclusively depends on short waves with periods of 3-5 s. Piotrowski and Dugan (2002) argue that this is due to a combination of two factors: the Doppler shift is most prominent in the high frequency components of the spectrum and short waves are exclusively affected by near-surface currents. Yuan et al. (2012) developed a theoretical formula that links the change in shell shape to the wave number and showed that short waves "do seriously affect the current". He remarked that the spectral energy of short wave components is low. The radar data in this thesis showed that the image spectra were dominated by short wave components regarding the number of regression coordinates. Thus, a high number of short waves components in the spectrum explains the dominance of this waves in the fit. The negative influence of long wave energy was also found by Yuan et al. (2012). He showed theoretically and experimentally that low wave number energy negatively influences the current estimate.

The results are touching an important issue regarding depth-inversion, which shows once more to be a balance between short- and long wave energy. In this section it was shown that current estimates require short waves. However, Bell and Osler (2011) showed that a good depth estimate requires a certain wave length, which increases with increasing depth. Thus for deeper areas the requirements for good depth- and current estimates may be opposite. It may be relevant since it is likely that XMFit functions more properly when depth- and currents are estimated subsequently instead of simultaneous.

The results in this section show that fitting the dispersion relation to short wave components (3-5 s) yields approximately the same current series as a fit to the spectral components of 3-12 s. It is concluded that the current estimate is not sensitive to value for the lower limit of the wave frequency (highest wave period $T$), as long as this value is > 5 s. Therefore, the frequency filter values are not adjusted in the optimization of the spectral filtering process, especially since during storm conditions (point validation period) wave periods of around 12 s physically occur.

6.3.3. SENSITIVITY AND OPTIMIZATION

The current estimate was found to be insensitive to the frequency filtering limits, as long as spectral components corresponding to waves of 3-5 s remain included in the fit. The three remaining filtering operations (wide dispersion filtering, Global Aliasing, minimal spectral energy cutoff) are discussed here. Similar to the frequency filter, it is tested how sensitive the current estimate of XMFit is to the spectral filtering operations. The parameters determining the behavior of the spectral filters are as follows:

- Upper $d_{lim}$, upper depth limit for wide dispersion filter, which determines the part of the spectrum that is cutoff at the side of the origin (figure 6.16). Selecting a higher value for the upper $d_{lim}$ implies that a smaller part is cutoff. The lower depth limit is kept constant.

- $MWD$ Global Aliasing Mean wave direction. The orthogonal line to the spectral energy cuts off the image spectrum in two parts to separate real and aliased spectral energy. The Global Aliasing Mean wave direction is extracted from a big computational cube in the center of the domain (reference is made to section 3.2).

- $E_{lim}$, minimum spectral energy cutoff, adaptively selected by XMFit in the range of 0.4 - 0.6. Functions as high pass filter: only spectral components with normalized spectral energy $> E_{lim}$ do pass the filter.

The outcomes of this sensitivity analysis are presented for October 18th 10.00 h UTC at the location of ADCP F. This particular time and location was chosen since XMFit and ADCP currents do not align at this moment in time. The sensitivity analysis is performed as follows: two of the filtering parameters are kept constant and the third parameter is varied. The current magnitude as function of that parameter is plotted in the upper panel. The bottom panel for each parameter shows the current direction as function of the parameter that is varied. The results of the sensitivity analysis for the considered time stack are shown in the right panels of figure 6.17.
Figure 6.16: Upper and lower depth limit determine the width of the filtered image spectrum

Spectral energy cutoffs lower than 0.3 are not tested since selecting lower values implies that risk that noise is not filtered out drastically increases. The mean wave direction (coming from) is varied from 0 - 45°N and from 225 - 360°N, since waves can only physically arrive from that direction. Wave directions between 45 - 225°N would mean that waves are approaching from the land. The upper depth limit for the wide dispersion filter was varied between 10 - 30 m since the maximum depth at the ADCP location is 9.8 m and depths in the radar range do not exceed 30 m.
6.3. Spectral Filtering

The figures illustrate that a variation in the upper depth limit of the wide dispersion filter has negligible influence on the current magnitude and direction. The current direction is not sensitive to the spectral energy cutoff $E_{lim}$, but the current magnitude is. However, the main problem that was found is the large offset in current direction during the spatial validation period. This problem is caused by the Global Aliasing mean wave direction MWD. The current direction is estimated almost perfectly by XMFit for MWD values > 310 °N, for which also the current magnitude has high accuracy values. For other values of this parameter, the XMFit current direction has a large offset.

A 'brute forcing' approach is used to determine the optimum set of filtering parameters that lead to the most accurate current estimate of XMFit for this moment in time. XMFit current estimates are produced for all possible combinations of the filter parameters within their range of variation. Subsequently, the set of filtering parameters for which the XMFit current direction is most close to the ADCP current direction is selected. This set of parameters is hereafter referred to as XMFit optimal filter. Best agreement in current direction is chosen since it is tried to identify and solve the offset in current direction. The spectral filtering parameter values for XMFit in normal mode and XMFit optimal filter are shown in the bottom left panel of figure 6.17. Observe that, in agreement with the sensitivity analysis, the Global Aliasing Mean wave direction has a value > 310 °N. The difference in this filtering parameter is approximately 90 degrees with respect to the normal situation. This implies that spectral coordinates of the upper half of the spectrum are being fit in depth inversion for the optimal filter parameter set. In the upper left panel of figure 6.17 shows that the current vector estimated with the optimal filter set is almost perfectly atop of the ADCP current vector.

The previous shows that the large offset in XMFit current direction may be solved by selecting a Global Aliasing Mean wave direction > 310 °N. The reason for this is that the Global Aliasing Mean wave direction is extracted from the image spectrum of the Aliasing Cube while the spectral energy for depth-inversion is extracted from a Fourier transform of the local computational cube. These are two different locations. Due to refraction of the imaged ocean waves, spectral energy in the computational cube is located at other $k_x, k_y$ coordinates than in the aliasing cube.

![Figure 6.18](image)

Figure 6.18: The optimal wave filter cuts off the lower half of the image spectrum and does not include the detrimental aliased energy.
The spectral components with the highest energy in the Aliasing cube are predominantly located around 260 - 280 °N, indicated by a green circle in the upper left panel. As a result, the orthogonal line (red line) is approximately aligned with the $y$-axis. This orthogonal line, obtained at the Aliasing cube location, is used to filter the spectrum at the location of the grid point (second panel figure 6.18). However, the application of this leads to incorrect selection of spectral energy, since for this spectral cutoff aliased data is still in the spectrum (yellow circle). Note that the aliased spectral components have equal or slightly higher energy content in this $\omega$-slice of the spectrum. This is the case for multiple slices of the 3D spectrum, so that the aliased data has the highest weight in the fitting procedure. The current is therefore far off from the real ADCP values.

The optimal filter parameter set performs so much better since the aliased spectral components are fully cutoff in this case (upper right panel). The fit is now on the spectral components that follow the linear dispersion relation (green). This data was partly removed by applying the Global Aliasing Mean wave direction to filter the image spectrum. Since the fit for the optimal filter settings is exactly on the spectral components that follow the linear dispersion relation, the current magnitude and direction come very close to the in-situ ADCP values. Note that the best-fit Doppler shifted linear dispersion relation (red line) is not perfect on the data for this frequency, since we saw in the previous section that 3-5 seconds waves are most heavily weighted in the fit.

The proof of concept for the single time stack shows promising results. Therefore the brute forcing method to find optimal filter parameters is applied to every time stack for the spatial validation of flood currents. The current estimates of XMFit with optimal filter parameters is compared to both ADCP and drifter in-situ measurements. The results are shown in figure 6.19.

The two left panels show the grid points for the comparison. In the right set of graphs, the left column of graphs presents the comparison with in-situ ADCP data. The right column of graphs shows time series for comparison with in-situ drifter measurements along the representative track. In each column, the upper two plots shows the comparison between in-situ and XMFit currents regarding magnitude and direction. The bottom three panels show the filtering parameters used to obtain the current estimate of XMFit. The current direction is estimated almost perfectly by running XMFit with optimal filter settings, while there was a big difference observed with the ‘normal’ settings. The current magnitude with optimal filter settings is has approximately the same deviation from in-situ as XMFit in normal mode. The optimal filter settings show that the spectral energy cutoff $E_{\text{lim}}$ is variable over time: no clear pattern is visible. A wide dispersion upper depth limit of 10 is preferred above a cutoff of 30 m. In addition, the optimum filter Mean wave direction shows up to be in the range 315 - 360 °N, instead of 270 °N found by using XMFit in normal mode.
The results regarding the sensitivity and optimization of the filtering parameters showed that the current estimate of XMFit is most sensitive to the Global Aliasing Mean wave direction parameter. The optimum value of this parameter is found between 315 - 360 °N instead of 270 °N for XMFit in normal mode. The XMFit optimal filter current estimates are very accurate compared to in-situ data, especially regarding current direction. The reason that the optimal filter value of the Global Aliasing Mean Wave direction provides so much better results is that the spectral cutoff is not allowing aliased data in anymore and fits only on the correct spectral energy. This was linked to the change of location of the highest energy spectral components in the ω-slice between different spatial locations. Most likely this is due to wave refraction between the Global Aliasing cube location and the computational cube location.

The results presented in this section urge the need to adjust the filtering procedure in XMFit. The focus should be on the Global Aliasing Mean Wave direction. Quick improvements may be achieved by fixing the Global Aliasing mean wave direction to a fixed value of 315° N, since the orthogonal line then represents a wave crest approaching perpendicular to the shore line. The image spectrum is then cutoff in such a way that only wave components from the sea are included in the fit. However, a long-term solution is to develop a filtering procedure that takes refraction into account: however, since the radar oversees a complex hydrodynamic area, this may become a rather complex exercise. Fixing the Global Aliasing mean wave direction to a fixed value of 315°N is a simple and effective method to increase the accuracy of the XMFit algorithm considerably.
The aim of this thesis is to find the relation between spatial scale of wave dispersion analysis (computational cube size) and X-band radar current measurement accuracy at the Sand Engine. The following conclusions support the successful achievement of this objective.

It is emphasized that all conclusions presented in this chapter are limited to three periods of relatively short duration for the Sand Engine study site. In addition, the conclusions are exclusively valid for the estimation of current $\mathbf{\bar{U}}$ with known depth $d$.

The answer to the research question - How do accuracy and spatial scale relate for a single point and a fixed temporal scale? - is found by performing a point validation for spatial scales of 240 m, 480 m, 960 m and 1920 m at locations of two deployed ADCP instruments. The results for the point validation (chapter 4) for normal tidal flow conditions showed that the relation between computational cube size and radar measurement accuracy is hyperbolic for both ebb and flood currents. The current estimates obtained with cube sizes of 480 m, 960 m and 1920 m have a RMSE of approximately 0.2 m/s and are located on the asymptote of the hyperbolic. In-situ currents are overestimated by using XMFit with a cube size of 240 m and have a RMSE in the order of 0.3-0.4 m/s. A lower accuracy is observed during the storm ($H_s > 2$ m), which was shown to stem from an inaccurate estimate of the cross-shore component.

Radar current measurements were compared to temporally and spatially averaged Lagrangian drifter current measurements to answer the question How does this relation differ for radar currents along drifter trajectories in the radar domain? The spatial validation was performed for two different periods than the period considered in the point validation. The study period for validation with drifter measurements was based on the spatial extent of the drifter measurements. The results described in chapter 5 show that XMFit largely overestimates in-situ currents (difference > 1 m/s) for grid points in the first 500 m from the coastline (surf zone). This is associated with non-linear wave effects that cause anomalies from the shape of a usable spectrum (chapter 6).

For grid points outside the surf zone, it was found that the relation between cube size and measurement accuracy is hyperbolic. The hyperbolic relation between computational cube size and radar current measurement accuracy was explained in chapter 6 by the hyperbolic (inverse) relation between cube size and spectral resolution. A time-variable offset between XMFit and ADCP current direction is observed. The offset tends to decrease with increasing cube size, which is explained by the extreme sensitivity of current direction to the allocation of spectral energy in $k_x, k_y$-space. The data is allocated more precisely for bigger cube sizes since the spectral resolution is higher. XMFit current estimates obtained with a cube size of 240 m results are inaccurate along drifter tracks, in agreement with the results of the point validation. This was linked to poor spectral resolution and a small number of spectral components available for non-linear fitting of the linear dispersion shell.

In general, accuracy values found along the drifter trajectories are lower than a direct comparison of radar and ADCP currents. This was unexpected since the results for the point validation supported that X-band
radar current measurements are Lagrangian. XMFit current estimates were compared to pseudo-Lagrangian ADCP currents, obtained by correcting Eulerian ADCP measurements for the surface Stokes drift. The analysis in chapter 6 has proven that a significant mismatch in cross-shore direction is found by comparing radar currents to purely Eulerian ADCP measurements during storm conditions.

The fact that XMFit current estimates for the spatial validation are poorer than expected is linked to the moment in time. This was proved by low correspondence between XMFit current estimates and ADCP in-situ measurements for this period. For the point validation time period it was observed that correlation was high. The reduced performance of XMFit for the spatial validation period is explained by the fact that XMFit takes the undesirable aliased spectral energy components into account for depth-inversion (chapter 6). In case of proper spectral filtering, the aliased spectral energy components should be filtered out. A sensitivity analysis to the four spectral filters has shown that XMFit current estimates for this period in time are most sensitive to the Global Aliasing filter. A brute forcing approach, in which an optimal filter parameter set is found by trying all possible combinations, showed that the optimal filter parameter for the Global Aliasing is far off from the value that XMFit normally gives. The optimal value is explained by the fact that spectral components with highest energy levels are located at other positions in the image spectrum.

The differences in accuracy between both validation periods emphasize that the results are specifically valid for the time periods considered in the point- and spatial validation work. For the point validation period, the filter accidentally works fine, however for slightly other wave conditions in the spatial validation period, the current estimates may be heavily influenced by an improper functioning filter. Therefore, generalizing the results from this thesis to other locations and time periods is still difficult. Therefore, additional temporal and spatial validation is required under various environmental conditions.

This research revealed that accurate radar current measurements are predominantly based on a (correctly filtered) image spectrum with high spectral resolution. Therefore, optimizing the filtering and developing new methods to obtain accurate radar measurements with small cube sizes should be the points of focus of additional work with the XMFit algorithm. Full confidence in the XMFit current retrieval method should be obtained for simple cases with low complexity before studying complex hydrodynamics.
RECOMMENDATIONS

The work presented in this thesis examined the relation between spatial scale of wave dispersion analysis and accuracy of radar current measurements. Validation of radar currents was performed by comparing radar currents to ADCP measurements of a 6-day period and two periods of approximately 3 hours of drifter measurements. Radar currents were obtained by analyzing wave dispersion on several spatial scales. In this chapter, the limitations of this study are described and opportunities to improve XMFit current estimates even further are recommended.

It is emphasized first that a higher level of understanding about the fundamentals of radar currents is required. Striking examples were knowledge is lacking are the debate about Stokes drift in radar images, the uncertainty in the valid depth of radar current measurements and the spatial quality of radar derived current fields. Validation studies in general examine the performance of radar current measurements only for a short period, often associated with ideal conditions. The first step towards improved understanding of radar current fundamentals is a continuous spatial validation for an extensive period in time. Then a better understanding of the performance of X-band radar under various environmental conditions is obtained. In this work, a complex hydrodynamic area is considered. However, to obtain detailed understanding on radar currents it is strongly recommended to validate radar currents in an area with simple hydrodynamics.

This study was limited to the relation between the spatial scale of wave dispersion analysis and the accuracy. However, previous research showed that the temporal scale of the analysis is a key factor for the accuracy as well, since the temporal scale directly relates to the frequency resolution of the image spectrum and the number of spectral components in the fit. Therefore is recommended to investigate the effect of the temporal scale on the accuracy by keeping the spatial scale of wave analysis constant and vary the temporal scale. This additional research should then be concluded with the relation between both scales of wave dispersion analysis and the accuracy of radar current measurements.

In this thesis, it was assumed that radar current measurements are Lagrangian. Missing ADCP measurements for the near-surface layer of the ocean forced to develop a method in which information of Lagrangian Stokes drift for this layer is included. Therefore, the Eulerian measurements of two deployed ADCP at two single locations are corrected for the surface Stokes drift. Impressive improvements in the results was obtained due to this correction. Therefore it was concluded that the current data supports that radar current measurements are Lagrangian. However, the alignment in current magnitude during the storm is still needs improvement. This is required because the Stokes drift formulation applied in this work is valid for a single ocean wave. However, in this thesis mean values for the variables were substituted, resulting in only a rough estimation of the actual occurring Stokes drift. It is recommended to do more research on which part of the Stokes drift is exactly included in the raw X-band radar current. Herein the focus should be on storm conditions in shallow areas, for which the effect of Stokes drift is most pronounced. The most suitable approach is to apply the formulation to individual spectral wave components in order to calculate the Stokes drift for a single spectral component. Hereby it is extremely valuable to use measured directional wave spectra at the location of the in-situ instrument. This additional work on Stokes drift should aim to obtain theoretical and more physical evidence for radar currents being Lagrangian, which may ultimately lead to a validation procedure in which
standardized in-situ measurements are prescribed as ground-truth.

Another limitation of this study is the drifter data. Those measurements are obtained with another purpose than radar validation. Therefore, drifters were not repetitively deployed in the same area but move freely trough the radar domain. The dynamic grid approach was developed, in which radar and in-situ current are compared on similar spatial and temporal scales along a drifter track. However, this strongly limits the area where radar current measurements are validated. Only grid points along a few drifter tracks are examined, which have limited spatial coverage. It is therefore recommended to do a large-scale spatial validation of radar currents. This experiment should include the simultaneous deployment of multiple ADCP and drifter instrument on the same moment in time. The ADCP should be placed in multiple cross-shore arrays so that full coverage of the radar-domain is obtained. Drifters should be repetitively deployed in several predefined fixed squares that cover the full radar domain according to the method of Ohlmann et al. (2007). This large scale experiment may provide information on the spatial quality of radar current fields.

The spatial validation revealed that XMFit does return inaccurate estimates of the in-situ current for grid points in the surf zone (first 500 m from the coastline). The consistent overestimation was linked to anomalies in image spectra due to non-linear wave effects and non-uniform wave dispersion properties over a large computational area. It is therefore recommended to develop an adjusted method to be able to accurately derive in-situ currents for a large part of the surf zone. The focus should be on obtaining high resolution image spectra for small cube sizes, since the hydrodynamics have a higher chance of being uniform in smaller areas. Furthermore, this method should include non-linear wave effects that are responsible for anomalies in the image spectra. It is remarked that from the location where waves start to break to the shore, depth-inversion should not be applied at all since it is based on the linear wave theory, which is not valid for this area.

This thesis work has proven that the accuracy of radar current measurements is extremely sensitive to the spectral information. Optimization of spectral information used in the depth-inversion algorithm is the key to even more accurate current estimates by XMFit. The results for the spatial validation showed that a properly functioning filter to remove aliased spectral energy is essential. With brute forcing, a set of optimal parameters is found that resolves the offset in current direction. However, this method is inefficient regarding computational effort. Therefore it is recommended to adjust the filter of aliased energy. The focus for the development of the aliased energy filter should be on the implementation of a mechanism that is able to recognize the difference in spectral position of wave energy between the aliasing location and grid point location. This could possibly be implemented by applying a simple formulation for wave refraction.

Next to the optimization of spectral information by filtering, it is highly desirable to investigate the effect of the shift of spectral energy in $k - \omega$-space with respect to its theoretical position. This shift was recently found by Tenthof van Noorden (2015). The cause of part of the shift (1 pixel in $k_x$ and $k_y$-direction) was discovered: an unequal amount of positive and negative solutions for the FFT in MATLAB. A quick test along the representative flood drifter trajectory shows that this 1-pixel energy shift has a major influence on the results:

![Representative drifter track](image)

**Figure 8.1:** Offset in XMFit current direction is almost zero when spectral energy is on the correct location

The increase in accuracy after correcting for the 1-pixel shift in spectral energy is impressive. The offset in current direction is completely resolved and current estimates are almost equal to the in-situ drifter measurements. The results after correction for the 1-pixel energy shift show that it is of paramount importance to analyze the accuracy of radar current measurements for other current time series as well. The combination of an improved aliasing filter and additional testing on the effect of the correction for spectral energy shift may finally lead to radar current estimates that have accuracies close to the level of direct application in coastal engineering projects.
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