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Chapter 1  Introduction

Antipersonnel landmines (APM) represent a constant threat to civilians and military units in many countries all over the world. Land mines are used to secure disputed borders and to restrict enemy movement in times of war. In a military theory APM serve a purpose similar to barbed wire or concrete dragon's teeth vehicle barriers, channeling the movement of attacking troops in ways that permit the defenders to engage them more easily. From a military perspective, land mines serve as force multipliers, allowing an organized force to overcome a larger enemy. But being comparatively cheap the APM are dispensed over large areas where they remain long after a war has ended. Presence of the APM often causes civilian deaths or mutilation and the fear of them results in economical disasters in rural areas affected by wars. According to anti–land mine campaigners, in Cambodia alone, mines have resulted in 35,000 amputees after the cessation of hostilities. Removal of landmines is dangerous, slow and costly. The total amount of deposited APM is estimated in excess of 100 millions and is growing [1, 2].

Although they may come in different shapes and sizes, the majority of the most widely spread APM follow the description of a small plastic cylinder of 5 to 12 cm in diameter and 4 to 8 cm in height filled with TNT [3]. Inner composition of APM varies from type to type and some of the developed technologies are in principle able to differentiate between the types. However, the main problem on the practical level remains low or no metal content of some of the APM of modern types. It is generally percept that the versions of the APM, which possess considerable amount of metal, represent lesser challenge in their detection.

The detection and clearance of the APM is very difficult and very important task. An area is counted as ‘cleared of mines’ if 99.6% of all mines formerly present in it have been detected and removed [2]. Although there is no clear restriction on the false alarm rate (FAR) but it is generally understood that the higher the FAR, the more time consuming, tiresome, and expensive the demining becomes. Currently, the main tool to locate an APM is still a prod. The prodding during which the whole area is meticulously tested by manually inserting a prod into the ground is a slow and dangerous process. The FAR here often counts to 100 false alarms per correct detection. Therefore the prodding is often preceded with the use of an inductive metal detector. This device allows fast and reliable detection of metal. There are two problems related to it: a) some of the mines contain little or no amount of metal and b) former battle-fields often contain too much metallic debris, which prevent tuning of the detector to low metal content.

Therefore many alternative technologies to help mine detection are under development. They include both biological such as the use of dogs, rats, pigs and even plants (see the discussion in [2]) and different non-organic approaches. Among the last the most promising are (in no particular order) Thermal Infra-Red cameras, Nuclear Magnetic Resonance based devices, artificial noses, and Ground Penetrating Radar (GPR).
This thesis is focused on the development of the algorithms of improved detection of the plastic-cased landmines with Ground Penetrating Radar. The Introductory chapter continues with the state of the art description of GPR technology. The approach taken to the developments of the thesis based upon this description is outlined in the conclusion to the chapter.

1.1 GPR technology for mine detection

Ground penetrating radar is a noninvasive electromagnetic geophysical technique for subsurface exploration, characterization and monitoring [4]. Its operation is based on emitting of electromagnetic waves into the ground where they are scattered by the nonhomogeneities. The energy scattered by the inhomogeneities in the soil is registered by the radar. The data acquired during these measurements are used to infer the structure of the subsurface. The reason of applicability of GPR to the problem of detection of APM coincides with the source of the main difficulty in its use. GPR is sensitive to any inhomogeneity in the ground. Therefore any APM regardless of the metal content can be detected. On the other hand, all the inhomogeneities, which do not represent mines, show up as a clutter in GPR images.

By the way GPR devices emit their probing waves they can be divided into two groups: the stepped frequency continuous wave and video-impulse radar. In the first case radar constantly radiates a sinusoidal electromagnetic wave, which frequency is changed by a certain law. In the second case a short electromagnetic video-pulse is emitted. Both types of GPR are developed for the use in mine detection. It is generally accepted the pros and contras of the two approaches have primarily technical nature and well balance each other.

The other way to divide mine-detection GPR devices is by the mode of their operation. GPR are made hand-held, vehicle mounted or platform mounted. This is a more principal division and the radars developed for different operation mode normally solve different problems.

1.1.1 Hand-held devices

The hand-held devices are supposed to be operated much like the inductive metal detectors. An operator of such radar covers the interrogated areas with sweeping motions trying to maintain constant velocity of movement and height of the antennas. As none of this requirement is easy to adhere to, the data processing and feature extraction algorithms are difficult to develop. On the other hand, such devices are easily transportable, may be used in difficult terrain conditions and what is also important are cheap [5].

The mine detection by these devices normally is confined to the detection of change in the background, which can be attributed to the presence of an object [5-9]. The resulting false alarm rate is quite high and therefore various advanced techniques aimed at lowering it are developed. Encouraging results have been re-
ported on the use of data processing based on hidden Markov models [6-8] and even Synthetic Aperture Radar [9]. Moreover, the hand held devices are often paired with inductive metal detectors into the sensor arrays [5, 9]. In the latter case it has been reported in [8] that the performance of the automated EMI/HH GPR sensor array was close to if not surpassing the performance of a human expert.

GPR of this class are aimed at the mine detection in the terrains difficult to access where no other solution is possible. On the other hand, there exist inherent limitations on the size and weight of these devices and problems related to their operation mode. These problems and limitations can be overcome by larger devices mounted on different types of vehicles.

1.1.2 Vehicle-mounted devices

The main alternative to the hand-held devices are the vehicle-mounted ones. These devices are mounted on various types of vehicles and may be used where the interrogated terrain allows the movement of the carriers. GPR of this type are divided into the two groups: forward-looking devices and downward-looking ones.

The forward looking devices, such as NIITEK-Wichman [10-12], FLGP-SAR [13], GPR developed in Stanford Research Institute [14], and some others operate in predicting mode. They illuminate the interrogated terrain obliquely and receive part of the energy scattered by the mines. In such a set-up plastic-cased APM are very difficult to detect and the whole approach is more characteristic to the anti-tank mine-detecting devices. At the same time the technology of detection of the anti-tank mines with the forward-looking GPR devices has been already developed to the industry level [15].

As a main alternative, the vehicle mounted GPR may be downward looking. In this case the device is fixed on a frame in front of or to the side from the carrier. The device then interrogates the terrain directly underneath it. Some of the systems implementing it have been developed to the industry or industry-prototype levels [16-20]. Most of the University level research is made around the systems that emulate the downward-looking vehicle mounted GPR approach, where a vehicle is often replaced with an accurate scanning platform [21-28]. The popularity of the approach is explained by the fact that if technically feasible it represents the best possible conditions from the radar point of view.

1.1.3 IRCTR Scanner-mounted GPR

The mine-detecting ground penetrating radar developed at IRCTR [29-31] represents a very accurate realization of a scanner-mounted downward-looking video-impulse GPR. The general idea behind the development of this device was implementing of the most flexible and extensive set of radar possibilities. The developers compromised on the cost and weight of the radar in order to assure the stability and vastness of the data it provides.
The resulting GPR simultaneously uses two orthogonal polarized transmit antennas [30] and four receiver antennas connected to the independent channels correspondingly. This set-up results in four co-polar and four cross-polar receiving channels. The identical dielectric wedge antennas are used as transmitters, identical loops are used as the receivers. The receive antennas are placed directly underneath the transmitters in order to narrow the footprint of the antenna system and thus to enhance its spatial resolution. One of the consequences of the design is that the direct wave is the largest signal in the system, which defines the upper limit of the system’s dynamic range. The radar is capable of collecting single echo-returns (called A-Scans) in the stop-and-go and continuous modes. The continuous data acquisition results in echo-profiles (called B-Scans). Collections of adjacent B-Scans constitute 3D datasets (called C-Scans) which are the primary format of the raw data for the device.

The radar (Figure 1.1) has 4 quasi-monostatic transmitter-receiver pairs (T1R2 and T2R1 co-polar; T1R3 and T2R4 cross-polar) and 4 significantly bistatic ones (T1R1 and T2R2 co-polar; T1R4 and T2R3 cross-polar). The radar is therefore capable of collecting fully polarimetric data. The heights of the receiving loops over the surfaces vary from 10 to 30cm depending of the scanner platform settings. The distance between the receiver loop and the aperture of the transmit antennas is 28 cm.

![Figure 1.1 Video-impulse GPR of IRCTR (left) and its antenna configuration (right); Txi represent transmitting and Rxi – receiving antennas](image-url)
The high quality of the hardware and the high stacking number provide a sub sample stability of the firing times of the generator. The jitter of the system has been determined equal to 6.47 ps on the entire C-Scan. After the slow trend of the generator towards the earlier firing time has been removed from the data the jitter becomes smaller and equals to approximately 3.5 ps. In both cases the jitter is well inside of one sample. The Radar and Scanner used to acquire the data considered in this thesis are detailed in Appendix C.

1.1.4 The main challenge in mine detection with GPR

It has been shown by the results of many researches that the problem of APM detection can not be solved on a straightforward hardware level [2, 5, 12, 15, 23]. That is, unlike the ‘signal detection in noise’ situation the mine detecting radar faces the following problem: the more sensible and accurate the hardware is the more of ever-present soil inhomogeneities and friendly objects it detects. Moreover, the energy scattered by the plastic-cased APM is very often lower than that scattered by friendly objects and even in some cases by the surface roughness. This renders the ‘level threshold’ detection inapplicable and the necessity in development of feature based detection becomes apparent. In turn, any type of feature-based detection requires the development and application of sophisticated data processing algorithms.

From a humanitarian demining perspective I see the following main challenge in mine detection with GPR. The false alarm rate on the (nearly) 100% detection level must be lowered until acceptable level. The acceptable level supposes that the operation of mine detection becomes faster in comparison with currently existing techniques (hence metal detector aided prodding). In order to achieve this goal a framework of data processing, feature selection and feature fusion algorithms must be built.

The issues connected with the building up of such a network will be treated in the present thesis.

1.2 Data processing algorithms

Successful detection of APM especially plastic-cased requires development of various feature-based detectors. This implies the development of the techniques of clutter suppression, feature selection and extraction, feature fusion, and multi-feature based detection. Virtually every landmine detecting GPR is equipped with its own set of data processing and interpretation routines. The algorithms accompanying each GPR correspond to the conditions in which the device is supposed to operate and to the problems it has to solve. The GPR data processing algorithms can be conventionally divided into four large classes of: clutter suppression, focusing, feature extraction and detection, and feature fusion.
1.2.1 Clutter suppression algorithms

As it was mentioned above, the main problem for detection of APM with GPR is the clutter. The clutter, which is defined as any electromagnetic phenomenon not associated with targets, cannot in general be treated as white additive noise. This significantly complicates the issue of the clutter suppression. Most of the algorithms of clutter suppression are based on the background subtraction in various forms [32-37]. The main idea of the algorithms of this type is the definition of the background model and then subtracting it from the measured signals. The simplest form of such algorithm is mean value elimination, often used in civil GPR systems in the generic or windowed format. In the latter format it has been implemented with some success for the mine detection GPR [32]. In [32] a 3-D realization of this approach where the averaging is made over an elliptic cylinder centered on the A-Scan in question is used. The technique has been shown to successfully eliminate the direct coupling and to a large extent suppress the surface bounce. Success in the latter aspect generally depends on the apt selection of the size of the averaging cylinder. Various implementations of the same approach that use median filtering etc. were also considered [33-35]. All these approaches, however, fail at least partially if the surface roughness is such that the apt selection of the averaging (or median determination etc.) radius leads to the disruption of the target signatures.

Thus more sophisticated approaches to the clutter characterization are developed. A characteristic example of such developments is reported in [36] where the scattering associated to background and targets are represented with damped exponential models. Differences in the model parameters for the cases of surface roughness and localized objects are successfully used to suppress the background clutter better than average elimination.

Another approach has been suggested in [37] where a Gaussian model for surface roughness was assumed and used for construction of the algorithm clutter suppression. The algorithm uses the times of arrival of clutter/target wavelet phenomena for optimal projection of them onto ‘ideal flat surface’ space. The differences in the resulting projections between the ‘clutter alone’ and ‘clutter and target’ situations are used for suppressing the former.

Despite significant successes achieved inside the clutter model approach there exist a principal problem, which they cannot overcome. Namely, regardless of how successful the surface clutter selection is, the algorithms constructed based on its model cannot suppress the electromagnetic phenomena associated to localized objects. Hence the responses of APM and friendly objects alike are not suppressed by the algorithms. This often leads to the inflation of false alarm rate. A possible solution can be found by constructing the clutter suppression algorithms operating from the ‘target model’ approach.
1.2.2 Focusing algorithms

Additive noise itself can be a problem for detection of plastic-cased APM due to their small size and weak scattering contrast. On the other hand, it is well known that electromagnetic phenomena associated to any localized object including APM leave hyperboloid-like traces in C-Scans. Exploiting this information it is possible to collapse these traces into localized bulbs using some kind of a focusing transformation [4]. The focusing is a common technique which ultimately uses a sort of a radon transformation [38] to coherently sum the signals scattered by localized objects. The improvement in signal to noise ratio (SNR) is caused by self-cancellation of the non-coherent noise phenomena, whilst object-related phenomena are summed coherently and thus enforced. Synthetic Aperture Radar (SAR) technique is a closely related concept from a remote sensing [39] that uses similar transformation to increase the images resolution. It can be shown that the SAR formulation implements the optimal filtering technique for imaging of a point object on the basis of a B-Scan or a C-Scan [40]. In [40] SAR 2D technique had been successfully applied to GPR data to improve resolution of the images of elongated objects. The generic form of a focusing algorithm in time domain can be represented by:

\[
F(\tilde{r}) = \int \int _{\mathcal{A}} C_{\tilde{z}, \tilde{r}}(T) d\tilde{z} d\gamma
\]

where \( \tilde{r} = (x, y, z) \), the point being imaged, \( C_{\tilde{z}, \tilde{r}}(\cdot) \) and \( F(x, y, z) \) represent initial and focused C-Scans, \( \mathcal{A} \) is the 2D aperture of the radar to be synthesized, and \( T \) is the time needed for a probing pulse to travel from the transmit antenna to the point being imaged and backwards to the receive antenna. Techniques of same type can be applied in frequency domain, which leads to the similar formulations [13, 41]. Other developments in this direction include the combination of the delay-and-sum approach techniques with those originated in wave equation [42] and attempts to speed up the computation process by a technique resembling FFT in Cooley-Tukey formulation [43].

Another approach to the focusing is a wave-equation based migration. The wave-equation based migration is a technique originating from geophysics [44] where it used as a primary imaging tool. Some connections between the migration and SAR – based techniques were established [45, 46] but the former is lesser known in APM detection.

As it is shown in number of publications, the use of focusing techniques is a highly desirable step in GPR data processing chain for detection of APM. These algorithms by themselves do not separate the targets from friendly objects, but they a) suppress the noise very effectively, b) transform the data from time- to depth-domain, which greatly helps interpretation of the images, and c) allow more effective use of feature-based detection algorithms. The drawback is the high computational load and hence the time consumption, which makes them inconvenient if not impossible to use when a real-time processing is demanded.
1.2.3 Feature based target detection algorithms

As already discussed, the detection of APM mines with GPR on the basis of energy threshold alone leads to unacceptably high false alarm rate. Therefore, the detection must be made on the basis of one or more features. A feature in this context means any scalar number parameter \( f \), which can be associated to any object (or set of coordinates) suspect for being (or hosting) a target. This definition describes a generic target detection algorithm in a hypothesis testing theory terms:

\[
\begin{align*}
H_0(f) & : \text{target signature + clutter} \\
H_1(f) & : \text{clutter only}
\end{align*}
\]

This is a fairly common definition of the detection problem to target detection, so most of the publications referred above describe their approaches in these terms. It is understood that the more distinguishable the distribution densities of a feature \( f \) are for the classes of target and clutter, the better detection level is achievable. It is also understood, that more than one feature is employed for the decision making. However for the two-class hypothesis testing problem (1.2) the optimal decision is made on the basis of exactly one feature [45]. This means that the generic fusion process takes as an input an arbitrary amount of scalar features and results in a single fused (decisive) one.

A vast variety of features is used to detect the APM. In every particular case the features are selected taking into account the nature of the problem and the characteristics of the targets and the hardware. Hand held devices require very robust approaches. In [6] the detection with hand held GPR is considered in depth. As mentioned before, only a limited set of features is robust enough to be used in this set-up. In the reference a measure of the deviation of measured data from what is predicted by a background model is used as a numerical parameter. Obtaining quite promising results in terms of detection the authors had to settle with quite high rate of the false alarms. They developed a more sophisticated technique [8] combining the hand held GPR with metal detector. The main feature used to discriminate between targets and clutter was the closeness of the observed figure in a frequency domain to a predefined ‘target pattern’. This feature has shown supremacy over energy detection in the presence of friendly objects.

Detection of APM using vehicle-mounted and simulating them scanner mounted devices provides the possibilities of using thinner features. For example in [22] the background model is defined and then updated considering consequent A-Scans. The list of features suggested for the mine detections include: ‘amount of innovation’ introduced by a tested A-Scan into the Kalman filter; the difference between a background signal and a tested A-scan measured using pulse deconvolution, wavelet decomposition, and trimmed average power. The Kalman filter based technique is demonstrated to have the superiority over the other three. As the work is solely based on the background model the robustness of the approach to the presence of friendly objects is not covered.
In [17] a fuzzy logic approach is used to detect hyperboloid traces left by targets. The detection is quite successful but since any localized object can be characterized with hyperboloid traces no robustness to the presence of friendly objects is outlined in this reference. Analogous results are obtained with the use of the level of polynomial fitness of the object traces as a primary feature [11]. Further developments of the algorithms based on the hyperbola-distributed phenomena include the use of hidden Markov models [18, 19] and higher order statistics [12].

Almost entirely different features are used when the detection is made in focused GPR images. In this case all localized objects are represented in images with bulb of various shapes and intensity. In [43] the time-frequency analysis apparatus is employed to distinguish between the targets and friendly objects. Coefficients of Choi-Williams distribution are used to form the decisive feature (see subchapter 1.2.4 on the details of the fusion process). In [44] essentially the waveform of the object image in focused A-Scan is used to distinguish between the targets and clutter.

Seemingly in all cases described in the references the detection of the plastic cased APM is achievable. On the other hand, achievement of an acceptably low rate of false alarm is much more challenging and an open problem. It is also quite visible that this problem cannot be solved by one measured feature. Therefore: a) methods of clutter suppression should be further developed and b) feature fusion techniques should be studied.

### 1.2.4 Feature Fusion

It has been seen already that the problem of detection of APM requires the use of multiple features. The optimal way of combining the information these features provide is called feature fusion. Besides, the problem of fusion of different features for target detection always arises when any multi-feature system is used. A system may comprise sensors of different nature, or just independently acting radars, or the same radar operating in different modes, or even the same flow of the raw data from the radar can be processed by different algorithms, which produce different features.

Three of the examples considered in the previous subchapter required the fusion of the used features. In particular, the hand-held GPR combined with an EMI sensor in [19] utterly provided the set of two confidences coming from each of the sensors. In that reference the fusion is organized by simple take of a geometric mean. In [43] the coefficients of time-frequency distribution taken as individual features are combined into the decisive feature by means of linear discriminant analysis [45]. The waveform based detection in [44] is organized via maximum deflection criterion based quadratic classifier [46].

The fusion of the features obtained from cooperating sensors is a separate and actively investigated topic. Here I mention the main direction of its development in application to the detection of APM. In [47] a feature and decision-level fusion of infrared camera, GPR, and metal detector is treated. The authors apply generalized
maximum likelihood theory to the problem. A multivariate target and clutter feature distributions are evaluated from training data by means of Monte-Carlo like modeling. The performance of the resulting classifier is quite high when evaluated via leave-one-out method (all of the data except for one target are used for training and this one target is then detected). As no blind test is provided it is impossible to assess the robustness of the algorithms.

On of the two main alternatives to the generalized likelihood ratio approach in feature fusion is the use of the Dempster-Shafer evidence theory [48]. In [49] this theory is used to build-up a two-level belief function model for EMI/GPR/IR sensor array. The result of the fusion clearly demonstrates the superiority of the sensor array over any given sensor. It is difficult to judge the robustness of the algorithm to the change of the environment and targets as no blind test is provided. In [50] the same theory is used to fuse the data from EMI/GPR sensor array. Although the belief system in this case has one level, the gain given by the use of the fusion is clearly demonstrated. The research is done in laboratory conditions and this prevents the assessment of the robustness of the algorithms.

In [51] the problem of data fusion in polarimetric IR/GPR sensor array data fusion is considered. The author uses the second main alternative to the generalized likelihood test, which is a development of the k-NN (k nearest neighbors) approach. A learning vector quantifier (LVQ) classifier provides very impressive results when tested by leave-one-out approach. But the performance was less impressive when the blind test is done. The variability of the feature from the training to the test site is given as the main reason for the deterioration of the performance. But the overtraining of the algorithm may also occur as the k-NN based algorithms often have quite complex decisive border [45].

Use of the generalized likelihood ratio approach (or Bayesian approach) is the optimal way for the feature fusion [45]. However, it is embarrassed by the necessity of evaluation of complex integrals to compute the feature densities. Moreover, the approach can also be plagued by the overtraining issue. At the same time the cheap alternative provided by the maximum likelihood based quadratic classifier is only optimal for the normally distributed features and fails when the feature distributions are skewed. However there exist methods of quasi-normalization of distributions [52] and these methods will be adapted in the thesis to help the mine detection with GPR.

1.3 Conclusion for Chapter 1

As it is seen from the description above the Ground Penetrating Radar can and should be used in mine detection. The main difficulty on this way is the high false alarm rate. As it can be seen from the introductory chapter a wide range of questions remain open in the research on the APM detection using GPR. In this thesis I shall take on the problem of reducing the false alarm rate in APM detection using multi-waveform full-polarimetric video-impulse GPR. The two main instruments that will be developed and used to achieve this goal are:
1.3 Conclusion for Chapter 1

- Statistics based multi-feature detection;
- Waveform based clutter suppression

Suggested approach is sound since it is based on the firm theoretical basis both in feature-fusion [45] and clutter suppression [53] aspects. At the same time the approach is novel since the algorithms of feature pre-normalization and feature fusion are not found in the literature in application to land-mine detection. Also the importance and perspectives of the wave-form analysis in landmine detection is mentioned in several published papers [26, 43] but this aspect of GPR data processing is not yet explored.

The following statements will be substantiated in the thesis:

1. An open automated framework of the multi-feature based detection of APM with use of GPR can be developed
2. This framework should use Bayesian approach to the feature fusion expressed by means of the linear-quadratic classifier
3. In order to enforce effectiveness of such classifiers certain measures should be undertaken to ensure the (quasi) normality of the decisive features
4. The current state-of-the art approach to the clutter suppression is based on the concept of decrypting the clutter and detecting any deviation from it. This approach is important but in itself unsatisfactory for lowering the false alarm rate.
5. The wave-form based clutter suppression algorithms can be developed. In such an approach the clutter suppression would operate from the target model and suppress all waveforms, which cannot represent targets. It is supposed that such an approach when paired with the classical can significantly improve detectability of targets and suppress the false alarm rate.

The present thesis is built on the following assumptions:

1. It is supposed that any given decisive feature forms a confidence map in which the targets may be detected independently. Auxiliary features may be constructed using such a map.
2. It is supposed that an optimal set of features representing targets can be devised from a training site and then used at a blind test site.

The thesis is organized in the following way. The core of the statistical approach and feature normalization techniques are described in the Chapter 2. The Waveform based clutter suppression techniques are discussed in the Chapter 3. The process of forming of confidence maps is treated in the Chapter 4. Also in that Chapter the procedure of the selection of the best features to detect the targets in the given conditions is discussed. The algorithms suggested and described in the Chapters 2 -4 are tested on the measured data in the Chapter 5. The Chapter 6 represents the Conclusions for the thesis. The descriptions of technical character, such as details on the operating hardware, data pre-processing, measurement sites and set-ups are given in the Appendix.

The construction of the data processing framework presented in the Chapter 2 constitutes a novelty. The algorithms of simultaneous quasi-normalization of the
feature distributions for the classes of target and clutter discussed in Chapter 2 are also novel. The entire scope of the Chapter 3, i.e. waveform based clutter suppression/target detection techniques described in the chapter, is original. The projection techniques presented in Chapter 4 were also developed by the author.
Chapter 2  Statistical Approach to Feature-based Mine Detection Using GPR

As it has been shown in the Chapter 1, GPR technology can be successfully used for detection of plastic cased APM. However, the false alarm rate, which corresponds to a 99.6% detection level, may be unacceptably high for any single feature or even single sensor. Therefore it is necessary to come up with a framework that would allow detection of APM on the basis of several different features extracted from the GPR data. The GPR data in turn can be processed in several different ways to allow the extraction of various features.

In this chapter I suggest such a framework. It represents a statistics based approach to the mine detection incorporating a set of features, each having its own distribution for the classes of mines and clutter. The feature characterization approach is based on sample probability density functions for classes of targets and clutter learned from a training set. In this approach for each feature map the sample probability density functions are modeled either parametrically or non-parametrically based on the data acquired at a training site.

A short description of the framework reads: a 3-D GPR dataset is processed to produce a 2-D map of certain decisive feature; each point on the resulted map represents a confidence of a mine being present in (or underneath) the given location according to the given feature; the probability of the mine or clutter presence in the location is computed on the basis of confidences and their distributions learned from a training dataset. Using the probability distributions of individual features a quadratic classifier is built based on either maximum likelihood (ML) or maximum deflection (MD) criterion. In order to ensure that the quadratic classifier does indeed correspond to one of the criteria the individual features are transformed in such a way as to ensure their normal distribution. The resulting classifier is used as a plug-in rule on a test site.

Unlike the approaches suggested in [50-52, 54-60] the current one makes use of quadratic classifiers [45]. These classifiers stem from generalized likelihood test approach and are more robust than nearest neighbor based approaches when used as plug-in rules. The approach is illustrated in the Figure 2.1 in the form of a flow diagram. Following the diagram, one starts acquiring the data with one or multiple data acquisition scenarios, thus producing $P_{raw}$ C-Scans. These raw C-Scans undergo a data pre-processing step, which enhances the quality of the data in the technical sense (for the details see Appendix A.2 ). One or several Data Processing Schemes are applied to each of the pre-processed C-Scans thus yielding:

$$P_D = \sum_{i \in P_s} \sum_{DPS_i} CM$$

confidence maps. The initial detection is made in each of these maps. The confidence value found in each detected location constitutes a scalar feature. Collection
of these features, each possibly supplemented with some additional co-features derived from its map, constitutes the output of the data processing scheme. Together they form the pool of decisive features. The features constituting this pool are independently transformed in such a way that their distribution densities become (quasi) normal for training data. The normalized features are used for feature fusion resulting in one fused decisive feature. The final decision is made comparing this feature against a threshold.

Therefore the suggested approach is the non-supervised one in which any available data are processed independently to form the feature pool, then are normalized, and then are subjected to the classification by a quadratic classifier.

Further in this chapter I shall detail on the processes encapsulated in the diagram in Figure 2.1. Namely, the Chapter is organized in the following way: I shortly describe a generic automated data processing scheme (DPS) developed by myself in the subchapter 2.1; the feature fusion techniques are addressed in the subchapter 1.1; and a very important notion on the feature normalization is discussed in the subchapter 1.1.
Figure 2.1 Diagram of the suggested approach to mines detection
2.1 Automated data processing schemes

As it was shown in the Chapter 1.1, data processing schemes for automated detection of APM typically contain steps aimed at the clutter suppression, feature extraction, amplification and feature based target detection, labeling of the locations suspect for the presence of the targets, assigning a decisive feature value associated to each suspect spot, and finally target/clutter dichotomy by means of a threshold. Thus a generic DPS follows the paradigm:

\[ Clutter \text{ Suppression} \rightarrow \]
\[ Feature \text{ Extraction} \rightarrow \]
\[ Confidence \text{ Mapping} \rightarrow \]
\[ Initial Detection \]

Further in this subchapter I describe the particular steps of (2.2) as they are developed for this thesis.

2.1.1 Clutter suppression

As it was discussed in the subchapter 1.2.1, the state of the art in the clutter suppression for mine detection with GPR is set on the background removal. The successful clutter suppression means removal of the direct wave, ground bounce, and background scattering phenomena which are not connected to localized objects. For the purposes of this study I select a cylindrical moving window average (MWAE, [23]) as the background clutter suppression tool. The MWAE operator is given by:

\[
\bar{C}_{xy}(t) = C_{xy}(t) - \frac{1}{N_{\alpha x \beta y < R}} \sum_{\alpha x \beta y < R} C_{xy}(t)
\]

where \( C_{xy}(t) \) is an A-Scan measured at the location \(<x, y>\), and the parameters \( \alpha \) and \( \beta \) define the circular window in which the averaging is made. The values of the parameters are selected in such away that the circle they form defines a 'fairly constant' area on the ground. The opposing criterion is that (2.3) should least disturb the responses of targets. The factual radius of this circle is a subject to change from site to site depending on ground roughness and the size of the mines to be detected. For example, for sandy minefield simulation sites considered in this study a 16cm radius is shown to produce good results. This radius is used in the examples throughout this thesis unless explicitly stated otherwise.

The operation defined by (2.3) has been producing acceptable results in removing the direct wave and air/ground interface [32]. However, being a single clutter suppression measure filter (2.3) allows significant amount false alarms. These false alarms may come from any localized object and will be counted as a target. More sophisticated algorithms of background suppression are considered in [36,37,61] but they also fail to suppress the false alarms originated from scattering by friendly
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objects. The non-trivial issue of the suppression of this kind of clutter is treated separately in the Chapter 0.

2.1.2 Feature extraction and construction of a confidence map

As discussed in 2.1 some kind of the focusing algorithm is usually applied in a DPS unless a requirement of the causality is posed. In the case when the real-time and/or causality condition is imposed other hyperbola detection algorithms are used [11, 13, 62-64]. All these algorithms just like focusing exploit the hyperbola-like spatial distribution of electromagnetic waves scattered by a localized object. In this research no causality restriction was in place and therefore I am using a scalar stack migration SAR algorithm for the data focusing in the thesis.

The SAR procedure used here takes into account the refraction of the probing pulse at the air/ground interface. A spatial interpolation of the raw A-Scans is also used to ensure that the smaller objects are correctly imaged [65].

An optimal construction of a confidence map from a focused C-Scan is a topic for a separate discussion, which takes place in Subchapter 4.1. Here I confine to the note that the energy contained in a focused A-Scan with coordinates <x, y> is a robust feature to determine whether or not an object is placed in this location at some depth [8]. The energy based map is obtained from simple integration along the depth direction:

\[
E_{xy} = \int_{z_0}^{z_2} F_{xy}^2(z) dz
\]  

(2.4)

using some kind of approximation of an integral. In (2.4) called Energy Projection (EP) \(F_{xy}(z)\) represent focused A-Scans, which are smooth and quite slowly changing functions of depth. This approximation therefore does not represent any difficulty. In the thesis these types of integrals are obtained by a trapezoidal numerical integration.

In the suggested approach I treat the output of (2.4) \(E_{xy}\) or any other projection discussed later as a confidence map. Namely, the value taken by \(E_{xy}\) in any location <x, y> represents a confidence that a target is placed in it. Note that the confidence may or may not linearly correspond to the probability of a target presence in the given location [51]. If the definition of the confidence level is reduced to the sensor output value (e.g. 2.4) it requires introduction of a specific tool for the initial target detection.

2.1.3 Local Maxima Automated Detector

The tool for the initial target detection in confidence maps must label the locations in which a target is possibly placed. This problem is solved in this thesis by introduction of the Local Maxima Detector (LMD). The LMD calls the detection
in each point of a confidence map where the confidence feature finds its local maximum:

\[
B_{xy} = \begin{cases} 
M_{xy}, & \text{if } M_{xy} = \max_{\chi, \gamma} M(\chi, \gamma) \\
0, & \text{otherwise}
\end{cases}
\]  

(2.5)

where \( B_{xy} \) is the resulting detections map, \( M_{xy} \) is the energy or any other confidence map, and \( \Omega \) is the vicinity defining the system resolution.

The \( \langle x, y \rangle \) coordinates of non-zero entries of the map \( B_{xy} \) form the initial detection list. The values of \( B_{xy} \) represent the scalar feature value or the sensor output. As it is discussed later in Chapter 4.2 a few additional scalar parameters may be computed from the statistical properties of the immediate vicinities of the initial detections. The list of the initial detections and one or more scalar feature associated with each entry of the list constitute the output of a data processing scheme.

The effective performance of the LMD is guaranteed for the projection (2.4) or any other type of a confidence map construction provided that a decisive feature takes non-negative values. Use of the LMD is of great importance when dealing with high resolution GPR data. As it is discussed in Chapters 1.1.3, Chapter 1 and Appendix 1.1 a typical confidence map consists of approximately 40000 pixels. It is obvious that no testing that requires considerable computations for each pixel is possible before their number is severely reduced. The LMD provides this reduction producing 15-30 labels per square meter. This number is also unacceptably high for a human expert testing but it allows a fast automated processing of polynomial level of computational complexity.

2.1.4 Parameters of a decisive feature distributions

If a 99.6% detection requirement is relaxed or the amount of false is allowed to be arbitrary high, the mine detection problem can be solved using any one particular map with one decisive feature. To predict the quality of such a solution, one has to possess a knowledge of the distributions of the decisive feature for the classes to separate. Application of a DPS results in an independent random variable \( x \) that can be described in terms of its probability distribution function

\[
\Pi(f) = \Pr\{x \leq f\} 
\]  

(2.6)
or its probability density function

\[
\pi(f) = \frac{\partial \Pi(x)}{\partial f}
\]  

(2.7)

In the training phase the functions (2.6) or (2.7) must be estimated from the measured data for the two classes separately. In the unlikely case where a good model exists for a prediction of a feature density, the training data are used to fit the parameters of this distribution. In this case only a few numbers describing the parameters of the distribution must be fitted. In other cases the distribution density may be described non-parametrically using techniques like normalized histograms.
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[66] or non-parametric kernel estimation [67]. In the latter case the probability density of a feature \( f \) is estimated from the measured dataset \( \{x_i\} \) via:

\[
\hat{\pi}(f) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{f - x_i}{h}\right)
\]  

(2.8)

where \( \hat{\pi} \) is the estimation of the density, \( n \) is the number of samples taken for the estimation, \( h \) is the window width, and \( K() \) is a differentiable kernel function satisfying

\[
\int_{\mathbb{R}} K(x) dx = 1
\]  

(2.9)

Gaussian or Epanechnikov kernels are used the most often. The kernel estimation technique is more robust than the one based on the normalized histograms. Moreover, it produces a result that is differentiable, which is of importance for some algorithms.

The most important for this study feature distribution parameters are conveyed in its first 4 moments. They can be estimated after the feature distribution function is described or alternatively computed directly from the measured data. The first two moments are estimated via:

\[
\mu_1 = \frac{1}{N} \sum_{i=1}^{N} x_i
\]  

(2.10)

\[
\mu_2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu_1)^2
\]  

(2.11)

where \( N \) is the size of the dataset. These moments define centrality and spread of the data and the data itself if they are normally distributed. If the latter is not the case the higher order moments must be taken into account. In this study considerations will be confined to the moments of the third and forth order. These moments will be used in the normalized on the variation form in which they are called skewness and kurtosis. Their sample estimation are defined by

\[
Sq = \frac{1}{N} \sum_{i=1}^{N} \left(\frac{x_i - \mu_1}{\mu_2^{1/2}}\right)^2
\]  

(2.12)

\[
Kr = \frac{1}{N} \sum_{i=1}^{N} \left(\frac{x_i - \mu_1}{\mu_2^{1/2}}\right)^4
\]  

(2.13)

The quantity \( Sq \) defines how much a distribution is skewed ( \( Sq = 0 \) for symmetrical distributions), while \( Kr \) determines the sloping of the distribution’s shoulders ( \( Kr = 3 \) for the normal distribution). These quantities are used for the pseudo-normalization of the feature vector distributions as described in the Section 2.3.
2.1.5 Target/clutter dichotomy and ROC curves

It follows from the Bayes theorem that the optimal separation of \( L \) classes can be achieved using \( L-1 \) features [45]. For our two-class case this means that a) feature fusion must result in exactly one fused feature and b) measure of classes’ separability can be assessed in 1D case. The feature fusion is addressed in the separate subchapter 1.1. This subchapter addresses the issue of representation of the separation achieved.

Several possibilities exist to measure the separation of two classes provided by a feature. If the distributions of the decisive feature for the two classes are given by functions \( p_i(x) \) one can obtain the Bayes error, which is the quantity describing the amount of misclassification errors in the case of the optimal separation:

\[
\varepsilon_B = \int_{-\infty}^{\infty} p_i(x) \, dx + \int_{-\infty}^{\infty} p_j(x) \, dx
\]

(2.14)

where \( x \) is an optimum decision boundary and \( p_i \) are the probability densities of the classes to separate. This is illustrated in the Figure 2.2, where the probability densities for the classes of target and clutter are shown. The densities are computed using kernel estimation approach (2.6) – (2.7) from samples of actually measured data. The optimal decision point \( x \) is at the intersection of the densities and the Bayes error for the given case is \( \varepsilon_B = 0.027 \). The decision point is marked with black line in the figure.

Figure 2.2 Separation of two classes on the basis of one feature.
For the humanitarian demining, however, the decision point is preset to be at 0.996 detection probability and therefore the error should be calculated via

$$ \varepsilon_{HD} = \int_{0}^{\infty} p_{1}(x) dX $$  \hspace{1cm} (2.15)

where $x_0$ is the point corresponding to the 99.6% detection level. The point $x_0$ is marked with a pale line in the Figure 2.2; the corresponding error $\varepsilon_{HD} = 0.022$ for the example given. Note, that the definition (2.15) does not include the error due to 0.04% of the missed targets.

Chapter 1. The numbers given by (2.14) and (2.15) are only estimates since they are computed on the basis of estimation of the probability density functions, which oftentimes are only given in measured samples. Alternatively one may obtain bounds for the Bayes error using first two moments estimated from the measured samples without making any assumptions about the distributions. Namely, generalized deflection

$$ d(\alpha) = \frac{(\mu_1^T - \mu_2^C)^2}{\alpha \mu_2^C + (1-\alpha) \mu_2^T} $$  \hspace{1cm} (2.16)

and Bhattacharyya distance

$$ B = \frac{1}{4} \left( \frac{\mu_1^T - \mu_2^C}{\mu_2^T + \mu_2^C} \right)^2 + \frac{1}{2} \log \frac{\mu_2^T + \mu_2^C}{2 \sqrt{\mu_1^T \mu_2^C}} $$  \hspace{1cm} (2.17)

also represent the separation of the classes provided by the feature. It is of importance, however, that these estimates are optimal only when the distributions under the test are normal. For the example given above these estimates are equal to 57 (for $\alpha = 0.5$) and 5.7 respectively, which correspond to the high separability. It must be taken into account though that these estimates are optimistically biased since they do not take into account the skewness of the distribution of the class 1 to the right.

The deflection criterion (2.16) is used further in the thesis for optimization of mask parameters in projection algorithms (Section 4.1) while the Bhattacharyya distance is used for the optimization of the parameters of clutter suppression algorithm (Section 3.1). These numbers should in general be used to compare different features and their discriminative power to each other. The performance of a classifier is better described by a functional called Receiver Operator Characteristics (ROC) curve. There are two distinctive types of ROC curves:

- The parametric curve (threshold is the parameter) for which the probability of false alarm and probability of detection are the X- and Y- coordinates.
- The parametric curve (threshold is the parameter) for which the amount of false alarms is the X- coordinate and amount of correct detections is the Y-coordinate.

The former definition represents the theoretical approach, which can be widely found in the signal processing and detection textbooks [4, 45, 68, 69]. The
latter approach is used wider in the characterization of the demining systems: most papers describing the mine-detection devices include the ROC curves of this type [6-14, 17-28 etc.].

The construction of the probability-probability (PP) ROC curve is only possible if one knows the distributions of the clutter and mines. In other words, to build such a curve it is necessary to characterize the probability density functions of the distributions of false alarms and mines. Then moving a threshold one obtains the theoretical ROC curve integrating the probability density functions from threshold value until infinity:

\[
x = \int_{\theta}^{\infty} f_{\text{clutter}}(\xi)\,d\xi
\]

\[
y = \int_{\theta}^{\infty} f_{\text{target}}(\xi)\,d\xi
\]

where \(\theta\) is the threshold value. Such ROC curve can be built using the densities estimated using kernel estimation approach or straight from the histogram. The advantage of this definition is that it allows prediction of the classifier performance on other sites provided that the classes to separate would be drawn from the same distribution as the corresponding classes in the training site. The disadvantage is the necessity to estimate the distributions for the classes.

The second definition of the curve does not require distribution modeling and the performance of the classifier is judged on the site, counting the amounts of correctly and incorrectly classified objects:

\[
x = \text{Amount}\left\{O_{\text{clutter}} \mid f(O) > \theta\right\}
\]

\[
y = \text{Amount}\left\{O_{\text{target}} \mid f(O) > \theta\right\}
\]

where \(O_{\text{class}}\) represents objects from the classes of clutter and target and \(f(O)\) is the corresponding value of the decisive feature. Often the amount of correct detections is given in percents to the total number of targets, while and the false alarms amount is normalized on a scanned area unit to yield a frequency of occurrence. Even though the normalized entities on the axes are sometimes called ‘probabilities’ in the literature [6-14], in fact these normalizations do not change the nature of the approach. It is of importance that the curve defined by (2.18) does not allow a comparison of performances of different demining systems unless the tests are made on the same ground. Moreover even prediction of the performance of the system on a test site is difficult on the basis of this curve built for a training site. This is due to the fact that in this curve the information on the mutual distributions of the decisive feature for mines and clutter is mixed with the information on the amount of false-alarm generating objects present in the given lane.

The ROC curves built on the basis of (2.17) and (2.18) for the data shown in Figure 2.2 are plotted in Figure 2.3.
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The practical curve may be predicted from the theoretic one using appropriate scaling and mean density of false alarms. In this thesis the curves built according to (2.18) are used to characterize algorithm performances on training sites. The curves built according to (2.19) are used mostly on the training phase for building detectors.

The following scalar parameters are used in the literature to characterize how good a theoretical ROC curve is: area above the ROC curve and probability of FA corresponding to 0.996 probability of detection. The latter parameter is introduced straightforwardly for practical curves, while the former requires rescaling of the FA rate axis [70].

2.2 Feature Fusion Techniques

In this subchapter I introduce a feature fusion technique in application for the landmine detection using GPR. The subchapter covers the reconciliation of the individual detection maps and determination of a fusion rules to be applied to the reconciled map.

The feature fusion procedure is slightly different for the phases of training and testing. In the training phase the process consists of 3 main steps:

1. The detection lists following from the different measurement scenarios and DPS are reconciled. This means, that each detected location in the lists is associated with the locations in the other lists. The procedure is equivalent to a decision level fusion and is detailed in subchapter 2.2.1. It results in two sets of vectors representing the classes of target and clutter by features.

2. The random vectors resulting from the step 1 are described parametrically or non-parametrically. Possible ways for descriptions of feature vectors are briefed in 2.2.2.

3. Based on the descriptions obtained on the previous step Bayesian classifier is built. In practice linear or quadratic fusion rule is defined.
based on the first two moments of the multivariate distributions. These steps are described in 2.2.3.

In testing phase steps 2 and 3 are omitted. The step 1 results in only one set of vectors. The separation of classes of target and clutter is made by application of the fusion rule defined in the step 3 of the training phase and comparing the result against a threshold.

### 2.2.1 Maps Reconciliation and Hard Fusion

A set of local coordinates must be imposed on the (training or testing) site and a linear mappings are established between it and each of the confidence maps. Once these preconditions are met, the confidence maps resulting from several measurements and/or several DPS can be reconciled. The process of reconciliation although technical by nature may present a significant challenge, as noted in [47, 50, 51, 55]. To resolve this challenge in my study I apply the following strategy.

The initial detection by LMD (2.5) applied to each of the confidence maps at hand, produces several detection lists. These must be reconciled resulting in the initially empty list of the reconciled feature vectors. The vector is filled according to the reconciliation algorithm depicted in Figure 2.4.

As a starting point in the reconciliation I define a hello radius $R_{H}$ and a fusion Rule. The hello radius is a scalar defining the maximum distance between the coordinates of two detections found in two different confidence maps that allows to associate them to the same physical object. Introduction of the hello radius is necessary due to a) unavoidable imperfectness of the local ↔ computer coordinate mappings and b) the fact that different measurement scenarios (MS) and DPS produce object images which maximum intensity varies in a range of several pixels. Throughout this Thesis I allow 3 cm hello radius, which is about the radius of the smallest target. The fusion Rule is a number: $1 \leq \text{Rule} \leq P_D$. It defines the minimal amount of the detection lists in which any particular detection must be present in order to be retained in the reconciled list. Introduction of the Rule makes the reconciliation process equivalent to the decision-level fusion. Obviously, setting the Rule equal to $P_D$ makes the reconciliation equivalent to the hard fusion where only the detections appearing in all MS and all DPS are retained. In the same time Rule=1 is equivalent to unconditional merging of the lists.
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Detection Lists $L_j^J, J=1:P$

Detections in the List $\lambda_{i}^J, i=1:N_j$

The address vector $A_j^i = [0\ldots i\ldots 0]$.

Detection Lists $L_j^J, j=1:P, j\neq J$

Detections in the List $\lambda_{i}^J, i=1:N_j$

$d(\lambda_{i}^J, \lambda_{i}^J) \leq R_h$

$A_j^i = i, i = N_j$

$S_i^J := \text{amount of non-zeros in } A_j^i$

$j++$

$i++$

$I = N_j$

$j = P$

$S_i^J \geq \text{Rule}$

Reconciled feature vector $F_n$

Address: $A_j^i = [i^1, i^2, \ldots, i^P]$;

$A_j^i \neq 0$

No

$F_n^p = \text{Map}(i^p)$

Yes

$F_n^p = \Xi$

exempt $\lambda_{i}^J$

$J = P$

$P \text{ components}$

$P \text{ components}$

List of the reconciled feature vectors $\{F_n\}_{n=1}^N$

Figure 2.4 Algorithm of the reconciliation of confidence maps.
The core of the reconciliation process is wrapped in 4 nested loops, as it is seen from the Figure 2.4. Hence one starts with any one of the detection lists (arbitrary, \( L^J, J \in \{1: P_D\} \)) and for each detection \( I^J, I = 1: N_J \) in this list forms an address vector \( A^{II} \in R^{P_K} \). The vector is zeroed except for the \( J^{th} \) position, where the index \( I \) appears. One then checks whether or not a detection appears inside the hello radius in all other lists, \( JjPj \neq \), \( j = 1: P_D, j \neq J \). For each hit the address vector is updated by insertion to the \( j^{th} \) position the index of the detection in the corresponding list. Once all the lists are checked the quantity \( S \) of non-zero components of the address vector is compared against the Rule. If the Rule is surpassed the detection must be retained and the featuring detections discarded from the lists using their indexes. The retained detection is added to the list \( \{ F_n \}_J \) of the reconciled detections.

Definition of those elements of the resulting feature vector \( F_n \in R^P \) that correspond to the confidence maps where a detection was found is straightforward. For the elements of the vector corresponding to maps in which the detection was not found virtual detection coordinates must be constructed:

\[
(\xi, \gamma) = \text{mean}_{p \in P}\{x_p, y_p\}
\]  

(2.20)

where \((x_p, y_p)\) are the detections coordinates in those maps where the detections are present. Once (2.20) is established, the corresponding element of the feature vector is taken to be

\[
\Xi^J = M^J(\xi, \gamma)
\]  

(2.21)

The procedure (2.20) – (2.21) finalizes the forming of the reconciled detection. The algorithm continues the loop by detections \( I^J \) found in the \( J^{th} \) list until it is exhausted and then by the detection lists themselves. After all \( P \) lists are checked the retained vectors are supplemented with the additional features computed in the confidence maps as it mentioned in 2.1.2 and detailed in 4.2.

The described algorithm of maps reconciliation results in the list of detections represented by feature vectors. In this list all detections are represented by their optimally measured features. That is, all the features take the locally maximum values. Let \( P \) be the total number of the features used. Then each element of the list of reconciled detections can be treated as an independent observation \( X \in R^P \). In the training phase certain amount of information must be inquired about the distribution of \( X \) knowing its class affiliation. In the testing phase the affiliation of \( X \) must be inquired on the basis of the knowledge gained in the training phase.

2.2.2 Parameters of feature vector distributions

The discussion in the previous subchapter resulted in the observation vector \( X \) associated to each location where a possibility for a target exists. This vector can
be treated as a random variable and thus can be described in terms of its probability distribution function

\[ \Pi(f_1, \ldots, f_p) = \Pr\{x_i \leq f_1, \ldots, x_p \leq f_p\} \]  
(2.22)

or its probability density function

\[ \pi(f_1, \ldots, f_p) = \frac{\partial^p \Pi(X)}{\partial f_1 \partial f_p} \]  
(2.23)

Just like in the 1D case treated in 2.1.4 the functions (2.22) or (2.23) must be estimated from the data measured in the training phase. A problem of mathematically sound description of these functions could be more difficult than mine detection per se. As it was discussed in 1.2 no theory is available for adequate modeling of the behavior of at least some of electromagnetic-bound features peculiar to targets in an arbitrary medium. This generally prohibits parametric description of the multivariate feature distributions in the form of (2.22) or (2.23) for the case under consideration. In principle, the non-parametric approaches like kernel estimation techniques of (2.6)-(2.7) allow their expansion to \( P \)-dimensions. However, serious and often prohibitive difficulties arise as \( P \) grows. Firstly, the training set must grow significantly for the procedures to be effective. Secondly, technical problems of computation of high dimensional integrals may arise. And lastly, if the procedure of representation of the training site was successful, the effect of over-training may arise due to which the performance on a test site becomes unpredictable.

On the other hand the moment parameters of the multivariate distributions can be easily estimated from the measured data without assuming any particular model. The following are the unbiased and consistent estimates \[45\] for centroids and covariances:

\[ M = \frac{1}{N} \sum_{i=1}^{N} x_i \]  
(2.24)

\[ S = \frac{1}{N-1} \sum_{i=1}^{N-1} F_i' F_i \]  
(2.25)

where that \( F_i \in \mathbb{R}^n \) is a string-vector and therefore the product in (2.25) is a matrix. The parameters given by (2.24) and (2.25) are not enough to build Bayes classifier in general case but constitute sufficient data to build linear-quadratic classification (fusion) rules.

The quality of separation that might be achieved with these rules can be predicted with the use of the multidimensional analog of (2.16) with \( \alpha = 0.5 \) and (2.17) become Mahalanobis and Bhattacharyya distances given by:

\[ F = (M^T - M^C)' \left( \frac{S^T + S^C}{2} \right)^{-1} (M^T - M^C) \]  
(2.26)
respectively.

### 2.2.3 Linear and quadratic fusion rules

The solution of the problem of definition of the optimal classification of the random vector $X$ on the basis of its probability density follows from the Bayes’ theorem. This solution relays $X$ to the class of either target or clutter on the basis of the likelihood ratio test [45]:

$$
\ell(\tilde{f}) = \frac{p_i(\tilde{f})}{p_i(\tilde{f}) < P_i}
$$

(2.28)

where $\ell$ is the likelihood ratio, $\tilde{f} = f(X)$ is the feature vector, $p_i$ are the a-posteriori and $P_i$ are a-priori probabilities of $X$ belonging to the $i$th class. The a-priori probabilities are normally not known to us in the humanitarian demining and will be assumed equal to $\frac{1}{2}$ unless specified differently. The discriminant function associated with likelihood test (2.28) is then defined as

$$
-\log \ell(\tilde{f}) = -\log p_i(\tilde{f}) + \log p_j(\tilde{f}) > 0
$$

(2.29)

These equations define the so-called Bayesian test for a minimum error, which also gives the optimal solution for our problem. But as it was stated above, we rarely possess adequate knowledge about the distributions $p_i$. Since our knowledge about these distributions is confined with its first two moments estimated from the samples, the fusion rule must be based solely on them. Such rule exists and is given by the following expression [45]:

$$
(\tilde{f} - M_T)^T S_T^{-1} (\tilde{f} - M_T) - (\tilde{f} - M_C)^T S_C^{-1} (\tilde{f} - M_C) + \frac{\log |S_T|_{H_0}}{S_C} > \theta
$$

(2.30)

where $\theta$ is a threshold. Moreover, this rule represents the Bayes solution itself in the case where both classes are normally distributed. If, further, the classes share the covariance $S_T = S_C = S$, the quadratic rule (2.30) reduces to the following linear one:

$$
(M_T - M_C)^T S^{-1} \tilde{f} + \frac{1}{2} (M_T^T S^{-1} M_T - M_C^T S^{-1} M_C) > \theta
$$

(2.31)
A linear rule can be also introduced for the case of unequal covariances: defining
\[ S = 0.5(S_{1} + S_{2}) \] one obtains linear Fisher mapping:
\[ S^{-1}(M_{2} - M_{1})^\top \tilde{f} > \theta \tag{2.32} \]

If the rather restrictive condition of normality of both target and clutter classes is not held the quadratic rule defined by (2.30) becomes suboptimal. Moreover, if the corresponding distributions have significantly skewed marginals, the performance of this classifier may become unpredictable. In order to come up with a linear-quadratic classifier with reliably acceptable performance the maximum likelihood criterion is loosened and substituted with maximum deflection criterion [46]. Namely, setting in (2.15) \( \alpha = 1 \) one obtains a measure of the separation between the classes [13, 71]:
\[ d(\alpha) = \frac{(\mu_{1}^\top - \mu_{t}^c)^\top}{\mu_{2}^\top} \tag{2.33} \]

for which the optimal quadratic classifier can be built analytically. Assuming that one of the classes (say – clutter) is described by standard normal features (\( \tilde{f} \sim N(0, I) \)) this classifier is given by [13]:
\[ \tilde{f}^\top (S_{t} - I)\tilde{f} + 2\tilde{f}^\top M_{t} > \theta \tag{2.34} \]

Note that \( S_{c} = I \) and \( M_{c} = 0 \) in this case. A notable difference of (2.34) from (2.30) is that the covariance does not appear in the inverse form in the former. It also should be noted that the generality is not lost by imposing the \( \tilde{f}_{c} \sim N(0, I) \) requirement because each multivariate normal distribution with non-singular covariance may be whitened to this form [72]. The classifier (2.33) is suboptimal in general but coincides with the Bayes test if the statistics of the second class is exactly known [73, 13].

The expressions (2.29) – (2.33) define the toolkit for the construction of linear and quadratic classifiers, which have optimal or at least predictable performance when both or at least one of the classes to separate is distributed normally. However, the nature of the features obtained with (2.4)-(2.5) is such that their distributions rarely follow normal low. These distributions are skewed and their kurtosis varies not in the vicinity to 3. Thus for these methods to produce good results a technique of normalization the data must be found. These techniques are discussed below.
2.3 Feature normalization

2.3.1 Johnson’s Transform

A method of normalization of a distribution of 1D data has been known in the statistical community during decades. Namely, a system of statistical distributions that covers all unimodal distributions, which are described with four or less parameters have been suggested by Norman L. Johnson in 1949 [52]. This system consists of 3 distinctive families of distributions each of which is connected to a standard normal distribution with its own transformation. These distributions fill a so-called squared skewness-kurtosis (KS) plane, which is illustrated in Figure 2.5.

![Figure 2.5 The squared skewness-kurtosis plane](image)

Namely, as it can be seen from Figure 2.5 the log-normal line starts at (0, 3), which corresponds to no shift, and is drawn almost straightly downwards and to the right. Another example for the 3-parametric distribution is represented by the gamma family. The line is described by

\[
Kurtosis = 3\left(1 + \frac{Skewness}{2}\right)
\]  

(2.35)

Those distributions, which have 4 or more parameters, cover whole regions in the plane. E.g. members of beta family lie in the region above the gamma-line and below 1+Skewness line. The latter line defines the limit for all possible distributions [74]. A normalization of the distribution in this context means its transformation to the shape, where its skewness is zero and its kurtosis is equal to 3. Distributions that meet these requirements are sometimes called 4\textsuperscript{th} order normal [71].
The 3 subfamilies of the Johnson’s system lie in the KS plane on the sides of the log-normal line. The distributions lying above the line (such as beta family) are called bounded or \( S_B \) distributions. The distributions lying below this line are called unbounded or \( S_U \) distributions. Finally, the dividing line itself constitutes the third subfamily \( S_L \). The standard normal distribution can be obtained from each of these distributions using a transformation of one of the three types [74]:

\[
K_L = \alpha + \beta \ln(x - \varepsilon) \tag{2.36}
\]

\[
K_B = \alpha + \beta \ln \frac{x - \varepsilon}{\lambda + \varepsilon - x} \tag{2.37}
\]

\[
K_U = \alpha + \beta \sinh \frac{x - \lambda}{\varepsilon} \tag{2.38}
\]

where, \( \alpha, \beta, \lambda, \varepsilon \) are scalar parameters, and \( K_R, R \in \{L, B, U\} \) is a transformation functional chosen in dependence of the region in the SK plane into which the distribution falls.

As a premise, the practical choice of the Johnson’s normalizing functional requires the knowledge of the skewness and kurtosis of the distribution to be normalized. Sample estimates of these values are inadmissible to the task due to their biasedness and instability for small and medium sized datasets. Shaprio and Gross [74] provided an alternative technique that is based on the matching of percentiles of the measured data and of the standard normal distribution. The technique on selecting the Johnson’s subfamily is given in Figure 2.6 in the form of a diagram.

As it is seen from the figure, the method starts with calculating the percentiles of the given random data, which correspond to the values of a cumulative distribution of a standard normal variable. The latter is given by:

\[
\Phi(z) = \frac{1}{\sqrt{2\pi}} \int_{0}^{z} e^{-\frac{t^2}{2}} dt \tag{2.39}
\]

Taking an arbitrary \( 0 < z < 1 \) and calculating \( \Phi(-3z), \Phi(-z), \Phi(z), \) and \( \Phi(3z) \) one obtains reference points for percentiles of the given data. Matching the percentiles \( x_p(\Phi) \) one then obtains the discriminative parameters:

\[
m = x_p(3z) - x_p(z), n = x_p(-z) - x_p(-3z), p = x_p(z) - x_p(-z) \tag{2.40}
\]

which are used to form the discriminative ratio:

\[
R_j = \frac{mn}{p^2} \begin{cases} < 1 & \Rightarrow S_B \\ = 1 & \Rightarrow S_L \\ > 1 & \Rightarrow S_U \end{cases} \tag{2.41}
\]

The ratio (2.41) provides zero probability for choosing the \( S_j \) system and in practice a tolerance is allowed when \( R_j \) does not diverge from 1 too much. This technique is proven in [74] to be stable and unbiased.
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Figure 2.6 Procedure to determine the Johnson's subfamily
Once the family of the Johnson’s distribution is selected from (2.41), its parameters can be estimated matching the percentiles of the measured data and the standard normal distribution. The following system of nonlinear algebraic equations arises when fitting the $S_i$ subfamily:

$$Z_i = \alpha + \beta \log(x_i - \varepsilon), i = 1, 2, 3$$

(2.42)

where $Z_i$ is the inverse of the standard normal distribution function and $\alpha$, $\beta$, and $\varepsilon$ are the sought parameters of (2.36). The system (2.42) can be solved analytically for the case of specially selected percentiles: median and an arbitrary taken symmetric pair. In this case (2.42) is reduced to:

$$Z_{i-p} = \alpha + \beta \log(x_{i-p} - \varepsilon)$$

$$0 = \alpha + \beta \log(x_{0.5} - \varepsilon)$$

(2.43)

$$Z_p = \alpha + \beta \log(x_p - \varepsilon)$$

which is solvable. The solution yields the following estimates:

$$\hat{\varepsilon} = \frac{x_p x_{i-p} - x_5^2}{x_p + x_{i-p} - 2x_5}$$

$$\hat{\beta} = \frac{Z_{i-p}}{\log\left(\frac{x_{i-p} - \hat{\varepsilon}}{x_5 - \hat{\varepsilon}}\right)}$$

(2.44)

$$\hat{\alpha} = -\hat{\beta} \log(x_5 - \hat{\varepsilon})$$

The set of expressions (2.36) and (2.44) completely defines the transformation of a (quasi)lognormal distribution to the standard normal one.

For the case of $S_b$ subfamily the procedure is ideologically same, but uses the explicit form of the density of the distribution and involves more algebraic transforms. The explicit form of the density is obtained from (2.37) and the following theorem about functionally transformed density [75]:

*If $Y$ is a continuous random variable, $f(y)$ is its density function, and $h(.)$ is a monotonic differentiable transform, then $X=h(y)$ has distribution

$$g(y) = f(y) \left|\frac{dy}{dx}\right|$$

(2.45)

provided that $|dx/ dy| \neq 0$. 

Application the theorem to (2.37) yields the following density for the \( S_a \) distribution:

\[
g_a(x) = \frac{\beta\lambda \exp\left\{ -\frac{1}{2} \left[ \alpha + \beta \log\left( \frac{x - \epsilon}{\lambda + \epsilon - x} \right) \right] \right\}}{\sqrt{2\pi(x - \epsilon)(\lambda + \epsilon - x)}}
\]  

(2.46)

The parameters of the distribution (2.46) and thus of (2.37) are obtained matching the percentiles of the measured data and a standard normal distribution. Following from (2.46) four percentiles yield a system of 4 nonlinear algebraic equations for the selection of parameters \( \alpha \), \( \beta \), \( \lambda \), and \( \epsilon \). Again, the special selection of the percentiles to match, namely \([-3z, -z, z, 3z]\), \(0 < z < 1\), allows an analytic solution of this system. The solution provides the following estimates for the parameters:

\[
\hat{\beta} = \frac{z}{\cosh^{-1}\left( \frac{1}{2} \sqrt{\frac{1 + \frac{p}{n}}{1 + \frac{p}{m}}} \right)}
\]

\[
\hat{\alpha} = \hat{\beta} \sinh^{-1}\left( \frac{1}{2} \sqrt{\frac{1 + \frac{p}{n}}{1 + \frac{p}{m}}} \right) - \frac{4}{2 \left( \frac{p}{mn} - 1 \right)}
\]

\[
\hat{\lambda} = \frac{\sqrt{\left( 1 + \frac{p}{m} \right) \left( 1 + \frac{p}{n} \right) - 2} - 4}{\frac{p^2}{mn} - 1}
\]

\[
\hat{\epsilon} = \frac{x_p + x_{-p}}{2} - \frac{\hat{\lambda}}{2} + \frac{\left( \frac{p}{m} - \frac{p}{n} \right)}{2 \left( \frac{p}{mn} - 1 \right)}
\]

(2.47)

The set of expressions (2.37), (2.39) where \( p, m, \) and \( n \) are the parameters are defined, and (2.46) explicitly defines the transformation of a \( S_a \)-distributed variable to the standard normal.

For the subfamily \( S_u \) the process of normalization follows the steps of the previous consideration. The probability density of this distribution is obtained using the same theorem:
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\[
g_{g}(x) = \frac{\beta \exp \left[ -\frac{1}{2} \left( \alpha + \beta \sinh^{-1} \left( \frac{x - \xi}{\lambda} \right) \right) \right]}{\sqrt{2\pi \lambda^2 + (x - \xi)^2}}
\]  

(2.48)

and from it the following estimates are obtained analytically for the parameters of the transformation:

\[
\hat{\beta} = \frac{2z}{\cosh^{-1} \left( n + m \right)}
\]

\[
\hat{\alpha} = \hat{\beta} \sinh^{-1} \left( \frac{m}{2\sqrt{mn-p^2}} \right)
\]

\[
\hat{\lambda} = \frac{2p\sqrt{mn-p^2}}{(m+n-2p)(m+n-2)} \left( \frac{m}{p} + \frac{n}{p} + 2 \right)
\]

\[
\hat{\xi} = \frac{x + x_{-}}{2} + \frac{p(n-m)}{2(m+n-2p)}
\]  

(2.49)

The derivations given above complete the Johnson’s method of transformation of an arbitrary unimodal 4-parametric distribution to the standard normal one. This theory will be used for normalization of the data prior to the application of linear-quadratic classifiers as it is described in the next subchapter.

2.3.2 Pseudo-normalization of the clutter distribution

As it was discussed in subchapter 1.1, performance of linear and quadratic classifiers (2.30)-(2.32) is guaranteed only if both classes of target and clutter are described by normal distribution. If this condition is not met the classifiers may perform poorly or break down altogether. On the other hand, performance of the maximum deflection quadratic classifier (2.34) is guaranteed if just one of the classes (say clutter) is described by the standard normal distribution. Distributions of the elements of feature vectors, which are obtained in measurements, are often non-normal for both classes. The use of Johnson’s family of distribution techniques discussed in 2.3.1 allows the transformation of arbitrary 1-D distributions to the standard normal one. These transformations applied independently to all features that constitute the feature vector result in a multivariate distribution whose marginals are normal. This does not guarantee that the distribution of the feature vector \(X\) becomes multi-normal unless the features can be considered independent. One cannot guarantee independency of the features and the next best thing is to
guarantee that they are not correlated. A linear transformation yielding this called whitening is widely known. It is given by [72, 45]:

\[ X_w = \Lambda^{\frac{1}{2}} \Psi X \]  

(2.49)

where \( \Lambda \) is a diagonal matrix having the eigenvalues of the covariance of \( X \) on the diagonal and \( \Psi \) is a matrix consisting of the corresponding eigenvectors.

Let

\[
\tilde{X}_c = \begin{pmatrix}
\tilde{x}_1 \\
\vdots \\
\tilde{x}_p
\end{pmatrix} = \begin{pmatrix}
K_{i_1}(x_1, \pi_{i_1}) \\
\vdots \\
K_{i_p}(x_p, \pi_{i_p})
\end{pmatrix}
\]  

(2.50)

be the result of independent feature normalization of (2.36)-(2.38) applied to the class of clutter. In (2.51) \( K_{i_j}, j=1:P \), represents corresponding normalizing functional, and \( \pi_{i_j} \) are vectors of their parameters obtained via (2.44), (2.47), or (2.49).

Then applying (2.50) to \( \tilde{X}_c \) (using the correspondingly computed \( \Lambda \) and \( \Psi \) matrices) one obtains vector \( X_n^c \), which components are normal and non-correlated.

In training phase these vectors constitute the clutter class. Computing its centroid and shifting it accordingly one obtains a class described by a zero-mean non-correlated distribution, whose all marginals are normal. Then the same transformations with the same parameters are applied to the vectors representing the class of target. If the features constituting the feature vector can be treated as independent variables, the performance of the maximum deflection classifier (2.34) is guaranteed. In any case, the un-skewness of the marginals of the resulted distributions improves the performance of the detector in comparison to non-transformed case.

In practical realization of the approach only the parameters \( \lambda \) and \( \varepsilon \) that define the shape of the transformed marginals must be estimated. At the same time the parameters \( \alpha \) and \( \beta \) defining spread and centrality of already normalized distributions may be taken 0 and 1 respectively as they are redefined during the whitening (2.48).

This situation is illustrated in the Figure 2.7 and Figure 2.8 where a real data examples are shown. The data used in the example had been acquired during a mine detection testing campaign [77] with the video-pulse GPR of IRCTR. For the sake of representability I restrict the feature vector dimensionality with two scalar values corresponding to a pair of mutually orthogonal polarized receive channels, each processed with its own processing scheme (these data processing schemes are detailed further in the thesis). The subfigure a) of the Figure 2.7 represents their 2D distribution. Their marginals are given on the sides of the subfigure as normalized histograms. The skewness is equal to \{8, 14\} for the clutter and \{42, 58\} for the target classes respectively. The significance of the skewness of the data distribu-
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Normalization is evident from both these values and the histograms shown in the figure. The kurtosis vectors are equal to \{3.7, 3.4\} and to \{9.5, 9.2\} for the clutter and target respectively.

Figure 2.7 Application of the quadratic classifier to the real data represented by two features: a) scatter plots of the classes with marginals on the sides, b) distribution of the decisive feature resulted from the linear fusion, c) distribution of the decisive feature resulted from the quadratic fusion, d) the ROC curves
As it is seen these distributions cannot be reasonably approximated with the normal law. It does not come as a surprise then that applying the fusion techniques (2.32) and (2.34) do not produce a significant improvement in separation of the classes. This is illustrated in the subfigures b) and c) where the normalized histograms for the fused features describing the classes of target and clutter are shown. Finally, subfigure d) presents ROC curves built for the individual and fused by the way of (2.32) marked as Fisher linear mapping (FLM) and (2.34) marked as decorrelated distance classifier (DDQ) features. The fusion performance is suboptimal as the curves corresponding to the fused features mostly run in between the ones corresponding to the individual detections. Fused features in this case never surpass the performance of the better of the individual features.

On the other hand the data normalization applied to this dataset improves the target detectability as it is shown in Figure 2.8. In this particular case the normalizing functional $K_i$ was found to be acceptable. Its application resulted in diminishing of the skewness of the distributions of the decisive features for the clutter to $\{0.6 \ 0.4\}$ and for target to $\{0.3 \ -0.3\}$. The un-skewness of the transformed data can be seen from these values. In the same time the kurtosis vectors were moved to $\{3.6 \ 5.2\}$ for the clutter and to $\{2.2 \ 2.3\}$ for the target. Not all 4 of the values are close enough to 3 and therefore the optimal threshold in (2.32) and (2.34) cannot be estimated from the ML criterion. Nonetheless, the classification results sufficiently improve for both classifiers as it can be seen from Figure 2.8.
Figure 2.8 Application of the quadratic classifier to the real data represented by two features after clutter normalization: a) scatter plots of the classes with marginals on the sides, b) distribution of the decisive feature resulted from the linear fusion, c) distribution of the decisive feature resulted from the quadratic fusion, d) the ROC curves.
2.3.3 Simultaneous pseudo-normalization of the distributions of target and clutter classes

As it was discussed in 2.2.3, the maximum deflection classifier is suboptimal to the maximum likelihood one. The latter allows a linear-quadratic form (2.29) if both classes of target and clutter are described by normal distribution. In previous subsection we discussed results of pseudo-normalization of one of the classes not imposing any demands on the other one. In these conditions the best MD classifier performed well in most cases. If we, however, want to use the optimal maximum likelihood classifier, the classes must be pseudo-normalized simultaneously.

Suppose that $f_c(x_j)$ and $f_T(x_j)$ are the densities of a $j^{th}$ feature $x$ for the clutter and target respectively. Separately applying the procedure shown in Figure 2.6 to these densities and not allowing any tolerance we can come to only two different results: either both densities can be approximated by one of the $S_b$ or $S_u$ families, or one of the densities belongs to the $S_b$ and another to the $S_u$. In the former case we check how far the $R_J$ ratio deviates from unity for both classes. If the deviation is outside of the tolerance limits we fit the parameters of the relevant distribution. If the opposite is the case or if the densities belong to the different subfamilies the attempt to fit the $S_L$ subfamily is made. The procedure is outlined in the diagram in Figure 2.9.

![Diagram of subfamily selection](image-url)

Figure 2.9 Selection of the subfamily for simultaneous pseudo-normalization
Contrary to the case considered in the previous subchapter, in the case under consideration the normality for the output cannot be guaranteed. An attempt to ensure the un-skewness and normal shoulders of the output is made instead. To this end the following goal functional is defined:

\[
G(\pi; f_c, f_r) = a_1\{Sq[K,(f_c, \pi; x)]\}^2 + a_2\{Kr[K,(f_r, \pi; x)]\}^2 + a_3\{Kr[K,(f_r, \pi; x)] - 3\}^2 + a_4\{Kr[K,(f_r, \pi; x)] - 3\}^2
\]

\[(2.52)\]

where \(Sq\) and \(Kr\) are skewness and kurtosis as defined by (2.12) and (2.13) respectively, \(K\) represents the normalizing functional, \(\pi\) is the vector of the parameters, and \(a_i\) are weights. The weight are chosen to account for the fact that (2.52) operates with the sample estimates of the skewness and kurtosis and the estimates of the latter are much less stable. We have to find the optimal parameters \(\pi\) minimizing (2.52):

\[
\pi = [\alpha, \beta, \lambda, \epsilon] = \arg \min G(\pi; f_c, f_r)
\]

\[(2.53)\]

Again, the parameters \(\alpha\) and \(\beta\) are taken as 0 and 1 respectively and only the shape-parameters \(\lambda\) and \(\epsilon\) must be found from (2.53). They are varied in an elliptical vicinity of \((\hat{\lambda}_c, \hat{\epsilon}_c)\) and \((\hat{\lambda}_r, \hat{\epsilon}_r)\), which are defined from (2.47) or (2.49) depending on the form of the functional. The case where the \(S \_\) functional must be fitted is the easiest since only one parameter \(\epsilon\) is varied.

Once the optimal parameters are determined, the simultaneous digitalization procedure is applied to the clutter and target classes. Namely, the training set corresponding to the clutter is transformed analogously to (2.50)-(2.51), and then additional orthonormal transformation is applied to de-correlate the target class:

\[
\tilde{X}_c = \Psi_c' \Lambda_c^{-\frac{1}{2}} \Psi_c X_c
\]

\[
\tilde{X}_r = \Psi_r' \Lambda_r^{-\frac{1}{2}} \Psi_r X_r
\]

\[(2.54)\]

where as in (2.20) \(\Psi\) are the matrixes of eigenvectors of the covariance matrixes of clutter and target respectively and \(\Lambda\) is the matrix of the eigenvalues of the clutter covariance. Transformation (2.54) results in \(S_c = I\) and \(S_r = \Lambda_r I\), where \(\Lambda_r\) is the diagonal matrix of the eigenvalues of the target covariance. As a last step in the whitening process the centroid for the clutter is computed and both classes are compensated for it.

The quadratic and linear classifiers (2.31) and (2.33) then become:

\[
\sum_{i=1}^n \sigma_i^2 \left[\tilde{x}_i - (\mu_{c,i} - \mu_{r,i})\right]^2 + \|\tilde{x}\|^2 > \theta
\]

\[(2.55)\]
\[
\sum_{i=1}^{L} \left( \frac{2}{1+\sigma_i^T} \right) (\mu_i^T - \mu_i^C) \sim_i > \theta \quad (2.56)
\]

respectively, where \( \mu_i^T \) are components of the centroid vectors of the transformed and whitened classes of target and clutter, and \( \sigma_i^T \) are the eigenvalues of the target covariance. If the transformation defined by (2.51) provides the distributions that are un-skewed and have ‘normal shoulders’, and features constituting the feature vector can be treated as independent variables, the performance of the classifiers (2.55) and (2.56) is guaranteed.

### 2.4 Conclusion for Chapter 2

In this chapter I have discussed the statistical approach to mine detection that will be used throughout this Thesis. We defined the general data processing scheme shown in Figure 2.1 and described the main steps of this scheme. We have shown the procedures leading to creation of confidence maps and initial detection in them. Then the algorithm of maps reconciliation has been suggested; the algorithm ultimately results in the list of P-dimensional observations. The task is then reduced to the binary hypothesis testing, which is solved by statistical inference techniques. These techniques and linear and quadratic detectors to which they reduce in the case of normality of observation have been discussed. Since the observation as they are obtained here are unlikely to produce normally distributed features outright, I discussed two different procedures to mitigate the problem of non-normality. I also established the criteria by which the results of mine detection will be judged. These include two distinctive types of ROC curves and parameters associated to them.

The following aspects of the above considerations are novel (in order of appearance):

- Multiple scenarios of data acquisition, data processing, and feature formation are combined in a single the data processing scheme
- Local maxima based detector.
- Improvement of the performance of quadratic classifiers via simultaneous pseudo-normalization of features for classes of target and clutter application with use Johnson’s transformation

The chapter results in an open concept of a statistically based mine detection. Virtually any type of observation may be added to it provided that the training of the observation-based technique can be made on the same training data and its features form a confidence map.

The following questions remain open and are treated in the consequent chapters: clutter suppression, aspects of better confidence maps, reduction of dimensionality and cases when features are known to have functional-statistical connection beyond the second moment.
Chapter 3 Waveform Based Clutter Suppression Algorithms

As it was discussed in subchapter 1.1, most of APMs are very weak scatterers and their radar response is often masked by clutter. This is true due to their small size, low metal content and low dielectric contrast with dry soils. Therefore meeting the 99.6% detection rate set as a standard for the humanitarian demining is either impossible or leads to unacceptably high rate of false alarms (FA). The situation is somewhat improved using several features and/or several data acquisition and processing scenarios followed by feature fusion. The approach based on this idea is described in Chapter 1. As it was mentioned there, the step of clutter suppression is necessary in any data processing scheme.

As discussed in the Introduction (subchapter 1.2) the mainstream approach for the clutter suppression is definition and removal of a background signal. This approach does indeed help to reduce false alarms rate but often leaves it unacceptably high. The main reason is that any localized object is counted as detection by such algorithms. In this chapter I present a distinctively different approach based on the target model. Clutter suppression algorithms based on it may operate in conjunction with the background removal and focusing algorithms producing significant reduction of the FAR.

3.1 Target response waveform as a feature

Generally, there are two distinctive approaches to the problem of landmine signature detection in clutter. In the first approach a background model is defined and all objects, which significantly deviate from this model, are detected as targets. These approaches were briefly described in the Introduction (subchapter 1.2.1). The mainstream method for the background/object dichotomy in this approach is a statistical binary hypothesis testing: the detection is called when the background hypothesis must be rejected. This approach allows development of real time causal algorithms but has a significant drawback: any localized scattering object (not only a target) results in a detection declaration thus inflating a FA rate. The output of this type of the algorithms can be described as a GPR dataset without background. The separation between targets and friendly objects should be made in further processing.

Within the second approach a target model is defined and then looked for in the GPR data. In 3D GPR data (C-Scans) object’s radar returns show up as hyperboloid-like traces. The features associated to each particular object are spread in the C-Scans along these traces. The signal processing within the second approach uses a target’s feature vector for the target detection. As it was discussed in the introductory chapter, the algorithms of this type result in detection lists analogous
to ones described in subchapter 2.1. The algorithms of this type are successful when they provide at their output significant separation of clutter and target classes. The separation can be measured by any of the means described in subchapter 2.1.4.

In this chapter I present a set of novel clutter suppression/target detection algorithms based on the target model approach. The generic algorithm operates as a two-stage signal processor after the background removal and prior to SAR focusing. In the output A-Scans it marks target responses with sharp monocycles. In C-Scans it preserves the hyperboloid-like traces left by targets in 3D data and thus its output is well suited for SAR processing. The SAR or another technique that uses spatial distribution of the features is supposed to be applied to the data after the processor. As a target detecting feature the algorithm uses a local similarity between a predefined reference wavelet and a part of an A-Scan under test. The measure of similarity is calculated on the first stage of the processing and its deviation from the expected score is penalized on the second stage. The reference wavelet is a representation of a target response to the probing radar pulse and is derived from a set of data acquired in controlled environment conditions.

The two most important features of the algorithm are: it tolerates certain changes in the target responses caused by variations of targets and environment, and it discards the energy information from the input A-Scan under test. The former feature increases the robustness of the algorithm, allowing for its usage for the data acquired in somewhat different conditions using the same reference wavelet. The latter one equalizes the responses from mines of different sizes and depths of placement and suppresses the influence of some very strong sources of clutter, like pieces of shrapnel or barbed wire. These two features distinguish the proposed algorithm from the normalized cross-correlation and determine its novelty.

The suggested algorithm relies on the assumption that the resemblance between the once-determined reference wavelet and target responses is held from target to target in certain environment conditions. Waveform consistency of target returns has been observed empirically by the author while analyzing data acquired during three measurement campaigns [77, 79, 80] at two different sites. A theoretical base for the observed consistency can be found e.g. in [53] where the response from a dielectric cylinder target is analyzed.

Although the formulations given in [53] provide the basic means for the modeling of the expected target responses, accurate and robust modeling of the mines under different soil and radar conditions is difficult [12, 13]. Thus I rely on the presence of the training site for derivation of the algorithm parameters. I use a training dataset measured in the controlled environment conditions to obtain the reference wavelet and the parameters of the penalty functional of the processor. By the controlled environment I mean a portion of a minefield where the positions and parameters of the mines are known exactly and soil conditions can be closely inferred. I demonstrate that the reference wavelet and penalty functional built at such
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training site can be successfully used for detecting the antipersonnel mines of the same or very similar shape/composition in the data acquired over a site with similar but not the same soil properties and radar conditions.

I include the new algorithm as an additional processing step into a baseline data processing and object detection scheme discussed in 2.1. In this case the scheme consists of background removal, SAR focusing, construction of a confidence map, and automated detection. The algorithm is inserted into this scheme before the SAR focusing. The performance of the data processing schemes is measured both in terms of ROC curves and segregation of target and clutter classes they offer.

The rest of the chapter is organized in the following way. The core concept of the algorithms, the local similarity measure is introduced further in the subchapter 3.1, the penalty functional concept is discussed in subchapter 1.1, the superposition (as opposed to sequence) of the algorithm with SAR focusing is given in subchapter 3.2.

3.1.1 Amplitude of APM responses to GPR probing pulse

As it was mentioned above, the clutter objects are bright in comparison to the target we are trying to detect. Moreover, the scattering by APM is often difficult to detect in presence of the direct wave of the radar and even surface roughness. A quantitative analysis of the signal to clutter ratio typical to several radar scenario have been made in [76]. The data have been acquired during a Joint Measurement Campaign of IRCTR and TNO DS&S [77] (see the detailed description of the campaign in the Appendix 0) held at the Waalsdorp facilities for demining equipment [78]. It is assumed that the clutter for an object is any signal, which is not related to the object’s own scattered field, present in the vicinity of the object’s response. From this perspective the clutter level depends on the way the object response is observed. For example, the clutter level for B-Scans is defined as the maximum peak-to-peak magnitude of parasite signals in the vicinity of object’s responses in the B-Scan [76]. Main peak-to-peak magnitude ratios of target responses to the clutter defined above way are shown in Figure 3.1 for dry and wet sand and quasi-monostatic and bi-static radar scenarios. Descriptions of the mines measured in this experiment can be found in the Table B.2 and Table B.3 of Appendix B.

Figure 3.1 a) represents ratios of the magnitudes of mine responses to the clutter for the dry sand. It can be seen that the bi-static channel has larger values of the object response. This is due to the fact that these receivers are placed aside of the

---

1 The antenna configurations are indicated as m for mono-static and b for bi-static scenarios in legends of the figure.
main beams of the transmitter and thus have the lower value of the magnitude of the direct wave, which is a main source of clutter in this situation. According to the expectations the maximum values are produced by the relatively large PMN-2mines. The magnitudes of the responses of very shallow buried mines are the lowest because of the strong influence of the ground reflection in this time window. The wavelets caused by local inhomogeneities are involved in (2.3), which decreases the magnitude of the responses. However, responses of all mines are well inside the dynamic range of the radar, which is 82 dB [29].

The signal/clutter ratios for the wet sand scenario evaluated for the given above definition of the clutter produced the results shown in subfigure b). As it can be seen from the figure, the general trend remains the same as the flush buried mines are the most difficult to detect. Again the dynamic range of the radar allows detection of all targets.

The detection of the mines placed in the grass lane is even more difficult. Due to the structure of the soil with vegetation on it there are plenty of week scatterers, which sometimes embarrass detection of the objects. Moreover, the soil in places, in which the mines had been buried, is significantly disturbed, which also sometimes embarrasses detection of the mine response itself. The subfigure c) represents magnitude ratios of the target responses in these conditions.

Figure 3.1 Peak-to-peak magnitude ratio of target responses to the direct wave of the radar, dry sand a), wet sand b), grass c)
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As it is visible from the graph the largest values correspond to the PFM1 mines, which contain a significant amount of metal. Again, bi-static antenna configuration provides higher signal to clutter ratio. The lowest energy returns in this case are observed for the deeper mines rather than for the flush buried ones. This attribute to the fact that the hosting medium in this experiment has higher losses and the effect of these losses is stronger than the effect contamination of a background signal with target response peculiar to the flush buried mines.

The above analysis shows, that the responses of APM are very week indeed in comparison to most other electromagnetic phenomena recorded during the measurements. Therefore the main ambition (and at the same time difficulty) is to find a feature, which distribution for the target class is energy independent. Moreover, the distribution of the ideal feature for the class of targets should be a) compact and b) shifted from the distribution for the class of clutter. If such a feature is identified, the data can be transformed in such a way, that only the objects exhibiting it would be underlined, while the rest of objects suppressed. If successful, this type of clutter suppression – to the contrary of background model – would allow suppression of the clutter associated with compact objects.

3.1.2 Shape of APM responses to GPR probing pulse

It has been observed by the author during analysis of the data collected over several test sites that the responses of plastic cased antipersonnel mines of certain types, namely PMN2, M14, and NR22, are represented in raw A-Scans by very similarly shaped wavelets [79]. These wavelets while retaining a similar shape differ from each other primarily in magnitude. The latter depends on the type of the mine, depth of its placement and type of the hosting soil. Similarity of mine responses may be explained theoretically on the basis of the following impulse response operator of a cylindrically shaped dielectric target [53]:

\[
H(t) = \frac{v_{\text{eff}}}{4\sqrt{\pi} \epsilon^r \Delta \epsilon_{\text{trg}}} \left( \delta(t_1) - \Gamma \delta(\frac{2l_{\text{tg}}}{v_{\text{eff}}}) \right)
\]  

(3.1)

In (3.1) \( v_{\text{eff}} = v_{\text{eff}}(\epsilon, \epsilon^r, l_{\text{tg}}) \) is an effective target velocity (the entity introduced in [53] to describe the speed at which the electromagnetic wave propagates in and around target); \( \Delta \epsilon_{\text{trg}} \) is the target/soil contrast, \( S_{\text{trg}} \) is the target cross-section (a circle here), \( t_1 \) is the time delay corresponding to the turnaround travel time to the top of the mine, \( \Gamma \) is attenuation constant, \( l_{\text{tg}} \) is the target height, and \( \delta(t) \) is a derivative of a delta function, hence the derivative operator. Given that the interiors of the PMN2, M14 and NR22 mines are similar (TNT and possibly a small metal pin), the waveform resulting from application of \( H(t) \) to a probing pulse is...
determined by the height of the cylindrical target, permittivities of the hosting me-
dium and the target, and the bandwidth of the probing signal.

The probing pulse of the IRCTR GPR operating with 0.5 ns generator is shown in Figure 3.2.

![Figure 3.2 The probing pulse of the radar: a) the wavelet, b) the spectrum magnitude](image)

As mentioned in the subchapter 1.1.3, the probing pulse of has a triplet shape with an approximate duration of 0.9 ns and possesses a 2.8 GHz bandwidth on 10dB level spanning from ~0.5 to ~3.2 GHz. Referring to the Table B.1 in the Appendix B one can see that while the diameters of the PMN2, M14, and NR22 mines vary (12, 5.8, and 5.2 cm respectively), they indeed retain cylindrical shape and their heights fluctuate only within a range from 4 for M14 to 5.5 centimeters for NR22.

The responses of these mines to the radar probing pulse modeled using (3.1) are shown in Figure 3.3 a). As it can be seen from the figure the probing pulse with 3GHz bandwidth does not result in a significant difference in the response wavelets of the cylindrical objects, which heights vary in the range from 4 to 5.5 cm. The actual A-Scans taken over the tops of the PMN2, M14, and NR22 mines are shown (after background removal) in Figure 3.3 b).
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Figure 3.3 The responses of the PMN2, M14, and NR22 mines to the probing pulse of the radar: a) modeled, b) measured

It can be seen from the figure that the actual measurements correspond well to the prediction of a rather simple model (3.1): both the shapes of the responses and their similarity for the different mines are confirmed.

The observed consistence of the mines signatures provides an exploitable feature. It is possible now to construct an algorithm, which would successfully reject reflections of objects having different geometry and/or scattering mechanism irrespective to their reflection magnitudes. To this end a relevant measure of similarity must be introduced to quantify the similarity between an A-Scan under test and a target.

3.1.3 Similarity Measure

A well-established measure of similarity between an input signal \(u(t)\) and a reference \(h(t)\) is given by their cross-correlation:

\[
X[t;u,h] = \int_{-\infty}^{\infty} u(t - \tau) h(\tau) d\tau \tag{3.2}
\]

It can be seen from (3.2) that the cross-correlation linearly depends on the amplitude of the input signal \(u(t)\). However, in our case neither the amplitude of a signature nor its energy represents a feature, which could help in discrimination of a target from clutter. A normalization of the input via

\[
u_N = \frac{u(t)}{\|u(t)\|_\infty} \tag{3.3}
\]

does not discard the energy information from (3.2) since it is made to the highest amplitude in an A-Scan. That is the output (3.2) depends on the amplitude ratio between the object wavelet and the clutter present in the signal. The normalized correlation [81], which is commonly used in pattern recognition and is given by
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\[ X_A(t) = \frac{\int h(t)u(t-\tau)dx}{\left[\int u(t-\tau)\text{Supp}(h(x))dx\right]^2} \left[\int h(x)dx\right]^2 \]  

(3.4)

does not discard the energy content either, since again the normalization is done outside of the integration.

To overcome this difficulty we introduce here an alternative measure of similarity i.e. Local Similarity Measure (LSM) between the input A-Scan and the reference wavelet:

\[ L[t; u, h] = \int (\hat{u}(\tau; t) - h(\tau))^2 d\tau \]  

(3.5)

where \( h(t) \) is again the reference waveform (its selection is discussed below) and \( \hat{u}(\tau; t) \) is windowed and normalized version of the input:

\[ \hat{u}(t, \tau) = \frac{u(\tau)}{\max_{t-d<\tau<t+d} [\mu(\tau)]} W(\tau; t, d) \]  

(3.6)

In (3.6) \( W(\tau; t, d) \) represents a rectangular window of width \( d \) centered on the moment \( t \):

\[ W(\tau; t, d) = \begin{cases} 1, & t - \frac{d}{2} < \tau < t + \frac{d}{2} \\ 0, & \text{otherwise} \end{cases} \]  

(3.7)

The width \( d \) of the window in (3.6) and (3.7) is chosen to coincide with duration of \( h(t) \). As it can be seen from (3.5) - (3.7), the LSM calculates for each time moment \( t \) the Euclidian norm of the difference between a portion of an input A-Scan centered on this moment and normalized to its maximum and a reference waveform. Therefore, the LSM marks the presence of a wavelet similar to the target signature with a close to zero value and takes arbitrary positive values elsewhere.

Note that for each moment \( t \) the LSM \( L[t; u, h] \) is computed for the portion of an A-Scan normalized by (3.7) and centered at the moment \( t \). In this way the normalization is performed inside the integral comparison of the shapes and thus the energy-bound information is totally discarded at least in noiseless situation.

The input and output of the first stage of the algorithm, where the LSM is computed, are illustrated in Figure 3.4 for two different mines: surface placed PMN2 (a) and 6 cm deep buried M14 (b). The first case is characterized by a high value of signal to clutter ratio (SCR) and this mine is easy to detect with any conventional method. In the second case negative SCR prevents from detecting the M14 mine on the energy basis. The Figure 3.4 shows the A-Scans (after removal of the ground bounce) acquired over a top of the mines and their LSM scores to same predetermined reference wavelet. The positions of the mine signatures in the input...
A-Scans are marked by arrows and the inlet shows the reference wavelet $h(t)$. As it can be seen from this figure, the presence of the target signature is indeed marked by global minima of their corresponding LSM score.

The clutter wavelets present in the input A-Scans are also marked by local minima. Their values differ from those of interest and they must be suppressed during the second stage of the processing.

Figure 3.4 A-Scans (darker lines) acquired at the tops of a PMN2 (a) and M14 (b) mines and their LSM scores to the same reference wavelet given in the inlet in subfigure b; mine response positions are marked with arrows

To this end the range in which the LSM scores of the objects of interest are expected to take values must be found. This prediction for the mines having slightly different heights and placed in slightly different media can be done using the model (3.1). The curve representing the dependence of the minimum of the LSM scores for targets with different height is shown in Figure 3.5 a) for the probing pulse used in the radar and a reference wavelet computed for a 5 cm height target.

As it can be seen from the figure, in the noiseless case the best LSM score varies from nearly zero (for the exact height match) up to 1 for the targets with 3.5 to 6 cm height and grows further with the height difference. The tolerance of LSM score to the volatility of the target height depends of course on the bandwidth of the probing pulse: the wider the bandwidth (hence the narrower the pulse) the faster the minimal LSM score grows with deviation of the target height from the reference. This phenomenon is also shown in Figure 3.5 a) where the dependence of the LSM score on the target height is shown in gray color for the case of the probing pulse with 6.5GHz bandwidth. In the latter case the minimal LSM grows from 0 to the level of 2.5 with the only 1 cm height discrepancy.
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Figure 3.5 Dependence of the best LSM score from the parameters of target and hosting medium: a) varying target height, reference computed for \( h = 5 \) cm, probing pulses with bandwidth of 2.8 GHz and 6.5 GHz; b) varying target/reference height discrepancy and SNR, probing pulse with bandwidth of 2.8 GHz

It can be seen in the equation (3.1) that target effective velocity and target height are irresolvable from the shape of the response. The effective velocity depends on values of permittivity of target interior, the hosting medium, and the target height. As a result the influence of an inexact match in medium velocity manifests itself in the same way as a mismatch in the target height.

Another factor which influences the LSM score is the presence of the noise. In practice after the background removal the mine responses in A-Scans are corrupted with some random noise even if no clutter signal is present. The level of this noise is fairly constant for the whole measurement site while the energy reflected by mines differs depending on the type of the mine, depth of its placement, hosting medium parameters and roughness of the air/medium interface. Hence the signal to noise ratio (SNR) of the response varies from mine to mine. The influence of SNR on the LSM score is shown Figure 3.5 b) where the minimal LSM scores simulated for PMN2, M14, and NR22 mines and a 5cm high reference target are plotted. The figure demonstrates a general trend of the LSM score to grow when SNR gets lower and/or the height discrepancy gets larger. It turns out that the distribution of the minima of the LSM scores (as simulated for the fixed reference waveform and varying SNR and target height) tends to be un-skewed and its kurtosis varies in the range of 2.7 to 3.3. Therefore it may be reasonably approximated by a normal distribution, which is used on the second stage of the processing.

3.1.4 Procedure to determine the reference wavelet

As it can be seen from (3.5)-(3.7), the performance of the algorithm is largely dependent on the correct choice of the reference wavelet \( h(t) \). On the other hand, no modeling is feasible in this case beyond a very general approach determined by
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Therefore I rely on the presence of a training dataset acquired in the controlled environment conditions to determine the parameters of the algorithm. In order to determine the reference wavelet I select a training subset in the training data. This subset (it is referred to as inner training subset) comprises a few A-Scans (after background removal) acquired over the tops of several well-visible PMN2 and M14 mines buried in different depths in sand. The reference wavelet is then defined as an un-weighted mean of the responses of these mines normalized to their maxima and shifted to the common midpoint. The process is illustrated in Figure 3.6, where these responses are overlapped and the resulting reference wavelet is given in the thicker line.

Figure 3.6 The A-Scans comprising the inner training dataset (dotted lines) and the resulting reference wavelet (solid line)

The width of the window in (3.6) and (3.7) is determined automatically to be equal to the duration of the reference wavelet. As it can be seen from the figure, the reference wavelet is restricted to the central parts of the mine responses where their shape is retained most thoroughly. This is done to avoid degradation of LSM scores corresponding to the responses of different mines.

3.2 Penalty Functional

The second stage of the algorithm performs suppression the unwanted reflections represented by local minima in the LSM score. Because in the LSM the presence of the target is marked by the minimum it is natural to apply a penalty term that would assign higher values to the time instances where the LSM gets the values close to zero and vice versa. This strategy is detailed in 3.2.1. Taking into ac-
count additional information on the distribution of the LSM scores it is possible to further elaborate the penalty functional for better representation on the target responses. This issue is considered in 3.2.2. Lastly, it would be of advantage for the SAR processing if the output of the penalty functional would have no DC content. The procedures to ensure that are described in 3.2.3.

3.2.1 Exponential penalty functional

Let \( L[t;u,h] \) be the LSM score to the input A-Scan \( u(t) \), i.e. output of (3.7). Then assigning the exponential penalty to it one obtains a penalized local similarity measure (PLSM):

\[
P_{\text{exp}}[L[u;t]] = e^{-L[u;t]}
\]

(3.8)

The Figure 3.7 shows output defined by (3.8) to the input defined by A-Scans shown in Figure 3.4.

As it is seen from the figure the, the presence of the mines is indeed marked by maxima in the outputs of the PLSM (3.8). Moreover, these maxima represent the highest magnitudes present in the given A-Scans. The problem, however, is that the exponential penalty functional assigns drastically different scores to the different mines. In the given examples the weaker M14 mine is assigned a score which is 8dB lower than the larger PMN2 mine. This effect is caused by the slight deviations in the shapes of the responses and by the change in the SNR ratio, which is significantly lower for the case of the M14 mine. Such a discrepancy in the LSM scores within the same class of target may embarrass the application of feature fusion algorithms. Therefore ways to mitigate the problem should be found.

Figure 3.7 The LSM (pale lines) and PLSM scores (black lines) computed for the PMN2 a) and M14 b) mines; targets are marked with arrows; the penalty functional is shown in the inlet to the subfigure a).
3.2.2 Gaussian penalty functional

The problem of drastically unequal PLSM scores encountered in the previous subchapter can be met using the information about the distribution of the LSM scores expected for the given site. This distribution has been found nearly normal for the modeled data in 3.1.3. Taking this into account it is natural to assume the Gaussian shape for the penalty functional:

\[
P_G[u; 1] = e^{-\frac{(L[u; 1] - m)^2}{m^2}}
\]

(3.9)

where \( m \) are yet to be defined parameters. Such penalty functional corresponds to the expected distribution of the LSM score for the targets of interest. It assigns larger scores to the time samples where the LSM gets values close to the expected for targets and suppresses the LSM scores, which significantly deviate from it. The centrality of the functional is defined with \( m \) and selectivity by \( m \).

To define these parameters an additional training dataset is employed. This outer training subset \( U \) is used to build up statistics from which the parameters \( m \) of the penalty functional are determined. This subset comprises collections of A-Scans acquired above several specimens of different targets and false alarm objects, and supplied with A-Scans acquired above presumably empty regions of the ground:

\[
U = \left\{ U_M \cup U_{FA} \cup U_{BG} \right\}
\]

(3.10)

where \( U_M \) is the mines subset, \( U_{FA} \) is the false alarms subset, and \( U_{BG} \) is the subset of the A-Scans, which contain responses showing a large magnitude, but do not correspond to any particular object. The subsets \( U_M \) and \( U_{FA} \) are chosen to comprise the A-Scans that are likely to be coherently summed during SAR. The subset \( U_{BG} \) is never empty in test measurements due to factors like rough ground interface, pit borders, etc. Computing to the LSM scores for the A-Scans comprising \( U \) one obtains statistics of the \( L[U] \) corresponding to the signatures of mines and clutter objects. In the resulting set we define two classes of LSM scores for targets (\( L_T \)) and clutter (\( L_C \)):

\[
L[U] = L[U_M] \cup L[U_{FA}] \cup L[U_{BG}] = L_T \cup L_C
\]

(3.11)

An optimal pair of parameters \( m \) can be obtained maximizing the separation of the target and clutter classes in the output of (3.9). Due to the approximate normality of the distribution of the LSM scores for the target class the following choice of parameters guarantees that most of the target-relevant wavelets comprising \( L_T \) will obtain high score at the output of (3.9):
\[ m_0 = \mu \{ L_T \} \]
\[ m_1 = 3\sigma \{ L_T \} \]

(3.12)

where \( \mu = \mu_i \) and \( \sigma = \sqrt{\mu} \) are the estimates of the mean and standard deviation of the random process \( L_T \) computed via (2.9) and (2.10).

The output of (3.9) to the same input as for Figure 3.7 and the parameters defined by (3.10) – (3.12) is shown in Figure 3.8.

Figure 3.8 The LSM (pale lines) and Gaussian PLSM scores (black lines) computed for the PMN2 a) and M14 b) mine species; targets are marked with arrows; the penalty functional is given in the inlet to the subfigure a).

Just like in the output of (3.8) the mines are represented with sharp maxima, which are the largest values encountered in the respective A-Scans. Note however that this time the PLSM score assigned to the larger PMN2 mine is only 1.5 times higher than the one assigned to the smaller M14 mine. This equalization of the target response is important on the latter stage of the data processing.

At the same time the clutter is suppressed except for a few bursts, which are well separated from the images of the mines. Theses bursts are caused not by localized objects but by local similarity to the reference wavelet exhibited by portions of A-Scan. Because of that their spatial distributions do not represent hyperboloid shapes, as it is seen from Figure 3.9. The figure shows parts of B-Scans taken across the same mines as in the previous figures after application of PLSM (3.9). The traces of the mines are marked with arrows. The non-hyperbolic shape of the non-suppressed clutter traces is apparent and therefore one can expect successful suppression of these elements of clutter on hyperbola detection stage (e.g. SAR, as discussed in subchapters 3.2.3 and 1.1).
3.2 Penalty Functional

It is also important that the scores that both mines obtain at the output of (3.9) are very close to each other. Thus the clutter suppression is superimposed with target equalization by use of the Gaussian shaped penalty functional. This concept is further illustrated in Figure 3.10 where density distributions of critical scores obtained for the outer training subset are shown. By critical scores we mean the main peak-to-peak magnitudes of the target wavelet in the raw A-Scans, minima for the LSM score, and maxima for the PLSM scores in forms (3.8) and (3.9). The non-parametrical estimation of the densities is made via the kernel estimation method (2.9)-(2.10) with Epanechnikov kernel.
Figure 3.10 Sample Probability Density Functions for target and clutter classes in the outer training dataset for: input magnitude (a), LSM (b), and PLSM of the form (3.8) and (3.9) - (c) and (d).

It may be noticed from the figure that the densities of the distributions of the classes are strongly overlapped in the subfigure a), which illustrates the fact that the magnitude of the response wavelet does not constitute a good discriminative parameter for landmines. The densities of the LSM score shown in subfigure b) are well separated for the classes of targets and clutter. The wide spread of the scores resulted from PLSM (3.8) in the target class, which is visible in the subfigure c), causes worsening of the separation in comparison to the LSM. At the same time most of the wavelets relevant to targets are likely to receive higher scores at the outputs of (3.9), while the clutter related wavelets are concentrated near 0, as it is seen from the subfigure d).

Overall, application of any form of PLSM improves the separation of the clutter and target classes in comparison to a background model based algorithms operating alone. At that the Gaussian penalty functional demonstrated its superiority to the exponential one and should be preferred.

3.2.3 Modifications of PLSM as an input to SAR

In the case where the output of the clutter suppression algorithm serves as an input for the SAR focusing it should satisfy some additional requirements. Firstly, the output of the PLSM is desired to hold no DC content. And secondly, since
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SAR is an efficient clutter suppression technique in itself; it would be of advantage to optimize the parameters $m_i$ taking into account the fact that SAR follows the PLSM in the DPS.

It can be seen from the figures and formulations above that both penalty functional (3.8) and (3.9) mark the position of the target with a sharp mono-pulse with values on the $(0, 1]$ interval. This mono-polarity embarrasses the SAR focusing because the non-coherent energy, which presumably represents clutter, does not self-cancel in summation but adds up instead. This accumulation is slower than the accumulation of the coherent energy scattered by objects but still constitutes the clutter, which is significant for the smaller mines. To solve this problem the bipolarity of pulses representing all the scattering phenomena must be ensured.

The bipolarity of the PLSM can be assured by high-pass filtering of the output of (3.9):

$$P_d[L(u; t)] = P_i[L(u; t)] \otimes F_H(t)$$  \hspace{1cm} (3.13)

where $L(u; t)$ is the LSM score, $P_i$ represents output of the penalty functional (3.8) or (3.9) and $F_H$ is the impulse response of a high-pass filter. For example, applying Butterworth filter of $7^{th}$ order with cutoff frequency of 600 MHz to the PLSM one obtains the bi-polar signals in which the presence of the target is marked by sharp mono-cycles.

Alternatively, the high pass filtering may be organized through the time differentiation of the input. In this case $F_H(t) = \delta(t)$ and (3.13) becomes:

$$P_d[L(u; t)] = \frac{d}{dt} \exp \left( -\frac{(L[u(t)] - m_i)^2}{m_i^2} \right)$$  \hspace{1cm} (3.14)

The outputs of the (3.14) that correspond to the same inputs as before are shown in Figure 3.11.

The main characteristics of the outputs of (3.13) and (3.14) coincide. As it can be seen from the figure, the presence of the mines marked by maxima in the PLSM scores of (3.8) and (3.9) is clearly marked in this version of PLSM with sharp monocycles. It is worth noticing, that for both PMN2 and M14 mines the PLSM scores still receive roughly the same peak-to-peak magnitude.

At the same time, it is understood that introduction of this high-pass filtering step does not produce any additional separation for targets and clutter classes. However, this operation is necessary for the successful SAR focusing and therefore must be used only if the latter is supposed to be used.
Figure 3.11 LSM scores for the A-Scans acquired at the tops of a PMN2 (a) and M14 (b) mines and their PLSM versions (darker lines). The penalty functional is given in the inlet on subfigure b); mine positions are marked with arrows.

Addressing the second issue, one has to take into account all the A-Scans that will contribute to the image of every target. Ideally, all A-Scans falling into the antenna footprint area centered at the target should be accounted for. To this end I enlarge the outer training dataset (3.10) to include the A-Scans constituting these vicinities. Then the parameters \( m_i \) must be optimized to produce the best possible separation of the classes \( P(L_T) \) and \( P(L_C) \). Using the Fisher distance equivalent to the deflection (2.16) with \( \alpha = 0.5 \), one obtains the following goal function:

\[
G(m_i) = \frac{\left[ \mu_i \{P(L_T; m_i)\} - \mu_i \{P(L_C; m_i)\} \right]^2}{\mu_i \{P(L_T; m_i)\} - \mu_i \{P(L_C; m_i)\}}
\]  

(3.15)

where \( \mu_i \) are the estimates of the first two moments of the corresponding sets. Then the parameters \( m_i \) are defined as:

\[
m_i = \arg \max \{ G(m_i) \}
\]

(3.16)

In fact (3.16) constitutes a problem of non-linear optimization where exact connection between variables \( m_i \) and value of \( G(m_i) \) is only given statistically. The rigorous solution of this problem is rather difficult but it is possible to take the values of \( m_i \) that maximize (3.16) in the vicinity of the initial guess defined by (3.12).

For the examples shown in the Fisher separations computed for the initial guess are \{0.4, 2.8, 3.8, 2.5\} for the input A-Scans, LSM, and two forms of PLSM respectively. The optimal values of the penalty functional parameters obtained optimizing the Fisher measure (3.15) are \( m_0 \equiv 1.5 \text{mean}\{L_T\} \) and \( m_i \equiv 4.2 \text{std}\{L_T\} \). Using these parameters we obtain the improved separation of the target and clutter classes in the outputs of (3.9) and (3.14): \{4.3, 2.9\} for the two forms of PLSM respectively. These numbers confirm the notion that PLSM in the form (3.9) rather than
(3.14) should be used if target detection is organized by means which do not involve SAR. Note however, that the optimal parameters are data driven and must be recomputed for each training situation.

### 3.3 Superposition of SAR and PLSM algorithms

The considerations of the subchapter 3.2.3 allow for more effective optimization of the parameters of PLSM when it is used in sequence with SAR focusing. However, the following problem is connected to the consecutive application of PLSM and SAR algorithms. As transmit and receive antennas move further away from an object and the illumination becomes oblique the typical shape of the object’s return changes due to the change of the illumination angle. Due to this, any particular target is marked with highest possible amplitude responses in the output of the PLSM algorithm only for the A-Scans, which correspond to a small range of illumination angles. This is illustrated in Figure 3.12 a) where the APM responses for different illumination angles are shown. This change leads to deterioration of the PLSM scores, as it is shown in subfigure b).

This shortcoming may diminish the performance of SAR focusing and following detection. The angle dependency of the reference wavelet can be established either by modeling or from a training dataset but it cannot be readily applied due to an angle ambiguity existing in a time-space C-Scans. More precisely, the illumination angle cannot be tracked in the <t; x; y> 3-D domain. That is a wavelet appearing at each time sample of an A-Scan taken from such a domain may correspond to any equidistant object and thus come from any illumination angle. In the present subchapter I resolve this ambiguity by superimposing the PLSM algorithm with the SAR migration technique. In SAR-focused image of an <z;x;y> domain for each imaged point there is only one object placed in it, which is considered as a possible source for the wavelet. Therefore the angle ambiguity can be resolved and it is possible to image the given point integrating over the accordingly delayed outputs of CROW algorithm with reference wavelets dependent on the illumination angle.

Recalling the formulation of the SAR procedure:

\[
F(\vec{r}) = \int_{\xi,\eta} C_{\xi,\eta}(T) d\xi d\eta
\]

where \( \vec{r} = (x, y, z) \) is the point being imaged, it is seen that SAR provides focusing of a common-offset time-space GPR C-Scan by mapping it into a 3D space image. In (3.17) \( C_{\xi,\eta}(T) \) and \( F(x, y, z) \) represent initial and focused C-Scans, \( A \) is a 2D aperture of the radar to be synthesized, and \( T \) is the time needed for a probing pulse to travel from the transmit antenna to the point being imaged and backwards to the receive antenna:

\[
T = T(x, y, z, \xi, \eta, A, \xi, \eta, A, \epsilon)
\]
where $(x, y, z)$ is the point being imaged, $\left(\xi_T, \gamma_T, A_T\right)$ and $\left(\xi_R, \gamma_R, A_R\right)$ are the coordinates of the transmit and the receive antenna respectively, and $\varepsilon_r$ is the ground’s permittivity. Ray paths corresponding to one-way propagation of a probing pulse between the point being imaged and the antenna is shown in Figure 3.13.

As it can be noted from the discussion of the IRCTR antenna system in 1.1.3 the ray bending due to the refraction must be taken into account in calculations of $T(t)$. These calculations may be done using the Snell’s law, which fixes the values of the refraction angles. A fourth order equation for the optimal refraction may be devised from this law [82]. Alternatively a fourth order equation may be derived.
3.3 Superposition of SAR and PLSM algorithms

for \( \cos^2 \Theta_1 \). To this end one assumes that the fastest possible path that electromagnetic pulse follows lies in a single plane. Then using the triangulation shown in the figure and the Snell’s law one obtains the equalities:

\[
\begin{align*}
\sin \Theta_2 &= \sqrt{\varepsilon_r \sin \Theta_1} \\
a \tan \Theta_2 + b \tan \Theta_1 &= d_1 + d_2
\end{align*}
\]

(3.18)

In (3.18) \( \Theta_1 \) are the refraction angles, \( a \) is the antenna height, \( b \) is the object’s depth, and \( \rho = d_1 + d_2 \) is the horizontal projection of the distance from the antenna to the point being imaged. Substituting the first equality of (3.18) into the second one gets the equation

\[
\frac{a \sqrt{\varepsilon_r} \sqrt{1 - \cos^2 \Theta_1}}{1 + \varepsilon_r \cos^2 \Theta_1} + \frac{b \sqrt{1 - \cos^2 \Theta_1}}{\cos^2 \Theta_1} = \rho
\]

(3.19)

which can be transformed to the following polynomial equation:

\[
\left\{ \left[ b^2 + a^2 + \rho^2 \right] \varepsilon_r - 4a^2b^2 \varepsilon_r \right\} \rho^8 + \\
\left\{ 2\left[ b^2 + a^2 + \rho^2 \right] \left[ b^2 + \rho^2 - \varepsilon_r b^2 - \varepsilon_r \left( b^2 + a^2 + \rho^2 \right) \right] \varepsilon_r + 8a^2b^2 \varepsilon_r - 4a^2b^2 \varepsilon_r (1 - \varepsilon_r) \right\} \rho^6 + \\
\left\{ -2b^2 (1 - \varepsilon_r) \left[ b^2 + a^2 + \rho^2 \right] \varepsilon_r + \left[ b^2 + \rho^2 - \varepsilon_r b^2 - \varepsilon_r \left( b^2 + a^2 + \rho^2 \right) \right] \right\} - \\
-4a^2b^2 \varepsilon_r + 8a^2b^2 \varepsilon_r (1 - \varepsilon_r) \right\} \rho^4 - \\
\left\{ 2b^2 (1 - \varepsilon_r) \left[ b^2 + \rho^2 - \varepsilon_r b^2 - \varepsilon_r \left( b^2 + a^2 + \rho^2 \right) \right] - 4a^2b^2 \varepsilon_r (1 - \varepsilon_r) \right\} \rho^2 + b^4 (1 - \varepsilon_r)^2 = 0
\]

(3.20)

where \( p = \cos^2 \Theta_1 \). The order of the equation can be reduced to the fourth order and then it allows an analytical solution. This solution is of course impractical because it is not possible to decide which of its four roots is the closest to 1 without computing them all. On the other hand, despite its lengthy format, the equation (3.20) is quite easy to solve numerically. One knows beforehand that \( p \leq 1 \) and it is the largest root of the equation he is interested in. This knowledge allows avoiding local minima and the Newton scheme [83] converges in 2-3 iterations due to the facts that 1) good initial guesses are provided by solutions in a neighboring point and 2) the exact form of the polynomial derivative is readily available. Finally, it will be of importance that the coefficients of the equation (3.20) stay constant for all antenna positions that are equidistant to the given imaged point.

Having determined the refraction angle lets note that the antenna coordinates \((\xi_1, \gamma_1, A_1)\) and \((\xi_2, \gamma_2, A_2)\) may be expressed via each other for common-offset data. Dropping the indexes redundant for this particular case (3.17) and (3.18) are combined into:
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The integration (3.21) coherently adds up appropriately shifted A-Scans, which presumably results in higher absolute values of these magnitudes in the regions occupied by contrast objects.

Substituting (3.6) and (3.14) into (3.21) one obtains the expression of a SAR operator applied to the output of PLiM:

\[ F_p(\tilde{r}) = \iint_{\xi,\gamma \in A} P_s \left\{ \left[ \tilde{C}_{\xi,\gamma}(\tau; T(\xi, \gamma; \Theta)) - h(\tau) \right]^2 \right\} \, d\xi \, d\gamma \] (3.22)

where \( \tilde{C} \) has the same meaning as \( \tilde{u} \) in (3.7) and \( P_s \) is a penalty functional in one of its forms. In the formulation (3.22) the angular ambiguity mentioned above is resolved because the time delay is calculated for the specific direction fixed by the pair of coordinates \( \xi, \gamma \). Thus the angle dependency of the reference wavelet can be exploited. Defining \( H(\tau, \Theta) \) as an angle dependent analogue of \( h(t) \) in (3.6) and introducing it into (3.22) one obtains:

\[ F_{p(\Theta)}(\tilde{r}) = \iint_{\xi,\gamma \in A} P_s \left\{ \left[ \tilde{C}_{\xi,\gamma}(\tau; T(\xi, \gamma; \Theta)) - H(\tau, \Theta) \right]^2 \right\} \, d\xi \, d\gamma \] (3.23)

Equation (3.23) represents the sought superposition of the PLiM and SAR algorithms. Recall now that the refraction angle is constant for all antenna positions equidistant with respect to the point being imaged:

\[ \frac{\partial}{\partial \omega} \Theta_s(\xi(d, \omega), \gamma(d, \omega)) \bigg|_{\rho = \text{const}} \equiv 0 \] (3.24)

In this representation \( \omega \) is the angle defining the direction from the projection of the point imaged onto the surface to the projection of the antenna onto the surface. With that in mind one can move to the polar representation of the integration (3.23):

\[ F_{p(\Theta)}(\tilde{r}) = \iint_{r=0}^{r_0} P_s \left\{ \left[ \tilde{C}_{\tau,\rho}(\tau; T(r, \omega)) - H(\tau, \Theta_s(\rho)) \right]^2 \right\} \, d\omega \, d\rho \] (3.25)

where \( r_0 \) is the radius of the antenna footprint. SAR (3.25) can be further improved by introduction of a radius-dependent weighting factor that would assure that the closest A-Scans have more influence than the farthest:

\[ F_{p(\Theta)}(\tilde{r}) = \iint_{r=0}^{r_0} W(\rho) P_s \left\{ \left[ \tilde{C}_{\tau,\rho}(\tau; T(r, \omega)) - H(\tau, \Theta_s(\rho)) \right]^2 \right\} \, d\omega \, d\rho \] (3.26)

where \( W(\rho) \) is a smooth function decreasing as \( \rho \) grows.

The practical implementation of (3.26) assumes replacement of the integrals with finite sums. The most straightforward discretization leads to:
This procedure uses only the A-Scans actually measured and present in the C-Scan being focused. Transformation to the polar coordinates manifests itself in the rear-ranging of the order of summation. The procedure is computationally effective and does not require much computational time. The more sensitive and more time consuming discretization implies using advanced integration techniques (say, Simpson rule) and, more importantly, virtual A-Scans. These are the A-Scans that are constructed rather than actually measured at the locations of the equidistant lines. Their construction is made via 3D Fourier interpolation of the A-Scans measured in the neighboring points. The resulting discretization reads:

\[ F_{P(\Theta)}(x_i, y_j, z_k) = \sum_{r=0}^{R} W_r \sum_{\rho=0}^{\rho_f} P_r \left( \sum_{\theta=0}^{\Theta_f} C_{\theta r}(\tau; T_{r,o}) - H_{r,\Theta}(\rho) \right) \] (3.27)

where \( g(\psi, \psi) \) represents a procedure of the numerical integration of \( g(\psi, ...) \) by the variable \( \psi \) on the interval \( [\psi_0, \psi_1] \) and \( \hat{C}_{\psi r} \) is an interpolated A-Scan that would have been measured at the exact location \( (\xi, \gamma) \). The representation (3.28) yields results more accurate than those of (3.27) but requires lengthier computations.

As the final note it should be kept in mind that the formulations given in this subchapter have 2 drawbacks: the procedure is more sensitive to the shape of the object due to the fact that the waveforms of the responses to oblique illumination are considered; the bipolarity of the output of PLSM cannot be assured since the output of PLSM does not emerge in the explicit form. The advantages of the approach include more precise following of the response, which allows using of fairly sharp penalty functional. This, in turn, results in further suppression of the clutter and equalization of the target responses.

### 3.4 Conclusion for Chapter 3

In this chapter I have presented a novel generic waveform-based algorithm for clutter suppression, which improves detectability of a certain class of targets (i.e. antipersonnel landmines) with a video impulse ground penetrating radar. The algorithm (penalized local similarity measure) is demonstrated to possess the following features:

1. It detects a class of low-metal APM with a cylindrical shape (such as PMN2, M14, and NR22) using just a single reference target return;
2. The processor aims at suppression of the clutter responses from non-targets and leaves intact the spatial patterns inherent to localized objects;
3. As a result it operates best when the background clutter is removed *prior* to it and spatial pattern of targets is detected *after* its use;
4. The output of the processor is perfectly suited to be an input to a SAR focusing procedure due to its sharp bi-polar shape;
5. The output of the processor does not directly depend on the magnitude of the input providing equalization of the responses from mines of different sizes;
6. The core processor of the algorithm is insensible to the presence of clutter objects regardless of their size and/or reflectivity provided that their signatures wavelets are different from the one of the reference wavelet;
7. The algorithm is trained on datasets acquired in the controlled environment and is then successfully applied on the test site with similar but not identical soil conditions and data acquisition parameters;
8. The algorithm is shown to work with the GPR pulses having a 2.8 GHz bandwidth and the antenna system sufficiently (>20 cm) elevated over the ground. Such an antenna elevation ensures the consistency of target return wavelet, which is required by the algorithm. On the contrary, by close-in detection with a hand-held GPR a target is typically situated in the reactive near-field of an antenna system. Under such conditions a target return changes its waveform by variations of a target burial depth, antenna elevation and other factors.

The core algorithm is then superimposed with the SAR procedure. This superposition allows introduction of the angle-dependent reference wavelet. A real data example shows very promising results with this type of clutter suppression.
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The considerations given in the Chapters 2 and 3 cover the issues of data processing and target detection in confidence maps. The present Chapter is dedicated to construction of confidence maps and definition of auxiliary features in the maps. The former task is considered in subchapter 4.1 and the latter one in subchapter 4.2.

4.1  Improved projection algorithms

As it was defined in 2.1 the data processing scheme results in a 2-D confidence map a construction of which from a 3-D processed dataset arises as a part of the mine detection problem. This construction often requires a projection of a confidence defining feature distributed in 3-D onto a flat surface. In 2.1.2 this concept has been exemplified with the simplest and intuitively understood energy projection. In the present subchapter I discuss two other projection techniques, each involving its own confidence defining feature:
1. The Windowed Energy Projection (WEP, 4.1.1)
2. The Alternating Sign Windowed Energy Projection (ASWEP, 4.1.2)

The latter projection technique is then extended to 2D and 3D cases (4.1.3) where confidence corresponding to each A-Scan is defined via the neighboring ones. This extension allows also construction of a mapping procedure for cross-polar radar (4.1.4).

4.1.1  Windowed energy projection

The energy projection defined in 2.1.2 is the most natural projection scheme where the confidence defining feature is just the energy scattered by the subsurface in the given location. Therefore the confidence maps constructed by this projection consist of pixels with clear mathematical and physical sense, which allows accurate characterization of the clutter and predictable performance of detectors. The disadvantage of the approach is that it often leads to a large number of false alarms present in the resulting map. Let me repeat its definition here for the sake of completeness:

\[ E(x, y) = \int_{z_0}^{z_1} F_{xy}^2(z) \, dz \]  \hspace{1cm} (4.1)

where \( z_0 \) are the highest and the lowest depths present in the focused A-Scan \( F(z) \). To lower the amount of false alarms in the map resulting from (4.1) the windowed version of the energy projected is introduced.
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The WEP [85] is the 3D→2D mapping, which preserves as much information of the object responses as possible, while leaving the incoherent energy behind. It utilizes the fact that the image of an APM in a focused A-Scan occupies 3-6 cm (depending on the type of the processing), which represents 20-40% of the total length of the A-Scan. The rest of the A-Scan is contains clutter-bound energy, which is not caused by the target itself. Taking this into account, one can expect that replacing the energy projection (2.3) with the energy contained in the window corresponding to the target will better separate the target and clutter classes. More precisely, the windowed energy projection is defined via:

\[
E_w(x,y) = \max_{z_0} \int_{z_0}^{z_0+w/2} F_{x,y}(z) dz
\]

(4.2)

where \( w \) is the window in which the energy of the target is concentrated. The difference between the EP and WEP is outlined in the Figure 4.1 where portion of two focused B-Scans are shown. The subfigure a) represents the output of the base-line data processing scheme and the subfigure b) represents the output of a DPS that uses PLSM. The images of the mines are depicted with arrows. The windows containing approximately 90% of the energy of the mines are also shown.

Figure 4.1 Windows containing the most of the energy of targets a) for base-line DPS, b) for a DPS using exponential penalty for clutter suppression

The choice of the window width is dictated by two contradicting factors: the window should include as much of the energy of the mine response as possible and be as narrow as possible to suppress the levels of the mine-free A-Scans. Finally, this should hold for all types of mines. To determine the optimal width for the given site one again relies on the training subset. This subset consists of a few fo-
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focused A-Scans representing the target images \( U_T \) and a substantial amount of focused A-Scans that contain background clutter alone:\(^{2}\)

\[
U = U_T \cup U_{BG}
\]

Applying (4.2) to the A-Scans comprising the set \( U_T \) one obtains the target brightness characteristics as a function of the window width \( w \). Computing this function for the subsets \( U_T \) and \( U_{BG} \), it is possible to construct a discriminating functional \( D(w; F_T, F_{BG}) \):

\[
D(w; F_T, F_{BG}) = \frac{E_u(w; F_T)}{E_u(w; F_{BG})}
\]

where \( F_T \in U_T \) and \( F_{BG} \in U_{BG} \). Averaging \( D \) over the training subset one obtains the discriminating function \( \overline{D}(w) \):

\[
\overline{D}(w) = \frac{\overline{E_u}(w; U_T)}{\overline{E_u}(w; U_{BG})}
\]

where \( \overline{E} \) means the averaging made over the second parameter. This function represents a signal to background clutter ratio in terms of WEP. The optimal window width maximizes this function:

\[
w_{opt} = \arg \max_w \overline{D}(w)
\]

Alternatively, one can consider the ratio of the average target signal to background clutter. Maximizing each of these ratios with respect to the window width one obtains a random process:

\[
\sigma_k = \arg \max_w \frac{\overline{E_u}(w; U_T)}{\overline{E_u}(w; F_{BG})}
\]

where each \( \sigma_k \) corresponds to an A-Scan \( F_{BG}^k \in U_{BG} \). In this case the optimal window width is given by the most probable value of the process \( \{\overline{\sigma}_k\} \).

Both ways of determining the optimal width of the WEP window are illustrated in Figure 4.2. The function \( E_u(w; U_T) \) is plotted in the subfigure a) for the A-Scans comprising the training subset. Also the numerator of (4.5) is overlapped in the subfigure. The subfigure b) shows the same values for the training subset \( U_{BG} \) and the denominator of (4.5). All the functions in the subfigures a) and b) are normalized at their mean values with respect to \( w \) for the sake of compactness. The discriminating function \( \overline{D}(w) \) is plotted in the subfigure c) overlapped with

---

\(^{2}\) Note that this algorithm is not meant to suppress images of friendly objects but rather ensures that all small localized objects are visible in the resulting map.
the density of the process $\{\sigma_k\}$ estimated from samples. As it can be seen from the subfigure, both procedures suggest the same optimal window width of 4 cm.

Figure 4.2 Determination of the optimal window for WEP: dependency of the WEP values on the window width for the subsets $U_T$ (a) and $U_{BG}$ (b); discriminant function (4.5) and probability density of the process (4.7)–c)

The application of the WEP with optimal window is exemplified on measured data in Figure 4.3. The measurements were made over a piece of a sandy minefield simulation site (Appendix B.1). The subfigures a) and b) represent the EP and WEP maps obtained with (4.1) and (4.2) respectively in which the targets are encircled. The contrast of the images is tuned in such a way that the weakest of the targets is just visible.

Figure 4.3 EP (a) and WEP (b) maps of a minefield and corresponding a-priori ROC curves

As it can be seen from the comparison of the subfigures a) and b), WEP allows much less clutter into the map. For example, the rough pit border along the first B-Scans is effectively suppressed. Although the pit border can be looked at as an artifact peculiar to the test site, analogous situation may arise on a real site due to the presence of large remote structures like logs or ruins etc.
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Besides, the target distribution is more compact in WEP than in EP. That is the weakest target is 6.5 dB lower than the strongest one in WEP, whereas in EP this ratio is equal to 14.

These factors manifest themselves in the a-priori ROC curves built in the sub-figure c) according to the rule (2.17). The densities of clutter and target feature distributions are obtained using the kernel estimation technique. The clear superiority of WEP over EP for this particular case results in ~1.67 lower area above the curve.

4.1.2 Alternating sign windowed energy projection

The alternating sign windowed energy projection (ASWEP [70]) is a development of the idea of WEP. It further exploits the a-priori knowledge of the distribution of the energy of mines in focused C-Scans. As it can be seen from the Figure 4.1 a typical image of a mine in a SAR focused A-Scan consists of several bulbs of changing polarities. This shape is ultimately caused by the specifics of wavelets, which represent targets in A-Scans that are the input into SAR procedure. As it was pointed above, these inputs are either triplets for the base-line processing scheme or monocycles for the high-passed outputs of PLSM. The superposition of PLSM and SAR considered in Chapter 1.1 results in an exception from this general rule and therefore is inadmissible to ASWEP. These considerations are illustrated in Figure 4.4 for the case of a base-line processing.

Figure 4.4 An isometric view of a portion of a focused C-Scan. The pale A-Scans are measured over the tops of several AP mines.
The Figure 4.4 represents a portion of a focused C-Scan in an isometric view. The portion contains images of five AP mines placed in different depths. The A-Scans measured over the tops of these mines are shown in thicker lines and the EP map of this portion of the C-Scan is shown bottom of the image. The energy based images of the five targets are visible in the bottom map as spots with different brightness. Random iso-levels shown in gray lines correspond to the clutter energy. The transparency of the figure is tuned in such a way as to allow a clearest possible view onto the targets.

It can be seen from the figure that the shape of the target images remains approximately the same. Similar effect of shape consistency has been described in [13] for a forward-looking GPR. There this shape consistence has been used as a basic descriptor for construction of a maximum deflection-based mapping (short description is given in the introductory subchapter 1.2.3). Here I am planning to build an algorithm that would improve the detectability of the targets using the observed consistency of their image structure.

Low wave-number content of focused A-Scans prevents construction of a target/clutter separation technique similar to PLSM. Moreover, the energy content of a target image in the focused A-Scan may contain important information (e.g. in PLSM based DPS). Therefore a projection technique that does not exclude energy content should be built. Such a projection is given by:

\[
E_{\text{aw}}(x, y) = \max_{x_0} \left\{ \int_{x_{0}-w/2}^{x_{0}+w/2} F_{x,y}(z) \Theta(z) \, dz \right\}^2
\]

where \( \Theta(z) \) is a mask representing a typical target image in the given C-Scan. Unlike WEP (4.2) the choice of \( w \) is not in our hands as it is automatically given by the support of the function \( \Theta(z) \).

The definition of the mask \( \Theta(z) \) is made using a training data. A simple triple valued mask can be defined using a single target image by [70]:

\[
\Theta_{\text{tr}}(z) = \begin{cases} 
-1, & z \in \{Z^-\} \\
1, & z \in \{Z^+\} \\
0, & z \not\in \{Z^+\} \bigcup \{Z^-\} 
\end{cases}
\]

where \( \{Z^-\} \) and \( \{Z^+\} \) are the collections of the positive and negative depth portions for the mask \( \Theta_{\text{tr}}(z) \). Such a mask is plotted as a black line on the back wall of the isometric Figure 4.4 above. In that particular case \( \{Z^+\} = [1:6]+[14:17] \) and \( \{Z^-\} = [7:13]+[18:23] \). The improvement yielded by use of ASWEP (4.8) – (4.9) can be judged from the Figure 4.5 where the same data as in Figure 4.3 are used.
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Figure 4.5 WEP (a) and ASWEP (b) maps of a minefield and corresponding a-priori ROC curves

As can be seen from the figure, the ASWEP marginally outperforms WEP and significantly EP in this particular case. The use of the exchanging polarities rather than just gating like in WEP allows higher scores assigned to the A-Scans showing the behavior similar to what is expected of target images. As a result the corresponding ROC curve is better for ASWEP than for WEP at all levels of detection probability, which results in ~5% reduction of the area above the curve.

The performance of the ASWEP (4.9) can be improved with introduction of more sophisticated masks. For example, fitting a sinusoidal signal to the target image in a focused A-Scan yields a sinusoidal mask:

$$\Theta_{\lambda}(z; k, w) = \sin(2\pi k z)W(z; w)$$  \hspace{1cm} (4.10)

where $k$ is the wavenumber, $W$ is a window function similar to (3.7) and $w$ is the window width. The optimal wavenumber of the mask is readily obtainable via Fourier transform. The transformation yields the spectral composition of the focused A-Scans containing a target image and its dominant wavenumber should be taken as the parameter $k$. This step is illustrated in Figure 4.6, where the A-Scan containing an image of a M14 mine put to the depth of 6 cm is shown. The subfigure a) represents the depth distribution of the brightness (voltage levels after SAR) and the subfigure b) gives its wavenumber magnitude spectrum. The fitted sine signal is shown in both subfigures with a pale line.

After the wavenumber parameter is established, the optimal duration of the mask is obtained via procedure similar to (4.4). Unlike the former case here I use the training subset (3.11) that contains also false alarms object images. Some of these non-mine object images are fitted with signals which wavenumber components and/or duration are different from those of the mines. This factor can be profitably used for the target/clutter dichotomy and is the reason for expansion of a training set.
More precisely, to determine the optimal duration of the sine signal one defines the training set
\[ U = U_T \bigcup \{U_{BG} \bigcup U_{FA}\} = U_T \bigcup U_C \] (4.11)
and the following functions on it:
\[ D(w; F_T, F_C) = \frac{E_{an}(w; F_T)}{E_{an}(w; F_C)} \] (4.12)
\[ D(w) = \frac{E_{an}(w; U_T)}{E_{an}(w; U_C)} \] (4.13)
Like in previous considerations, \( F_T \in U_T \) and \( F_C \in U_C \) are A-Scans representing the training subsets and \( D(w) \) is obtained by averaging \( D \) over the training subsets. After construction (4.11)-(4.13), (4.6) again yields the optimal duration of the mask. The process of selecting the optimal duration is shown in the Figure 4.7. Just like for the Figure 4.2 the figure shows function \( E_{an} \) built for the target and clutter training subsets in the subfigures a) and b) and the discriminant ration (4.13) in the subfigure c).
4.1 Improved projection algorithms

Further improvement of the mask is obtained via introduction of a tapering factor. Let’s consider a mask given by:

\[
\Theta_G(z, k, w, m_i) = \sin(2\pi k z)W(z, w)G(z, m_1, m_2) \tag{4.14}
\]

where \(G(z; m_i)\) represents the Gaussian kernel with mean \(m_i\) and variance \(m_2\) and rest of the parameters are described above. The mask (4.14) is given by a sine signal tapered by a Gaussian window. This mask is able to better fit the shape of the 1D image of a typical target (see Figure 4.8).

On the other hand the rigorous fit of this mask requires simultaneous optimization of four parameters. This problem is difficult to solve when only a small training set is supposed. Moreover, a solution obtained in such conditions would not be robust with respect to the change of the dataset. To make the problem more tractable I introduce several simplifications. First, I assume that the parameter \(w\)
can be taken equal to the width of a typical image of a M14 mine\(^3\). Then two out of the three other parameters of (4.14) can be easily calculated. Namely, the wavenumber \(k\) is obtained independently of other parameters using the Fourier transform procedure described above and the Gaussian kernel is assumed to be centered at the center of the mask:

\[
m_1 = \frac{w}{2}
\]

(4.15)

Therefore I obtain just one parameter to fit:

\[
\Theta_C(z;m_2) = \sin(2\pi k z)W(z,w)G\left(z,\frac{w}{2},m_2\right)
\]

(4.16)

Optimization of (4.15) with respect to \(m_2\) follows the lines of the alternative way of definition of the optimal duration of the sine mask. Namely, one defines the decisive functional

\[
D(m_2;F_R,F_C) = \frac{E_{m_2}(m_2;F_R)}{E_{m_2}(m_2;F_C)}
\]

(4.17)

from which a random process of optimal values for \(m_2\) is obtained via averaging over the training subset \(U_T\):

\[
\sigma_k = \arg \max_{m_2} \frac{\bar{E}_{m_2}(m_2;U_T)}{E_{m_2}(m_2;F_C)}
\]

(4.18)

The optimal value for the parameter \(m_2\) corresponds to the expected value of the process (4.18). The selection of \(m_2\) is illustrated in the Figure 4.9 which is built similarly to the Figure 4.2.

Figure 4.9 Determination of the optimal value for \(m_2\)

The following example allows to assess performance of different types of projections. For the example I shall use the same dataset as was used for construction

\(^3\) Note, that \(w\) is not equal to the optimal width of the sine signal.
of the Figure 4.3. Applying to the same focused C-Scan different projection techniques one obtains different confidence maps. After application of automated detection and target/clutter dichotomy, the probability densities for classes of target and clutter are estimated via kernel estimation technique. On the basis of these densities a-priori ROC curves are built. These ROC curves are shown in the Figure 4.10 a).

As it was expected, WEP outperforms EP and is outperformed by any ASWEP, including the one that uses the simplest triple-valued mask. The use of the sinusoidal mask produces a map, which marginally better than the one obtained with the triple-valued mask (4.9). The best performance is yielded by the Gaussian tapered sine mask. The confidence map corresponding to this projection is shown in the figure b). Comparing figure b) to the Figure 4.5 a) and b) one can note that the clutter is indeed better suppressed in this case.

4.1.3 Two- and three- dimensional ASWEP

As it can be seen from Figure 4.1 and Figure 4.4, targets tend to retain shape of their images in 2D and 3D. To exploit this tendency an expansion of the ASWEP technique to these higher dimensions is needed.

It is possible to view the map resulting from a projection (4.1), (4.2) or (4.8) as \( L_* \)-norm of a convolution of a focused A-Scan and a kernel function:

\[
M(x, y) = \left\| F_{xy}(z) \otimes \Omega(z) \right\|^2 \]

(4.19)

where kernel function \( \Omega \) is equal for the step function for EP, window of a width \( w \) for WEP, and a mask \( \Theta(z) \) for ASWEP. From this representation of the
ASWEP the expansion to 2D and 3D cases follows naturally. Let us define two-dimensional masks operating in B-Scans:

\[
L^{2D}_y(x) = B_y(x, z) \otimes \Omega_y(z)\]

(4.20)

\[
L^{2D}_x(y) = B_x(y, z) \otimes \Omega_x(z)\]

(4.21)

In (4.20) and (4.21) \(B_y(\beta, z)\) defines a strip of a B-Scan along the spatial coordinate \(\beta\) with the spatial coordinate \(\alpha\) fixed and \(\Omega_y(\beta, z)\) is a two-dimensional mask. Both these operations result in confidence lines \(L^{2D}_x(\beta)\). A simple triple-valued 2D mask can be obtained as the direct expansion of (4.9):

\[
\Omega_x(\beta, z) = \begin{cases} 
-1 & \text{if } (\beta, z) \in B^- \\
+1 & \text{if } (\beta, z) \in B^+ \\
0 & \text{otherwise}
\end{cases}
\]

(4.22)

where \(B^-\) defines the negative area and \(B^+\) the positive areas in the mask. For example, consider a 2D ASWEP along the coordinate \(x\) with fixed \(y = y_0\). Suppose a B-Scan is given and a training target image exists in this B-Scan at the location \(x = x_0\) (Figure 4.11 a0). Then at each location \(x_0 \in [x_{\min}, x_{\max}]\) the data strip of the width \(2r\) is defined via:

\[
B_y(x, z) = \{(x, y, z) \in C_F : x_0 - r_s \leq x \leq x_0 + r_s, y = y_0, z_{\min} \leq z \leq z_{\max}\}
\]

(4.23)

where \(C_F\) represents the focused C-Scan.

Figure 4.11 Selection of a 2D triple-valued mask: a) the initial B-Scan with a training target image, b) the target image zoomed with 1D representation overlapped, c) resulting mask
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The positive and negative areas of the triple-valued mask (4.22) are then defined as collections of ellipses with semi-radii $r_i^+$ and $r_i^-$:

\[
B^\pm = \bigcup B_i^\pm = \bigcup \{ (x, z) : \frac{(x-x_0)^2}{(r_i^+)^2} + \frac{(y-y_0)^2}{(r_i^-)^2} \leq 1 \} \tag{4.24}
\]

In (4.24), $x_0$ is fixed by (4.23). The depth coordinates $z_0^\pm$ are defined from the focused A-Scan measured at the top of the training target. They are set at the $z$-coordinates of the main extrema of the 1D target image (Figure 4.11 b)). The semi-radii $r_i^\pm$ are set equal to the half of the distance between the zero crossings around $z_0^i$ and the semi-radii $r_i^{z\pm}$ are set equal to the half-width of the training target. The resulting mask is shown in Figure 4.11 c).

In order to obtain the confidence map the operations (4.20) or (4.21) should be sequentially applied for all B-Scans compounding the C-Scan. This time consuming operation can be considerably speed up if 2D Fourier transform is applied. The expansion of (4.20) to the 3D case is straightforward. For each point $(x, y)$ one defines a rectangular cylinder $c(x, y, z) \subset C_F(x, y, z)$:

\[
c(x, y, z) = \{(x, y, z) \in C_F : x_0 - r_{sx}, y_0 - r_{sy}, z_{min} \leq z \leq z_{max} \} \tag{4.25}
\]

where $r_{sx}$ define its spatial sizes and a three-dimensional map $\Omega(x, y, z)$. Then the 3D ASWEP mapping is given by:

\[
M^{3D}(x, y) = \| c(x, y, z) \otimes \Omega(x, y, z) \|_w \tag{4.26}
\]

The definition of a triple-valued mask for the 3D case is made in the same manner as for 2D case. A training target is independently considered in two orthogonal B-Scans crossing at it. Because these B-Scans share the same training A-Scan the depth coordinates $z_0^\pm$ and depth semi-radii $r_i^{z\pm}$ are equal for both of them. The semi-radii $r_i^z$ and $r_i^y$ are obtained from the same procedure as above. Then the triple values mask is given by:

\[
\Omega_i(x, y, z) = \begin{cases} -1 & \text{if } (x, y, z) \in B^- \\ +1 & \text{if } (x, y, z) \in B^+ \\ 0 & \text{otherwise} \end{cases} \tag{4.27}
\]

where

\[
B^\pm = \bigcup B_i^\pm = \bigcup \{ (x, y, z) : \frac{(x-x_0)^2}{(r_i^z)^2} + \frac{(y-y_0)^2}{(r_i^y)^2} + \frac{(z-z_0^\pm)^2}{(r_i^z)^2} \leq 1 \} \tag{4.28}
\]
The computation of the 3D map is prohibitively expensive unless 3D Fourier transform is employed.

The ASWEP mapping made by (4.20) and (4.27) is exemplified on the same dataset as used above. The resulting maps and a-priori ROC curves are shown in Figure 4.12. As it is seen from the figure, the 3D version outperforms the less computationally expensive 2D sequence. On the other hand, both of these mappings are outperformed by the best of the 1-D procedures using the tapered sine mask. It should be noted, however, that not every dataset permits modeling of all targets with just one fine tuned mask. In such cases only simpler triple-valued masks are applicable and then 3D ASWEP produces the best results.

![Figure 4.12 ASWEP mappings: a) 2D sequence, b) 3D, c) corresponding ROC curves](image)

4.1.4 Modification of ASWEP for cross-polar radar

In this subchapter I consider a cross-polar C-Scan focused by the SAR given via (3.17). Most of the targets of interest (Table B1 and B3 Appendixes B.1 and B.3) are electromagnetically symmetric or close to symmetric and therefore their images obtained with (3.17) – (4.1) sequence have structure drastically different from co-polar channels. The difference is such that the construction of a confidence map complying with the definition taken in Chapter 2.1.2 from this C-Scan becomes a non-trivial task. This task can be resolved using the 3D extension of the ASWEP made in Chapter 4.1.3.

To explain the distinctive nature of the target images in cross-polar radar scenario consider a monostatic cross-polar B-Scan made over the top of a training target. Suppose the target is electromagnetically symmetrical. The probing pulse excites the target and it scatters back an electromagnetic wave with the same polarization. This wave is polarized exactly orthogonal to the receive antenna and in this case the electromagnetic scattering theory predicts [86] that no scattering would be recorded. Now take into consideration two aspects of imperfectness of the described model: a) transmit and receive antennas do not physically coincide and b)
the B-Scan is taken not exactly above the symmetry line of the target. In the case of the IRCTR radar the antenna separation in quasi-monostatic mode is quite small and the C-Scans are measure on a quite dense grid. As a result almost no scattering occurs when the transmit/receive antenna system is positioned over the top of the target. Nevertheless, the imperfect symmetry of the real system causes scattering phenomena to be recorded as the system moves away from the target. More precisely, the receive antenna records the portion of the energy scattered by the target. This energy is proportional to the cosine of the angle between the polarizations of the field scattered by the target and the receive antenna. This angle becomes nearly orthogonal as the antenna system moves across the target itself and the corresponding cosine changes the sign on the sides of it. This process is illustrated in Figure 4.13 a), where a portion of a B-Scan acquired over a PMN2 mine is shown. As it is seen from the subfigure, the typical hyperbola-like target traces have the following peculiarity: the wings of the hyperbolas have different polarity and their apexes are not visible. The B-Scan acquired in the orthogonal direction has the same nature. Application a SAR procedure defined by (3.17) to such data results in a very specific target image. As it is seen from b) there is no energy at the center of the target and the typical collections of bulbs are duplicated on the sides of it. A 3D image of a target then consists of four sets of bulbs of interchanging signs. Any one-dimensional projection of type (4.19) results in a map where the target images have the shape shown in c): no signal in the geometric center of the target and four local maxima placed on the diagonals of the four quadrants.

The LM detector introduced in 2.1.3 does not detect such targets. Moreover, the necessity to take into account four bright points per targets leads to complications since the detection result becomes non-unique. Luckily, the 3D extension of the ASWEP allows construction of a mapping that constructs maps with typical target images. To this end one needs to construct a mask that computes the confidence in a given location \((x, y)\) considering the brightness levels observed in the neighboring A-Scans. Such a mask would essentially repeat a typical 3D contour of a target image. For example, the triple-valued mask given the collection (4.27) can be successfully used. The ellipsoids of constant sign corresponding to the map are given by:

\[
B^z = \bigcup_{j=1}^4 \left\{ (x, y, z) : \frac{(x-x_0-x_j)^2}{(r^j_x)^2} + \frac{(y-y_0-y_j)^2}{(r^j_y)^2} + \frac{(z-z_0^j)^2}{(r^j_z)^2} \leq 1 \right\}
\]

where \(x_j\) and \(y_j\) are shifts that compensate for the absence of the energy in the geometrical center of the target. As it is seen from (4.29) there are 4 collections of ellipsoids that constitute the mask.

Despite the fact that the discriminative power of the constructed map is not too high this feature adds valuable information due to the very peculiar covariation with corresponding co-polar channel.
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As it was mentioned in Chapter 2.1 where the data processing and target detection scheme was established, every confidence map built on the basis of some decisive feature may provide one or several additional features. In the present subchapter I consider the auxiliary features of two types: the ones based on the local statistics of the map and the ones defined from other sources of information using the exact location defined by the detection in the map.

4.2.1 Features based on local statistics of confidence maps

As it is often mentioned in GPR-related literature, the local statistics of the map $M$ in the vicinity of a point $(x,y)$ is capable to provide much more information than a single value $M(x,y)$ [13, 14]. The image histogram is a natural source of this information, which does not assume any model of brightness distribution. In order to use this source of information it is necessary to define the term ‘locality’ itself consistently for all targets. The data processing schemes considered above result in the confidence maps and lists of detection coordinates defined in them. The targets in these maps are normally imaged as spots where a decisive feature takes higher values. This, in turn, results in higher brightness in the vicinities of detections (for examples see projection maps given in several figures in Chapter 4.1). These spots have ellipsoidal shape and therefore the first task is to define the semi-radiuses of these ellipses.
The task cannot be solved by setting a hard threshold because of different sizes of the target images. To resolve this ambiguity I use $N$-dB elliptical vicinities of a detection point $(x, y)$:

$$V_N(x, y) = \left\{ (\xi, \gamma) \in M : 20 \log_{10} \frac{M(x, y)}{M(\xi, \gamma)} \leq N \right\} \tag{4.30}$$

The construction of detections by local maxima detector guarantees, that the vicinity defined by (4.30) is never empty for any detection and any chosen $N$. The most representative choice for the value of $N$ depends on the processing applied and is made using the training set. The contradicting factors determine the value of $N$ are: a) maximum coverage of target images; and b) minimal inclusion of the surrounding clutter for the target images. The former factor causes $N$ (and physical dimensions of the vicinities) to grow, while the latter one bounds this growth. I use the following practical rule for selection of $N$:

$$N = \min_{U_T} \left\{ N_k : I_k \subset V_{N_k}(x_k, y_k) \right\} \tag{4.31}$$

where $I_k$ is the image of the $k$th target in the training target subset $U_T$; $(x_k, y_k)$ are the coordinates of the corresponding detection. In most of the considered situations $N$ has been taken in the vicinity of 4 to 8 dB to the local maximum. The definition of the elliptical $N$-dB vicinity is completed by computation of the corresponding semi-radiuses. Because most of the targets are symmetrical these radiuses depend mostly on the grid resolution in the in-line and cross-line directions. The statistics of the confidence map computed locally for elliptical vicinity defined by (4.30)-(4.31) produces some auxiliary features, that should improve the target detectability.

**Median and inter-quantile range.** The most robust description of the local statistics is confined to the centrality and spread of the local image brightness [88, 89]:

$$\eta^k_{\text{median}} = \text{median}[\text{db}\{M(V_N)\} - \text{db}\{M(x_k, y_k)\}] \tag{4.32}$$

$$\eta^k_{\text{IQR}} = \text{IQR}[\text{db}\{M(V_N)\} - \text{db}\{M(x_k, y_k)\}] \tag{4.33}$$

where $\text{db}[\ ]$ means transformation of the map to the amplitude decibels format relative to the local center. Expressions (4.32) and (4.33) represent the local centrality and spread of the image in the vicinity of the $k$th detection by it median and inter-quantile range respectively. The latter is computed as a difference between 75 and 25 percentiles of the data. In principle, this information is also contained it the first two moments the local histogram. But it is known [87] that the measures I have chosen here are more robust when the outliers are probable on one of the ends of the histogram. In the case under consideration the right side of the histogram is
bounded to zero and the left is subjected to the random bursts, which may result in the outliers.

The application of the proposed technique of construction of auxiliary features is exemplified in Figure 4.14 where the same dataset as in Chapter 4.1 is used. The scatter plot of the medians of local histograms versus the inter-quantile range is given in the subfigure a). Despite the significant intersection of the classes, introduction of these auxiliary features improves the detectability of APM, as it can be seen from the subfigure b). The subfigure b) shows the obtained improvement in terms of the a-priori ROC curves computed for the energy (4.1) alone and the \{energy, local median, local IQR\} triple. The fusion is made via the quadratic rule (2.29). The data corresponding to the clutter and target classes were simultaneously quasi-normalized via the Johnsons transform (see Chapter 1.1). The final distributions were obtained through the density estimation technique (2.7)-(2.8).

![Figure 4.14 Auxiliary features: centrality and spread of the local brightness; a) scatter plot of the auxiliary features, b): a-priori ROC curves for the main and main supported by the auxiliary features.](image)

**Geometrical moments.** The alternative to the described above way to take into account the local statistics of the target images is consideration of its local geometrical moments. The geometrical moments \( g_{pq} \) of the image bounded by the \( N\)-db vicinity around the point \((x, y)\) are given [90] by:

\[
g_{pq} = \iint_{R_{xy}} (x-x_k)^p (y-y_k)^q M(x,y) dx dy
\]  

There is a principal difference of the information provided by geometrical moments defined by (4.34) from the information obtainable from local histograms as
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described above. Namely, (4.34) takes into account distribution of the brightness on the surface of the map, i.e. it is essentially two-dimensional whereas (4.32)-(4.33) were one-dimensional entities. The full set of the moments computed according to (4.34) with $p, q = 0: \infty$ fully describe the image [90]. Each of them presents and auxiliary feature that can improve mines detectability. The question of optimal choice of the amount of features (moments in particular) is considered further in subchapter 4.3.

4.2.2 Non-statistical features

Another source of the additional information that can be obtained from the confidence map is consideration of values associated with coordinates of the primary detection. For example, such features were considered in the dissertation of Dr. Frank Cremer [51] as the basic feature vector for the GPR detection. In the given study the object depth $z_0$ (the value, which maximizes (4.2)), the radius of $N_{db}$ $r_N$ vicinity, and the LSM measure (3.5) corresponding to this depth are used as non-statistical auxiliary parameters for the WEP map. It is very important to take into account that the relationship between the WEP value, the object depth, and the radius $r_N$ is not quadratic. A functional relationship describing the interconnectedness of these features is based on the physics of the scattering: the larger (or more contrast) objects are likely to produce larger values for $r_N$ and WEP values. As it was observed in [76] the energy values associated with targets as a function of the burial depth has a local minimum near $z_0 \approx 0$. I.e. the observed energy of the flush buried targets is lower than the energy of the mines buried at the depth of $\sim 6$ cm (see the fig and the relevant discussion in subchapter 3.1.1). Of course the energy of the targets buried even deeper is lower still. The WEP value as the function of the depth has the same properties. The presence of the local minimum at around 0 depths precludes one from introduction of depth into a quadratic classifier. Indeed, fitted quadratic classifier with local minimum at 0 expects targets placed deeper into the ground to have larger EP and WEP values, which contradicts both electromagnetic theory and common sense. Therefore it is unreasonable to include the \{depth; WEP value\} pair of parameters into the feature selection list for a quadratic classifier. In order to take advantage of the available information on the burial depth it is necessary to build a model, which takes the depth and WEP (Or any other brightness-related parameter) value of the target as parameters and returns a scalar value representing the resulting confidence. Such a model can be constructed using typical brightness (WEP, ASWEP, etc.) values observed as a function of depth at training sites. If $w = f_M(z)$ is a target brightness value representation as a function of the burial depth, the model sought model is

$$W = P[w_0(z) - f_M(z)]$$

(4.35)
where P is a penalty functional similar to the ones described in 1.1 and $w_o$ is the actually observed brightness of the target at the depth $z$. The resulting confidence $W(w_o,z)$ is a scalar value depending on the observed brightness and depth that can be profitably presented to a quadratic classifier.

### 4.3 Procedure to determine optimal features

The length of the final feature vector is a very important factor in the present problem. The optimal length is determined by the two contradicting factors. On one hand, presumably the more parameters are allowed into the classifier, the more information is fed and therefore the target/clutter dichotomy is better. On the other hand, introduction of each extra parameter into the classifier may negatively affect the classifier performance on the test site. I.e. the best possible target/clutter dichotomy achieved at a training site may mean overtraining of the classifier and its breakdown at a testing site where it becomes a plug in rule. Moreover, introduction of each new feature requires enlargement of the training site, including training targets and training friendly objects. As the very minimal requirement (necessary in a sense of linear algebra) one has to possess at least $K+1$ training objects for building a quadratic classifier that uses a feature vector of the length $K$. As it is pointed in the statistical literature [45, 69] $3(K+1)$ objects are desired. Therefore the length of the feature vector available for the user is very much limited with the size of the training site. The IRCTR GPR produces 8 or even 16 energy maps at one sweep [29] before any sophisticated data processing scheme has been applied. Therefore for the case of this study the main problem is the selection of the features that can be discarded and those which should be retained.

A Smith’s procedure of forward selection [smith] is used here to determine the best possible feature collection. The procedure of selection of $k$ best features to be retained from the initial pool of $p$ available ones reads:

1. Conduct $p$ univariate target-clutter dichotomies and select the one that provides the best detection; fix the set of the retained variables as $\{v_1\}$

2. Conduct $p-1$ bivariate target-clutter dichotomies using pairs $\{v_1, f_j\}$; select the pair providing the best detection and fix the set of the retained variables as $\{v_1, v_2\}$

3. Conduct $p-2$ trivariate target-clutter dichotomies using triples $\{v_1, v_2, f_j\}$; select the triple providing the best detection fix the set of the retained variables as $\{v_1, v_2, v_3\}$

4. Continue until achieving of the subset of length $k$. 
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This strategy provides the set of variables of the given size in reasonably fast time as 
\[ k \left( p - \frac{k-1}{2} \right) \] dichotomies should be provided and compared. E.g. for fairly typical values of \( p = 25 \) and \( k = 4 \) a total of \( 94 \) dichotomies should be searched. Of course a much more time consuming straightforward alternative exists. Given time it is possible to provide an exhaustive test of all possible combinations of parameters and select the best combination. The problem with this brute force approach is primarily the computational time: a total of \( \binom{k}{p} \) dichotomies should be performed, which for the same values as above results in 12650 tests. The total numbers in both approaches can be lowered considering some a-priori information available for the researcher, such as: usually similar features coming from both mutually orthogonal channels of the radar should be retained; the (AS)WEP applied to the results of the PLSM are typically the most informative features and should be retained etc.

The forward feature selection process is illustrated with the set of data acquired at a sandy lane during the measurements campaign of summer 2002 [91-93]. The site and measurements set up can be found in the Appendix B.1. Here I start with the dataset consisting of 3 co-polar C-Scans in two mutually orthogonal co-polar quasi-monostatic channels (T1R2 and T2R1) and an additional co-polar bistatic channel (T1R4). These data have been processed according to the two data processing schemes: in the scheme A the clutter was suppressed with MWAE (2.2), the data were SAR-focused, and the maps were obtained with the 3D ASWEP (4.27); in the scheme B after the MWAE the clutter was additionally suppressed with PLSM algorithm (3.14), the data were SAR-focused and the maps were obtained with the trimmed sine 1D ASWEP (4.14). The parameters for the PLSM procedure have been taken using the data acquired at the same spot as it is described above by expression (3.17). The goal of the FFS process is set here to come up with the optimal feature vector of the dimensionality four.

The 6 initial maps are shown in Figure 4.15 where the targets are encircled. The brightness of the figures is tuned in such a way the in each of the maps the weakest of the targets is just visible. The challenging false alarm objects here are the barbed wire centered at the 80 cm in-line and 15 cm cross-line, the metal disk at (28,10), the metal ball at (140,150), the brick at (170, 30) and to some extent various TDR sensor appearing at different coordinates. Note that this is an open field test which must result in the features that divide the targets from the friendly objects in the best way and it is not a target detection exercise.

Based on these maps one at a time I detect targets and build a-posteriori ROC curves for the individual detection schemes. These ROC curves are shown in Figure 4.16 a). As it can be seen from the figure, the best feature for this particular case clearly is the ASWEP map of the data coming from the quasi-monostatic co-polar channel T1R2 through the scheme B. This feature produces 6 false alarms at
the 100% level of detection, which is the minimal amount among the six. In order to ensure the optimal performance of the ML based quadratic classifier I normalize each of the features using Johnsons transform as in (2.50-2.51). After ensuring that all the individual features are normally distributed I organize the pairings of the best feature with the other five.

Figure 4.15 The individual feature based confidence maps: a) T1R2-A, b) T1R2-B, c) T1R4 – A, d) T1R4 – B, e) T2R1 – A, f) T2R1 – B
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The ROC curves resulting from these operations are shown in Figure 4.16 b). Again the best pairing is easily selectable as the data coming from the bi-static co-polar channel T1R4 processed according to the scheme B. The best pair produces only 2 false alarms at the 100% level of detection. Fixing the best pair of features, I repeat the procedure of selecting the best possible triple of the features. The resulting ROC curves shown in Figure 4.16 c) allow the selection of the feature that forms the best triple. As it is seen from the figure the data coming from the quasi-monostatic co-polar channel T2R1 through the scheme A allows no false alarms on the 90% levels of detection and just one false alarm on the 100% level of detection. On the final step I check the three possible quadruples in attempt to define the optimal feature vector. However, as it can be seen from the Figure 4.16 d) all three possible ROC curves are indistinguishable. Moreover, these curves do not improve the best of the triple feature based ROC curves. This means that in the given case any or no remaining feature can be taken as the fourth producing the same result: one false alarm at the 100% level of detection and no false alarm if 16 out of 17 targets are detected.

Figure 4.16 The a-posteriori ROC curves for a) individual features; b) pairs of features; c) triples of features; d) quadruples of features. The best (combination of) feature is depicted in italic in the legend.
4.4 Conclusion for Chapter 4

In this Chapter I have presented the ways of forming and selecting the decisive features for the target/clutter dichotomy. The scope of the chapter includes descriptions of the originally developed WEP/ASWEP projection techniques, which allow construction of the better confidence maps than those of the conventional energy projections. The 2-D and 3-D versions of the ASWEP are shown to provide the better maps in most of the circumstances except of 2 cases: a) 1-D when images of all the targets that can be encountered at the given site can be represented by a single wavelet, such as a tapered sine signal, this representation and 1-D ASWEP should be used; b) if a PLSM/SAR superposition has been applied to the dataset, 1-D WEP should be used.

Moreover, use of the WEP/ASWEP provides the most probable depth of the object burial as an auxiliary feature. The use of this auxiliary feature is described in 4.2. Besides other auxiliary features, which are statistically bound, are described in that subchapter. Finally, two alternative procedures for selection of the best features for the target detection are described in 4.3.
Chapter 5  Improvement of the Mine Detection Provided by the Advanced Techniques

In this Chapter I apply the methods described in the chapters 2 – 4 to the data acquired during the two measurement campaigns held in Summer 2002 and Autumn 2004 [77, 79] and compare the obtained results against the detection of the mines with conventional methods and where possible against the results described in the literature [49, 51, 94]. The measurement campaigns themselves are documented in the Appendixes B and C. In this chapter I describe the application of the techniques and methods presented in the previous chapters to the data acquired. The general paradigm of the data processing and target detection on a test site follows the description:

1. A training set is selected
2. A set of data processing schemes is applied to the training set
3. The forward feature selection scheme is executed to obtain a set of decisive features
4. A target detector is built on the basis of the data acquired over the training set using the features retained as a result of the selection process
5. The dataset acquired at the test site is processed to obtain the features of the step
6. The target detector is applied as a plug-in rule to detect the targets
7. An a-posteriori (detection percentage vs. FA density) ROC curve is built.

I always compare the obtained results to the ones obtainable using conventional energy-based schemes and to the results of other authors where it is possible.

5.1  Application to the data from MC’02

The measurement campaign of summer 2004 has been executed at the specifically designed measurement site built for the testing of mine-detection equipment. The description of the measurement sites and set-ups as well as the technical description of the execution of the campaign are described in the Appendix 0. In this subchapter I describe the results of the application of the techniques presented in the Chapters 2 – 4 to the data acquired.

5.1.1  Dry sandy lane

The case of a mine-field organized in dry sand is often referred to as an easiest possible scenario. This may be true in comparison to the more challenging types of soil. This means that the detection of all targets should be accompanied with as little as possible false alarms. As it is described in the literature, previous
attempts at this site resulted in quite promising results, surpassing which is set as the goal here.

The description of the sandy lane with the objects placed there and measurements set-up are given in the Appendix B.1. As it is seen from the measurement setup description given in appendix, the following primary features can be obtained:

1. Target brightness (in the form of EP, WEP or ASWEP in 1D, 2D, and 3D) in mono- and bi- static co- and cross- polar channels;
2. Target brightness (WEP of ASWEP 1D, 2D, and 3D) in maps obtained from PLSM - processed data.

Moreover, the following auxiliary features are obtainable:

3. Depth of the target burial
4. Local geometrical moments of order [0,0] to [1,1] and histogram spread computed in the maps obtained in steps 1 and 2
5. Radiuses of the N-dB vicinities for the maps computed in 1 and 2.

Using 6 out of 8 receive channels (dropping bi-static cross-polar configurations) one obtains 60 primary features, each accompanied by 7 auxiliary parameters. The grand total of 420 features is unacceptable even for the forward selection procedure. In order to pre-select the most promising features the following initial set of features is considered at each time:

1. Geometrical moment of the [0, 0] order for the WEP-based maps are combined with the burial depths into the model parameter (4.35) for the base-line processed data. This results in 6 scalar parameters describing energy characteristics of detected objects.
2. Geometrical moments of the [0, 0] order for the 3D-ASWEP-based maps are computed for the PLSM-processed data from co-polar channels. This results in 4 scalar parameters relying mostly on the waveform of object responses

These ten scalar parameters are fed into the forward selection procedure with the goal to select the best four. The length of the feature vector is selected equal to four because of the limited size of the training set I have available. More precisely, the training set may consist either from certain amount of mines that are placed at the sandy lane itself or from the nine mines used at the subsequent measurement campaign held in 2004, or their mixture. All three cases model different practically important research situations:

1. A researcher has no access to the measurements in the controlled condition but has limited training set acquired in the conditions identical to those of the test site;
2. A researcher has only the training data obtained in the controlled conditions, which are similar but not identical to those peculiar to the test site;
3. A researcher has both a dataset acquired at similarly conditioned site and a small dataset identical to the training site.
The resulting best features and the results of the detection themselves could be different for these cases and therefore I am exploring all three possibilities.

To model the first case I use a second of the spots measured at the sandy lane (S2, see the details in Appendix 5.1.1) as training data. This dataset contains 6 specimens of mines of the same type as in the test site and a large number of false-alarm generating objects, both specifically and sporadically placed. The selection of this dataset provides a very good approximation for the reference wavelet and allows the use of fairly strict penalty functional in the PLSM-based clutter suppression. On the other hand, the limited size of this dataset makes it difficult to build a well-performing maximum likelihood quadratic detector. Therefore it is expected that maximum deflection detector should perform better at the test site. These assumptions tested on the measured data provided the following results. The fitting procedure (3.10)-(3.12) for penalty functional parameters definition for the PLSM processing (3.14) resulted in the values of $m_0 = 1.4$ and $m_1 = 0.9$ for all four co-polar channels.

Application of the PLSM-SAR-3DASWEP sequence with these parameters and base-line to the training data acquired in results in the four initial features (scheme B). Application of the SAR-WEP/Depth Model sequence to the co-polar and the mono-static cross-polar channels adds 6 more features to the initial pool (scheme A). The a-posteriori ROC-curves resulting from individual detection based on these features are shown in Figure 5.1 a).

Figure 5.1 The ROC curves representing the target/clutter dichotomy on the training dry sand site (scenario 1): a) individual feature detection, b) best combinations

As it can be seen from the figure, the data coming from co-polar quasi-monostatic channel T2R1 processed via the scheme B) provide significantly better separation of the target/clutter than the other features. It is taken as the basis feature and the forward feature selection process starts with checking the possible pairs. The classifier (2.33) based on the maximum deflection criterion is used for the feature fusion due to the fact that it allows the smaller training dataset than the one based on the maximum likelihood. The features were pseudo-normalized using
the Johnson’s transformation. It was found that for this case the $S_2$ transform produces well-acceptable results. The PLSM-processed bi-static channel T2R3 is found to be the best 2\textsuperscript{nd} parameter. The better performance of the system with the second transmit antenna should be explained by the placement of the training targets closer to the border of the view of the radar/scanner system. The mutual displacement of the transmit antennas results in that one of them provides better overview of the measurement site and hence the better results. The T1R2 and T1R4 channel data processed in the same way are found to be the best 3\textsuperscript{rd} and 4\textsuperscript{th} features. This selection is probably due to the limited size of the training site and the very well established parameters of the penalty functional. Application of the 4-parametric MD-based quadratic classifier to the training site provides 100% detection with just 3 false alarms (Figure 5.1 b)). This classifier will be referred to as sand-Q1 below.

For the case of no training data acquired over the test site, one solely relies on the data obtained at the controlled conditions. For the considered case this means the use of the data from the measurement campaign held in the autumn of 2004 at another test site [80]. This campaign is detailed in the Appendix 1.1 and the scenario 1 from it is used to obtain the training data for both the PLSM processing and the target and clutter covariance matrixes. Using a wavelet measured over the tops of several mines and the procedure (3.11)-(3.12) I obtain the penalty functional parameters $m_0 = 1.7$ and $m_1 = 1.5$. They are more relaxed in comparison to the previous case, which is a positive factor since I expect that the reference wavelet is slightly different from that measured at the exact test site. Like in previous case I use the PLSM-SAR processed co-polar mono-static data as the base for the forward selection procedure. This time, however, the training set is large enough to allow ML criterion based quadratic classifier. In order to improve the results it provides I pseudo-normalize the features using the joint Johnson’s transform-based normalization procedure (2.51)-(2.55).

The a-posteriori ROC curves corresponding to the results of the target detection on the basis of individual features are given in Figure 5.2 a). As it can be seen from the figure the best detection is again provided by the data from the T2R1 channel processed via the scheme B.
Organizing the forward selection procedure I obtain the second and the third retained features: T1R2 and T2R3 channel data processed by the scheme B. However, it was found impossible to improve the detection level further by addition of the features. As it can be seen from the Figure 5.2 b) the best ROC curve based on four features coincides with the best triple. Application of the ML based 4-parametric quadratic classifier, which will be referred to as sand - Q2, to the training site provides 100% detection with 1 false alarm.

Finally in the best possible case where both training subsets are available I am using the small dataset collected at the identical site to build the penalty functional, the MC’04 data to build the target covariance, and the mixture of the two to build the clutter covariance:

\[
\begin{align*}
\text{Cov}_{\text{target}}^3 &= \text{Cov}_{\text{target}}^2 \\
\text{Cov}_{\text{clutter}}^3 &= \frac{1}{2} \left( \text{Cov}_{\text{clutter}}^1 + \text{Cov}_{\text{clutter}}^2 \right)
\end{align*}
\] (5.1)

This choice is dictated by desire not to use where it is possible the same target-related data for building the reference wavelet and penalty functional and the covariance matrices. The PLSM parameters remain unchanged in comparison to the first scenario and the covariance matrices tend to change not too significantly for the most of the features comparing to the second scenario, which suggests the validity of the plug-in rule approach for the given situation. The pseudo-normalization of the features and ML-based fusion is made analogously to the case 2. The forward-looking procedure suggests the same PLSM-processed data as the best features. The application of the resulting quadratic classifier (sand-Q3) to the training data from the scenario 2 results in 100% detection with 5 false alarms. The additional false alarms appear in this case due to the disruption of the clutter covariance matrix made by the addition (5.1).

Now let us apply the three quadratic classifiers obtained above to the test data. The data, which is taken as a blind test here has been acquired at the spot S3 of the...
dry sandy lane (see Appendix B.1). The same data was used to exemplify the forward feature selection procedure in Chapter 4.3. Unlike that case here the classifiers are obtained without use of any information collected at this spot. The a-posteriori ROC curves corresponding to the three classifiers are shown in Figure 5.3.

As it can be seen from the figure, all three classifiers outperform the best of the results available using the base-line processing. As it was expected, the classifier, which does not use any information from the site of the test measurements, produces the poorest of the results yielding 11 false alarms (Q2). On the other hand, the classifiers that were allowed to take into the training the data from the spot adjacent to the test site produce a 100% detection with only 6 false alarms. The classifier Q3 seems to outperform the classifier Q1 but the difference is insignificant.

![Figure 5.3 A-posteriori ROC curves for the quadratic classifiers Q1, Q2, and Q3](image_url)

The application of the procedures suggested in this thesis to the test data results in the significant improvement of the performance of GPR system. In [51] the same FA rate is reported for the test site and for the test site 100% detection level was not reached. In [49] approximately the same FA rate is reported for the case where part of the test data is used for the training. The positive development seen in the present work lies in the use of a quadratic classifier rather than LVQ (which is a development of the nearest neighbor method) or multi-level reasoning system.
A simpler quadratic classifier is (presumably) better suited for use as a plug in rule (i.e. to be trained at one site and used at another, similar but not identical).

5.1.2 Wet sandy lane

As it is seen from the description of this measurement site and setup given in the Appendix B.2 the 0.8 ns generator has been used at it. The lengthier probing pulse was used to ensure better penetration of the electromagnetic energy into the supposedly more dissipative ground. This approach has its drawbacks as the PLSM based clutter suppression proved to be not very profitable for this scenario and moreover non-uniform moisture of the ground lead to disruption of the hyperboloid traces left by objects. Overall, application of GPR in these conditions is very difficult. On the other hand, it is easy to see the superiority of the projection techniques and methods of fusion given in this work.

Here I treat measurement spot # 2 as a training data subset and measurement spot # 1 as a test data subset. As there were no measurements on the moist sand during the subsequent measurement campaigns and thus no wet-sand data are available I consider only this one scenario.

The cross-polar channels do not provide informative maps in this case and therefore only co-polar ones are considered. Moreover the burial depth cannot be used as information source since a) the brightness of objects depends mostly on the local contrast, which for this case is a function of the random environment rather than of object composition, and b) the burial depth is very difficult if possible to evaluate for the non-uniformly moistened sand. Thus the initial features are WEP and ASWEP values associated with the detected objects. Together they form eight initial features and three are retained through the forward selection process.

Thus the forward selection procedure starts here with the selection of the best singular feature and continues through all steps to arrive at the best feature vector of length three. The feature pseudo-normalization using Johnson’s transform is made only for the clutter and the MD based classifier (2.34) is used for the feature fusion. This choice is again dictated by the limited size of the dataset. The forward selection process results in the WEP-values obtained in the channels T2R1, T2R3, and T1R2. The preference shown by WEP projection over the ASWEP one is probably caused by the instability of the shape of target image in focused A-Scans. The instability is in turn caused by a non-homogeneous moisture composition of the hosting soil leading to wide variability of its dielectric permittivity.

The application of the classifier (2.34) built on the previous step to the test data provides the result shown in Figure 5.4. It must be stated that GPR should not be used under such heavy moisture conditions (16% of moisture in certain parts of the lane [99]) in attempt to locate anti-personnel mines of the M14 and NR22 type. Results obtained by Rhebergen et.al [100] suggest that the moisture of this magnitude should be gone from a sand site in a matter of days if not hours and the demining attempts should be delayed untill this term. Nevertheless, application of
the techniques presented in this thesis allows increase of the detection percentage and more than a two times reduction of the false alarm rate at 85% detection rate in comparison to the base-line detection. Moreover, the PMN2 mines are detectable even in such conditions and the false alarm rate is lowered 1.7 times at a 100% PMN2 detection rate. There are no published results for the work provided in the same or similar conditions and therefore no external comparison is possible here.

![Figure 5.4 The ROC curves for the wet sand case. Individual feature based detections and the result of the Maximum Deflection based fusion.](image)

5.1.3 **Grass lane**

The Grass lane, as it is shown in the Appendix B.3, is covered most extensively, which resulted in three different datasets. The two of these datasets are used as training sites and one as a blind test site. As each of the datasets was measured with 16 different radar scenarios the initial set of the features is very large. The main difficulty in this case is the presence of mines of the butterfly type (PFM1), which significantly differ from the PMN2, M14, and NR22 types in their scattering properties. Because of this their PLSM scores may deviate very significantly from those expected for the rest of the mines. On the other hand, their contrast is much higher due to the high metallic content and therefore their detection with base-line detection scheme improved at the stage of projection should be easier. This further
embarrasses the pre-selection because in this case unlike the sandy lane the wave-
form-based clutter suppression may or may not provide the best possible results.
Therefore all of the initial features should be treated equally. In order to make the
feature selection a feasible process the following features are hand-picked by me
on the basis of the ‘hands-on experience’ to compose the initial pool:
1. Geometrical moments of [0 0] order computed for 3D ASWEP maps
   combined with the depth information computed for the co-polar channels
   and probing signals of two different durations (8 features)
2. 1D ASWEP values computed for the PLSM-processed co-polar datasets
   acquired using 0.5 ns pulse generator (4 features)
3. 2D cross-polar ASWEP values computed for the data in mono-static
   cross-polar channels (4 features)

These scalar parameters form an initial pool of sixteen features from which
the best five are selected using the forward selection procedure. The use of some-
what lengthier feature vector for the grass is dictated by the two factors: a) the
grass is considered to be a hard scenario and b) a larger than usual training dataset
is available for the training.

The parameters for the PLSM-based processing are computed using the data
obtained at the northern spot (see Appendix B.3 for the details on the measure-
ment site and set-up). The presence of the butterfly mines makes the selection of
the reference wavelet more difficult. I select the reference wavelet as a mean of the
signals measured over five well-visible mines one of which is of a butterfly type.
Definition of the parameters of the penalty functional is made maximizing func-
tional (3.12), which in this particular case lead to the following values: $m_0 = 2$, $m_1 = 2.5$. The a-posteriori ROC curves obtained for the northern and middle (train-
ing) spots of the grass lane are shown in the Figure 5.5

![Figure 5.5 ROC curves for various individual features on the Grass lane; a) northern section of the lane; b) middle section of the lane.](image)

The middle lane contains mostly the smaller APM placed at different depths.
As it is seen from the Figure 5.5 b) the detection of the smaller (M14 and NR22)
mines in this environment can be a very difficult task. The level of false alarms is way too high and because of that the quality of the detection is judged at the 75% level rather than on the 90% and 100% levels. The forward selection procedure for this case is a time consuming one. It results in the following selection:

1. ASWEP values of the PLSM-processed T2R1 data
2. 3D ASWEP values combined with the burial depth for the T2R1 data
3. 3D ASWEP values combined with the burial depth for the T2R3 data
4. ASWEP values of the PLSM-processed T1R2 data
5. 3D ASWEP values combined with the burial depth for the T1R4 data

As always the features were pseudo-normalized in order to ensure the best possible performance of fusion algorithms. However, in this case the process of simultaneous pseudo-normalization of features did not always succeed (the possibility of this is discussed in Chapter 2.3.3). If an attempt to apply the simultaneous pseudo-normalization technique (2.51)-(2.55) was unsuccessful only clutter was pseudo-normalized and MD based quadratic detector was used rather than the ML based. In order to take into account generally weak performance of the radar at the middle spot, the covariance matrixes were obtained as weighed sum of the covariances independently obtained for the northern and the middle spot. A reducing .25 weight was used for the covariances computed at the middle spot to diminish (but not totally exclude) its influence. It has turned out in the end that the best possible combination of the features allowed simultaneous pseudo-normalization of all parameters and thus the ML based classifier (2.53) was built.

Application of the classifier to the blind test data is shown in the Figure 5.6.

![Figure 5.6 The a-posteriori ROC curves from the test lane in grass; baseline processing – best feature, baseline processing Nearest Neighbor fusion; best features according to the forward selection scheme pre-normalized, MM fusion.](image-url)
5.1 Application to the data from MC’02

Application of this resulting classifier to the training datasets showed that the fused detection indeed provides the better separation of the target/clutter classes. The detectability of the smaller mines is, however, lower than desirable. Nonetheless, the application of the classifier to the blind test data resulted in quite promising results, as it is shown in the Figure 5.6.

As it can be seen from the a-posteriori ROC curve, the false alarm rate at the 100% level of detection is diminished 3 times at the 100% level of detection and almost 30 times at the 90% level of detection in comparison to the base-line processed data fused by the nearest neighbor method. The results reported in the figure surpass those published in [51]. It should be noted, however, that the performance of the detector described by a-posteriori ROC curve strongly depends on the amount of false alarms and targets of different type placed into the ground.

5.2 Application to the data from MC’04

The measurement campaign of the autumn of 2004 (see Appendix C for the technical description) was held at a site located under tent primarily in order to test the new algorithms of the clutter suppression. The site is sandy and emulated a mine-field organized in a rough-surfaced dry sandy terrain contaminated with stones, shells, wood, plastic, and, other objects including the metal ones. The sandy soil does not pose a difficulty in the detection of all mines. On the other hand keeping the amount of false alarm reasonably low is very difficult under the conditions given.

As it is described in the Appendix, the same terrain has been measured three times. First, no targets were inserted and then the terrain was twice populated with the same set of dummy mines of PMN2 and M14 types and friendly objects. Although the targets and false alarm generating objects are virtually the same, they are placed at different positions (including depth). Besides, the random roughness of the surface was changed before every measurement. This setup allowed emulation of the very positive scenario in which a researcher has an access to the training data acquired at the conditions very similar (if not identical) to those which characterize the training site. The second scenario considered supposes that no training data is available from the test site. In this case all the training data would come from the previous measurement campaign (MC’02, [77], Appendix 5.1.1). The results for the both scenarios are described in this subsection.

In the first case (Scenario 1 used as a training set for the Scenario 2 and vice-versa) the pool of the initial features available for a researcher coincides with the one described in Chapter 5.1.1 (campaign of 2002, dry sandy lane):

1. Geometrical moment of the [0, 0] order for the WEP-based maps are combined with the burial depths into the model parameter (4.35) for the base-line processed data. This results in 6 scalar parameters describing energy characteristics of detected objects.
2. Geometrical moments of the [0, 0] order for the 3D-ASWEP-based maps are computed for the PLSM-processed data from co-polar channels. This results in 4 scalar parameters relying mostly on the waveform of object responses.

Just like in that case here the conditions of the training site almost exactly (neglecting the surface roughness) coincide with those of the test site. Hence the training dataset provides a very good approximation for the reference wavelet and allows the use of fairly strict penalty functional in the PLSM-based clutter suppression. On the other hand, this time the dataset is large enough to build a well-performing maximum likelihood based quadratic detector. The penalty functional parameters for the PLSM processing (3.15) are selected via the procedure (3.10)-(3.12) to be equal to $m_0 = 1.5$ and $m_i = 1$ for all four co-polar channels. As a result, the PLSM-SAR-3DASWEP sequence output combined with the SAR-WEP/Depth Model sequence output form the initial pool of 10 features. Examples of confidence maps provided by the features from the initial pool are shown in Figure 5.7 and Figure 5.8 for the scenarios 1 and 2 respectively. The target positions according to the ground truth are encircled.
Figure 5.7 Confidence maps for the scenario – 1: a) T1R2, b) T2R4 (both via the scheme A), c) T2R1 and d) T1R4 (both via the scheme B)
As it could be expected from the set-up the PLSM-processed co-polar monostatic channels provide seemingly better confidence maps. On the other hand, the results obtained from the data processing scheme A may provide information not available at the output of the data processing scheme B. The forward selection procedure is applied to define the optimal set of three features that will be used for the clutter/target dichotomy.

The forward feature selection process ultimately results in the three best features, as it is illustrated in Figure 5.9 for both scenarios. It can be seen from the subfigures a) and b), that the output of the T2R1 radar channel processed with the scheme B is the best feature for the ground-truth – 1, while the T1R4 output processed with the scheme B is the best single feature for the ground-truth – 2.
Figure 5.9 The forward feature selection process at the sandpit illustrated with a-posteriori ROC curves: a) single features, scenario – 1, b) single features, scenario – 2, c) pairs of features, scenario – 1, d) pairs of features, scenario – 2, e) triples of features, scenario – 1, f) triples of features, scenario – 2; the ROC curves corresponding to the best single features (BSF) and the best pair of features are also shown in the subfigures c) and f.

The analysis of the ROC curves corresponding to various pairings of the features with the best single feature results in the addition of the T1R4 output processed with the scheme B as the best pairing for the ground truth – 1 and the T2R1 radar channel processed with the scheme B for the ground truth – 2 (subfigures c...
and d). Therefore, both ground truth have the same optimal vector of predictors of the length 2. Analyzing all possible triples of features via the ROC curves one obtains that the optimal decisive vector for the ground-truth – 1 consists of the BT2R1, BT1R4, and AT2R3 features, while for the ground-truth – 2 it consists of BT2R1, BT1R4, and AT2R1 features (subfigures e and f).

As it can be seen from the Figure 5.9 the non-blind separation of the target and clutter classes is significantly improved with the introduction of extra features. Namely, the 100% level of detection on the basis of the best single feature results in 5 and 8 false alarms for the ground-truths 1 and 2 respectively. Introduction of the best second feature lowers the amount of false alarm to the 4 and 2 respectively. The best triples of feature provide even better separation with only 2 false alarms in each case. Further separation might be possible with the addition of the extra feature but is not practical because it leads to the overtraining of the algorithm. More precisely, the separation of the classes at the training site can be further improved but the volatility of covariance of higher dimensional feature vectors prevents their successful use as plug-in rules.

The application of the quadratic classifiers resulted from the training and forward selection of the decisive features to the blind test sites produced the results shown in Figure 5.10.

![Figure 5.10 Performance of the system on the blind tests; a) trained with groundtruth – 1, tested at groundtruth – 2, b) vice versa. The pale ROC curves demonstrate the corresponding training results](image)

As it can be seen from the figure, 5 false alarms are reported in both cases at the 100% level of detection. The 100% level of detection was obtained with the base-line processing with 14 and 16 false alarms respectively (Figure 5.9 a and b). Thus in this particular case the FAR is reduced about 3 times.

In the second set up Scenarios 1 and 2 are used as test sites and the training is made at the sandy lane (Appendix B.1). The training according to this scenario has been made and described in subchapter 5.1.1. There it was found that PLSM
processed data from the channels T1R2, T2R1, and T2R3 combine the best possible triple of features. I build a quadratic classifier on the base of the data measured during the measurement campaign at the Waalsdorp facilities in 2002. The parameters for the PLSM processing and $S_2$-normalization are also learned from these data. The application of this classifier to data acquired during the MC’04 in the sandbox results in the a-posteriori ROC curves shown in Figure 5.11.

![Figure 5.11 Application of ML-based quadratic classifier trained on the data from measurement campaign of 2002 to the data acquired during the measurement campaign 2004](image)

As it can be seen from the figure, the maximum likelihood based quadratic classifier trained on the data acquired at different site produces 9 and 13 false alarms on the 100% level of detection. This false alarm rate is higher than the one achieved with the best single feature (wave-form based clutter suppression based mono-static channels). This confirms the conclusion of subchapter 5.1.1 that training on the site very similar to the test one is nearly necessary for the successful use of plug-in rules based feature fusion. At the same time the obtained results lower the false alarm rate resulted from the base-line processing.

### 5.3 Conclusion for Chapter 5

The practical applications of the data processing algorithms suggested in the thesis demonstrated the following main results:

- The wave-form based clutter suppression provides very strong clutter suppression in the dry soil conditions. Namely, the single feature based detection resulted in 2 times reduction of FAR for the data from MC of 2002 and 3 times reduction of FAR for the data from MC 04.
The more profound FAR reduction achieved in the latter campaign is explained by the much rougher surface in its site. The surface roughness heavily influences the baseline processing, while PLSM based algorithms are almost immune to it

- The forward selection feature selection technique allows objective evaluation of the amount of discrimination each particular feature provides
- After pseudo-normalization the quadratic classifiers based on both ML and MD criteria provide stable results
- Unlike the nearest neighbor based technique, considered classifiers provide predictable results when used as plug-in rules at testing sites
- The algorithms suggested in the thesis provided fused feature detection results, which are better than those previously published (for the test sites in which the external results exist). More precisely, the 100% detection was achieved for the sandy lane of the Waalsdorp facilities with 6 false alarms.
Chapter 6  Conclusions and Recommendations

The goal of the present study was set to suggest a set of the clutter suppression and target detection algorithms that would provide 99.6% detection of the APM using polarimetric GPR while significantly decreasing the false alarm rate corresponding to it. The success of the suggested algorithms is measured against the results published for the same terrains and achieved by other means (where such publications exist) and against the baseline detection procedure.

The state-of-the-art technology available at the moment of finalization of this thesis although quite advanced leaves unanswered several key questions. First, an automated process of data transformation is needed. In this process the data coming from different sources must be automatically transformed in such a way that target features representing features can be extracted from them. Second, currently the feature fusion algorithms do not fully exploit the possibilities provided by quadratic classifiers because these classifiers operate suboptimally if the feature normality condition is not imposed. Third, the false alarm rate remains high mostly due to the lack of clutter suppression algorithms operating from a target model approach. At the current state the clutter suppression algorithms operate from a background model and even if successful they do not provide suppression of clutter coming from friendly objects. Fourth, the optimality of the feature retrieval and determination of the optimal features are not always objectively justified. Hence objective data-driven schemes for these processes needed to be developed.

In order to achieve the goals for this study the following results were accomplished. In Chapter 2 I have suggested a new automated statistical approach to the data processing and interpretation. The approach presents independent processing of multiple data flows, construction of confidence maps, and initial detection in them. The algorithm of maps reconciliation and detection association has been suggested. The target/clutter dichotomy is then reduced to binary hypothesis testing, which is solved by statistical inference techniques. In order to improve the performance of quadratic classifiers I have suggested an adaptation of Johnson’s data normalization techniques for the case of APM detection with GPR. Two techniques of clutter or simultaneous target and clutter normalization have been adapted for the cases representing different training set scenarios.

In Chapter 3 I have presented a novel generic waveform-based algorithm for clutter suppression, which drastically improves detectability of a certain class of targets (i.e. antipersonnel landmines) with video impulse ground penetrating radar. The algorithm (penalized local similarity measure) is demonstrated to possess the following features:

• It detects a class of low-metal APM with a cylindrical shape (such as PMN2, M14, and NR22) using just a single reference target return;
• The processor aims at suppression of the clutter responses from non-targets and leaves intact the spatial patterns inherent to localized objects;
• As a result it operates best when the background clutter is removed prior to it and spatial pattern of targets is detected after its use;
• The output of the processor is perfectly suited to be an input to a SAR focusing procedure due to its sharp bi-polar shape;
• The output of the processor does not directly depend on the magnitude of the input providing equalization of the responses from mines of different sizes;
• The core processor of the algorithm is insensitive to the presence of clutter objects regardless of their size and/or reflectivity provided that their signatures wavelets are different from the one of the reference wavelet;

The core algorithm is then superimposed with the SAR procedure. This superposition allows introduction of the angle-dependent reference wavelet.

In Chapter 4 I have presented the techniques of forming and selecting the decisive features for the target/clutter dichotomy. The scope of the chapter includes descriptions of the originally developed WEP/ASWEP projection techniques, which allow construction of the better confidence maps than those of the conventional energy projections and on top of that provide means for the determination of the targets burial depth. The use of the depth of the object as a feature auxiliary to its brightness has been also suggested. Besides, other statistically bound auxiliary features have been presented. Finally, the forward feature selection procedure has been adapted for the mine detection using GPR as means for objective selection of the best features.

In Chapter 5 I have presented the results of application of the methods and algorithms developed in the thesis to the data acquired during two measurements campaigns. The following scheme of the semi-automated mine detection has been developed and adopted:
1. The data are acquired over the interrogated terrain and the corresponding training site using several radar scenarios
2. The data acquired over the training site are processed independently for each of the scenarios. The processing includes:
   a. Data evaluation and pre-processing (see Appendix A.2 for details);
   b. Background removal;
   c. Training and application of waveform based clutter suppression/target detection algorithm;
   d. SAR focusing of the data resulted from the steps 2.b and 2.c;
   e. Training and application of the EP/WEP/ASWEP projection techniques, which results in several detection maps;
f. Initial detection via local maxima detector and determination of auxiliary features in each of the maps.

3. An initial feature pool is formed from the most promising of the features resulted from the step 2. An expert assessment is required at this stage to select 10-30 of the better features from several hundreds available in principle.

4. The maps corresponding to the pre-selected features are reconciled.

5. The forward selection procedure is applied to the pre-selected features, which results in the selection of the optimal feature vector.

6. The selected features are pre-normalized and the feature vector is whitened.

7. The optimal in the sense of generalized maximum likelihood or deflection linear-quadratic fusion rule is built.

8. The data acquired over the interrogated terrain are processed.

9. The list of initial detections is built using local maxima detector and the feature vector corresponding to the one found on the step 4 is built to each of the detection.

10. Linear-quadratic fusion rule built on the step 7 is applied to the list resulting in the final detection of the present targets.

The results of the testing of the above framework on the measured data showed that:

- The waveform based clutter suppression algorithm allows the suppression of false alarms rate in 2.5-3 times for the case of 100% detection in sandy lane in comparison to the base-line processing techniques.

- The same algorithm reduces the false alarm rate at the 100% mines detection level 5-6 times in the rough surface sandy conditions.

- Although not thoroughly tested against the false alarm generating objects, this technique showed 3 times FAR reduction in the grass site.

- Introduction of the feature pseudo-normalization as a preliminary step in feature fusion allowed for successful use of quadratic classifiers based on maximum likelihood or maximum deflection criteria.

- An improved stability of the data fusion approach in comparison to the previously published learning vector quantification has been shown. I.e. 100% detection has been achieved at all blind test sites with false alarms rate 50% lower than those reported in previous publications.

At the same time the following research directions are left for the future. The main tool used for the feature fusion in the present thesis is a linear-quadratic classifier. Although more robust when used as a plug-in rule these classifiers require...
that the feature vectors are multi-normally distributed for both (or with some reservations at least one of the) classes of clutter and target. As it is never the case at least for the brightness-bound features a process of normalization must be applied to them. It was not possible however to ensure a multi-normality of the features and only the quasi-normality of the marginals (i.e. the scalar features) is guaranteed. This does not imply that feature vector becomes multi-normally distributed, for which a normality of any linear combination of marginals is a criterion. In this thesis it is suggested that a simultaneous diagonalization transformation is applied to the classes of target and clutter after normalization of the marginals and the latter are again tested for the 4th order normality. If the normality of the marginals is retained through the diagonalization transformation the feature vector can be treated as multi-normally distributed. There are two open problems in this approach: firstly, this is not a rigorous proof of the normality; secondly, if the non-normality of one or more marginals in the diagonalized distributions is detected there is no known way to resolve this. It is only possible to exclude the non-normal feature and repeat the process of diagonalization.

The waveform based clutter suppression proved to be a very significant achievement in the reduction of the false alarm rate. However the question of the applicability of the technique to soils other than various types of sand should be addressed. This question is not fully investigated in the present thesis due to the lack of the corresponding data. It is shown that the waveform based clutter suppression in the form of Gaussian PLSM can tolerate certain instabilities in the soil parameters and target type but more in-depth investigation of the issue with the data at hand would be of interest. The second open question related to the issue is expansion of the technique to the case where two distinctively different waveforms are sought for simultaneously.

The functional dependence between the WEP-brightness of a target and the depth of its burial is successfully exploited in this thesis (especially in chapter 5.1.3). However the decisive feature resulting from the established dependence could have been more productive is a sufficient amount of training data reflecting different targets placed at different burial depths were exploited. This needed improvement is left for the future work.

As it seen from the Chapter 5, a full-polarimetric GPR can provide vast amount of features for target detection. Features resulting from other sensors that could be present in the system will add to that amount. Overall, an initial pool of more than 500 features can be expected. Application of extensive search for the best possible feature vector of the length 4 to 8 is computationally prohibitive. If automated the forward selection procedure described in the Chapter 4 of the present thesis can be applied to all available initial features. In order to automate this procedure every ROC curve must be characterized with a single scalar number parameter. For example, minimal number of false alarms for a given level of detection or an area above the curve could be candidates for such a parameter. Identification of the best parameter is an open issue, which requires a separate research.
Overall, the insufficient amount of the training data prevents from using extensive feature vectors, which could be desirable in difficult scenarios. This can only be overcome by exhaustive measurement campaigns. In this thesis the features to be used for the target detection are chosen via the forward selection procedure. This procedure results in a feature set providing the best separation for the training site and it has been noticed that the best sets are not always comprised by the features providing the best one-feature detection. The amount of information each particular feature adds to the already existing pool cannot be judged from the forward feature selection process. Therefore the application of the information theory to this aspect of landmine detection with GPR can be of interest for the future research.
Appendix A IRCTR GPR

As the requirements for a GPR system dedicated to landmine detection are substantially different from the ones for a conventional GPR [3] the specific radar had been developed in IRCTR [29]. Among most important specific requirements are the substantial antenna elevation above the ground, high down-range and cross-range resolution, and finally high accuracy of the measured data to support target’s identification. In this appendix I describe the principles of the hardware design and software support of the radar that was used to acquire all the data present in this thesis.

A.1 Design considerations

The three main parameters of a radar design are frequency band, the antenna configuration and the sampling rate. The frequency band has to be adequate to the task of detecting antipersonnel mines inside and/or above of a soil. Landmine detection requires down-range resolution of the order of several centimeters (a few times smaller than a typical size of an antipersonnel mine) in the ground, which can be achieved using a bandwidth up to 3 GHz. The optimal allocation of this band can be found uniquely. As it was shown in [103] the ideal GPR should use all frequencies from DC till some upper frequency, which is determined by a required down-range resolution. Since practically very low frequencies are not accessible due to a limited size of antenna system and at frequencies above 4 GHz the propagation loss and clutter (caused by air–ground interface roughness and inhomogeneity of the soil surface) limit the applicability of GPR systems considerably [4]. The video impulse radar developed at IRCTR has 2 orthogonal polarized transmit antennas and 4 receiver antennas connected to the independent channels correspondingly. In the Figure 2 Tx_i are the transmitters, Rx_i are the receivers, X and Y are the axes direction, the antennas polarizations are denoted with arrows. Thus there are 4 co-polar and 4 cross polar receiving channels.

The identical dielectric wedge antennas are used as transmitters, identical loops are used as the receivers. The receive antennas are placed directly underneath the transmitters in order to narrow the footprint of the antenna system and thus to enhance its spatial resolution. One of the consequences of the design is that the direct wave is the largest signal in the system, which defines the upper limit of the system’s dynamic range.

<table>
<thead>
<tr>
<th>Tx/Rx</th>
<th>Rx1</th>
<th>Rx2</th>
<th>Rx3</th>
<th>Rx4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx1</td>
<td>34.8</td>
<td>9.9</td>
<td>10</td>
<td>45.8</td>
</tr>
<tr>
<td>Tx2</td>
<td>10</td>
<td>31.1</td>
<td>45.2</td>
<td>9.9</td>
</tr>
</tbody>
</table>

Table A.1 Distances between the antennas in horizontal plane, cm.
The radar has 4 quasi-monostatic transmitter-receiver pairs (T1R2 and T2R1 co-polar; T1R3 and T2R4 cross-polar) and 4 significantly bi-stastic ones (T1R1 and T2R2 co-polar; T1R4 and T2R3 cross-polar). The distances in X-Y plane between the antennas are presented in the Table 1. The heights of the receiving loops over the surfaces were chosen to be 20 cm over the sand and 10 cm over the grass. The distance between the receiver loop and the aperture of the transmit antennas is 28 cm.

The high quality of the hardware and the high stacking number provide a sub sample stability of the firing times of the generator. Figure A.1 presents the overlapped plot of 36735 A-Scans, which compound one of the measured C-Scans.

![Graph](image)

**Figure A.1** A-Scans compounding a typical C-Scan overlapped; the arrow marks the main zero-crossing used for evaluation of the stability

The moments of the zero crossing $T_0$, depicted by the arrow in the figure are shown at the Figure A.2.

Vertical lines on the Figure A.2 represent end points of the B-Scans acquired during the actual measurements. The mean jumps of the $T_0$ are placed in the close vicinities of the lines and most probably are due to the mechanical vibrations of the system in the ends and beginning of the movements. The other possible reason of these minor jumps is 1 sec breaks of the system operation which happen in between B-Scans. The jitter of the system has been determined equal to 6.47 ps on the entire C-Scan and to 3.5 ps after the slow trend removal from the data. In both cases the jitter is well inside of one sample.
A.1 Design considerations

Data pre-processing

In this appendix I introduce a set of the data quality evaluation parameters and a data pre-processing chain (DPPC), which allows for stabilization of these parameters. I show the influence of this stabilization on both the quality of the Ground Bounce (GB) removal and in the final ROC curve. The data which I use to demonstrate the DPPC has been acquired during a measurement campaign held in the sand pit located in the TNO DS&S lab in The Hague, The Netherlands in the end of 2004 [80], Appendix 1.1.

The short list the problems peculiar to the raw data taken from a video impulse GPR, which can affect the performance of the detector consists of:

- Noise on the frequencies outside of the operational band of the equipment
- Instability of the time-axis of the equipment
- Instability of the voltage-axis of the equipment
- Instability of the quantity of the A-Scans in B-Scans and misalignment of the adjacent B-Scans

Further I discuss the techniques that allow easing these problems and showing the improvement of the data. The time domain pass-band filtering is used for noise suppression outside of the operational band of the Radar; the instabilities of the time axis of the radar is compensated by an appropriate sub-sample shifting of the A-Scans made in the frequency domain; the voltage axis instability is compensated by the normalization of the direct wave on the median value of the direct wave voltage for the C-Scan; the missing A-Scans are made up with linear interpolation.

Figure A.2 Evolution of the main zero-crossing in the C-Scan plotted in Figure A.1; gray vertical lines in the figure correspond to ends of B-Scans
of the neighboring A-Scans and the misalignment of the adjacent B-Scans is compensated by an optimal sample-shifting of the B-Scans.

The DPPC used for the compensation of the instabilities, which are observed in the raw A-Scans is shown in Figure A.3

As it can be seen from the Figure, we start with suppressing of the noise on the frequencies outside of the operational band of the GPR. Since the operational band of our GPR is limited to 3.3 GHz [29] and the sampling rate used here defines the Nyquist frequency of 25.6 GHz it is obvious that most of the frequency band of each A-Scan does not contain any valuable information. A low-pass filtering of each A-Scan is therefore appropriate as a first step of the pre-processing.

As the fastest voltage slope observed in the data is approximately 220mV in .08 ns the shape of the pulse should not be affected if we apply low-pass filter to the A-Scans suppressing the energy in the frequencies above ~4GHz. Taking into account the realization of the 10th order Butterworth filter we are going to use, it is safe to choose the cut-off frequency equal to 6.5 GHz.

When the high frequency noise is suppressed it is easier to develop a procedure of the stabilization of the radar axes. The instability of the voltage axis of the radar is probably caused by transitional processes in amplifying circuits of the radar generator as well as mechanical vibrations of the receive antennas. And the instability of the time axis of the radar is mainly due to the non-equal time delays between the firings of the generator of the radar amplified by a tendency of the generator of this particular radar for the slow trend towards the earlier times. Although the time-axis instabilities of the first kind are normally of sub-sample nature, aggravated by the voltage axis instabilities they may significantly worsen the performance of the GB removal procedure and to lesser extent the performance of
the SAR focusing. Thus it is very important to diminish their influence at least for the times corresponding to the direct wave and ground bounce.

The following statistical processes are used for the evaluation of the stability of the axes:

The value of the main minimum of the direct wave of the GPR taken in each A-Scan of a C-Scan is used to characterize the stability of the voltage axis of the GPR

The exact time of the main zero crossing of the direct wave is used to characterize the stability of the time axis of the GPR

While the waveform of the IRCTR GPR is quite stable [29], the magnitude of the radiated pulse exhibits a minor instability. The range of this instability is typically within 1% and its variance is about of 0.2% of the peak to peak magnitude. Due to the placement of the receive antenna directly underneath of the transmit one the received wave in all co-polar configurations has a maximum of the absolute value corresponding to the direct wave [30]. Thus, the magnitude instability can be compensated by normalization of all A-Scans to the mean value of the main minimum of the direct wave:

\[
\tilde{u}_i(t) = \frac{\bar{A}}{\min_i[u_i(t)\sqrt{\pi}]} u_i(t) \tag{A.1}
\]

where \(\bar{A}\) is the mean value of the main minima of the direct wave and \(u_i(t)\) is a raw A-Scan. In our case this is equivalent to the normalization on the maximum of the absolute value of the direct wave. Slightly more complicated phenomena have been observed in the cross-polar channels of the radar, where specific structure of an air/ground interface or large elongated objects may cause a reflection of a magnitude higher than the one of the direct wave. Therefore for the successful use in the cross-polar channels the global minimum in (A.1) must be replaced with the one restricted for \(t < T\), where \(T\) is a time corresponding to the return of the surface reflection.

The time axis of the equipment is, again, quite stable in comparison to a conventional GPR: the time drift of the direct wave is typically in a sub-sample range for the whole C-Scan [31]. However even sub-sample instability of the time axis may result in deterioration of the performance of GB removal techniques based on any kind of mean value elimination. Therefore, drift of the equipment is compensated by sub-sample shift of all A-Scans to the median value of the main zero crossing. This operation is performed in the frequency domain according to

\[
\tilde{U}_i(f) = \exp\left(jf(\bar{\tau}_i - \bar{\tau})\right)U_i(f) \tag{A.2}
\]

where \(\bar{\tau}_i\) is the time of the zero-crossing in the i-th A-Scan, \(\bar{\tau}\) is the mean value of this parameter in the C-Scan, \(U_i(f)\) and \(\tilde{U}_i(f)\) are spectra of a raw and preprocessed A-Scans.
The overlapped A-Scans which compound a C-Scan before and after the compensation of these instabilities preceded by the low-pass filtering are shown in Figure A.4 below. As it can be seen from the figure, the time drift is successfully compensated not only for the exact point in time for which the statistic is gathered but also for the whole range of the main energy lobes of the direct wave.

Figure A.4 Overlapped A-Scans, which compound the raw (a) and the preprocessed C-Scan.

Numerically, the achieved improvement can be illustrated by the analysis of the statistics of the time drift for several points taken in the time span of the direct wave. To illustrate this point I take four points on the time axis marked as A, B, C, and D in Figure A.4 and build a statistic processes of the time drift peculiar to these points. By the time drift here I mean the times in which the voltage crosses the zero line for points A, B, and D and the 400 mV line for the point C. The trend (range) and the jitter (standard deviation) are given in the Table A.2.

The Table clearly demonstrates a significant diminishing of both parameters not only for the point B, for which the procedure of stabilization has been provided but also for 3 other points.

<table>
<thead>
<tr>
<th>Time point, ns</th>
<th>A 2.19</th>
<th>B 2.44</th>
<th>C 2.6</th>
<th>D 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trend, Jitter, ps</td>
<td>T, ps 35.4</td>
<td>J, ps 2.6</td>
<td>T, ps 2.9</td>
<td>J, ps 1.2</td>
</tr>
<tr>
<td>Raw</td>
<td>151</td>
<td>116</td>
<td>40.</td>
<td>1.5</td>
</tr>
<tr>
<td>PP</td>
<td>3.6</td>
<td>1.9</td>
<td>2.3</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Table A.2 Trend (T) and Jitter (J) of the points on the Direct Wave

This improvement plays an important role at the stage of the ground bounce removal. The influence of this stage of the equipment drift compensation is illustrated in Figure A.5. The figure shows the early portions of overlapped A-Scans, which form the raw (a) and preprocessed (b) C-Scans. The GB has been removed
from these A-Scans by cylindrical moving window average eliminator ([23], MWAE, subchapter 1.2.1).

Quantitatively speaking the mean energy of the direct wave remnant is 6 dB lower in the pre-processed C-Scan in comparison to the raw one. This improvement is due to the fact that when the direct waves of the A-Scans inside the chosen window are unstable even on a sub-sample level, the MWAE operator performs a numerical derivation and since the speed of voltage change there is quite high, high values of the remnant arise.

Another type of the problems, which may occur in the raw C-Scans, is missing A-Scan: it can happen that certain B-Scans, which compound the C-Scan, have lower than average number of A-Scans. In this case the missing A-Scans are constructed by a linear interpolation with the use of the A-Scans of the adjacent B-Scans. It does not significantly worsen the SAR imaging performance and it should not since it is usually necessary to made up only a few out of typically 50000 A-Scans. However, the mines (as well as any small objects) appear in the time slices of raw C-Scans as ellipses [101]. The absence of a few A-Scans in one or several of the B-Scans typically leads to the disfiguring of these elliptical images. The example of such disfiguring is shown in Figure A.6-a) below. In the C-Scan illustrated by the time-slice in the figure several A-Scans have been missed by the equipment during the acquisition of the B-Scan # 40 (the B-Scans are enumerated in the figure in order opposite to which they have been collected) and the elliptical images of the objects placed to the left from it are disfigured. This instability is compensated by relevant re-shifting of the B-Scans made on a whole-sample level. The smoothness of these ellipses in Figure A.6 b) can be used to asses the quality of the mutual re-alignment of the B-Scans.
To illustrate the influence which a proper DPPC may have I apply the following realization of a baseline data processing scheme (see the discussion in chapter 2.1) to the data shown in Figure A.6 with and without preprocessing:

\[ GB \text{removal} \rightarrow SAR \rightarrow \]
\[ \rightarrow \text{Energy Projection} \rightarrow \]
\[ \rightarrow \text{Automated Detection} \]
\[ \rightarrow \text{ROC curve} \]  

(A.3)

The baseline processing is chosen intentionally over more sophisticated techniques to demonstrate the merits of the pre-processing. As it can be seen from Receiver Operations Characteristics curves shown in Figure A.7, the introduction of the DPPC alone improves the performance of the system.

Therefore it can be said that a data pre-processing scheme, which allows compensation of instabilities of the time- and voltage- axis of a video-impulse GPR, is a necessary step in mine detection with GPR. The improvement in the statistical characteristics of main extremum and time of the main zero-crossing of the direct wave viewed as statistical processes is shown to cause the improvement in the background removal and as the matter of fact in the detection abilities of the system. The latter is shown by the improvement achieved in building of the ROC curve.
A.2 Data pre-processing

Figure A.7 The ROC curves for the raw and pre-processed C-Scans
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Figure A.7 The ROC curves for the raw and pre-processed C-Scans
Appendix B  Measurement campaign of summer 2002

The Measurement Campaign of summer 2002 was held in cooperation with TNO DS&S Laboratory at the measurement facility ‘Waalsdorp’ in Den Haag [78]. The goal of the Campaign on the IRCTR side was testing of the performance of the GPR equipment developed in IRCTR in different soil conditions. The measurements have been executed at a time span from July 15 to July 25 of 2002.

The measurements were made in three different soil conditions and resulted in the extensive set of 72 C-Scans covering seven different (electrically or physically) sites. The minefield simulation sites were represented by a dry sandy lane, artificially moistured sandy lane, and grass. This Appendix describes the physical conditions at which these measurements were made and measurement sites and set ups.

B.1  Dry sandy lane

The radar was placed at the scanner system over the sandy lane to produce a 20 cm gap between the receive antennas and the surface of the lane. The electromagnetic permittivity of the ground is estimated to be \( \varepsilon_r \approx 2.5 \). The lane has dimensions of approximately 3 by 10 meters and the two spots on it have been covered. The lane contains mine simulants of PMN2, M14, NR22 types and various false alarm objects placed at depths of 0 to 6 cm. Also the TDR sensors are placed at depths 10 – 15 cm to monitor the ground conditions.

The sandy lane was covered in two separate radar sessions thus producing two overlapping spots. The 0.5 ns generator has been used in order to ensure better resolution of the system. The first spot on the sandy lane contains 6 specimens of PMN2 mine, 8 specimens of M14, and 4 specimens of NR22. The false alarms are generated by 6 intentionally buried objects of various types and more than 10 TDR sensors. These sensors reflect the probing waves strong enough to be an additional source of the false alarms. The objects placed in this spot are detailed in the Table B.1, part Sand-1.

The second spot on the sandy lane (Table B.1, part Sand – 2) contains only 2 PMN2 mines, 3 M14 and 3 NR22 mines placed close to the borders of the measured spot. The intentionally buried false alarm objects (5 specimens) and about 10 TDR sensors are spread evenly over the spot.
### Measurement campaign of summer 2002

#### Table B.1 Objects placed at the sandy lane

The material properties of the mine simulants and friendly objects placed at the lane can be found in Table B.2.

<table>
<thead>
<tr>
<th>Measurement Spot</th>
<th>$\varepsilon_r$, estimated</th>
<th>Antenna height, cm</th>
<th>Present Mines (quantity)</th>
<th>Depth Range, cm</th>
<th>Present FA</th>
<th>Depth Range, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand 1</td>
<td>2.5</td>
<td>20</td>
<td>PMN2 (6) M14 (8) NR22(4)</td>
<td>0 - 6</td>
<td>Metal disk, metal ball, barbed wire, stone (2), brick, TDR sensors (~12)</td>
<td>0 - 15</td>
</tr>
<tr>
<td>Sand 2</td>
<td>2.5</td>
<td>20</td>
<td>PMN2(6) M14 (8) NR22 (4)</td>
<td>1 - 6</td>
<td>Metal disk, metal ball, barbed wire, stone, brick, TDR sensors (~10)</td>
<td>5 - 15</td>
</tr>
</tbody>
</table>

#### Table B.2 Material parameters of the targets in the sandy lane

<table>
<thead>
<tr>
<th>Object Type</th>
<th>Top size, cm</th>
<th>Height, cm</th>
<th>Case / Composition</th>
<th>Metal Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>APM PMN2</td>
<td>$\varnothing$ 12</td>
<td>5.4</td>
<td>Plastic/TNT’ Pin</td>
<td></td>
</tr>
<tr>
<td>APM M14</td>
<td>$\varnothing$ 5.8</td>
<td>4</td>
<td>Plastic/TNT’ Pin</td>
<td></td>
</tr>
<tr>
<td>APM NR22</td>
<td>$\varnothing$ 5.2</td>
<td>5.5</td>
<td>Plastic/TNT’ No</td>
<td></td>
</tr>
<tr>
<td>APM PFM1</td>
<td>12*6.5”</td>
<td>2</td>
<td>Metal/TNT’ Large</td>
<td></td>
</tr>
<tr>
<td>Barbed Wire</td>
<td>30*0.4</td>
<td>$\varnothing$.3</td>
<td>Metal</td>
<td>100%</td>
</tr>
<tr>
<td>Metal Disk</td>
<td>$\varnothing$ 12</td>
<td>0.3</td>
<td>Metal</td>
<td>100%</td>
</tr>
<tr>
<td>Metal Ball</td>
<td>$\varnothing$ 8</td>
<td>$\varnothing$.8</td>
<td>Metal</td>
<td>100%</td>
</tr>
<tr>
<td>Brick</td>
<td>15*7</td>
<td>4</td>
<td>Silicon</td>
<td>No</td>
</tr>
<tr>
<td>Stone</td>
<td>$\varnothing$~ 8</td>
<td>$\varnothing$~ 8</td>
<td>Stone</td>
<td>No</td>
</tr>
<tr>
<td>Wood</td>
<td>$\varnothing$~ 18</td>
<td>3</td>
<td>Wood</td>
<td>No</td>
</tr>
<tr>
<td>TDR sensors</td>
<td>various</td>
<td>various</td>
<td>Metal/Plastic</td>
<td>Large</td>
</tr>
<tr>
<td>Plastic cup</td>
<td>$\varnothing$ 6</td>
<td>6</td>
<td>Plastic/Cotton</td>
<td>No</td>
</tr>
</tbody>
</table>

*'– SIMULATED, “– IRREGULAR
B.2  Wet sandy lane

In order to estimate the performance of the radar in the extremely wet conditions the sandy lane has been moistened by the artificial raising of the underground water as well as due to the repeated showers during that time. Frederich Roth has taken the sand probes for quantitative analysis of its properties and it has been shown by Goritty et. al [102] that the water content in the sand varied from 7% to 15%. The dielectric permittivity of the sand was estimated to vary in the limits of 6 to 11.

The 0.8 ns generator was used for the measurements in order to ensure the better penetration of the probing pulses into the dissipative soil. The rest of the experiment set up was unchanged in comparison to the dry sand case.

B.3  Grass lane

The grass lane has the same dimensions as the sandy lane, namely 3*10 meters. This lane has been covered in the three measurements spots, two of which were overlapping. These (namely the southern and the middle spots) are used for the training purposes and the groundtruth for them had been revealed. The northern spot is used for the blind testing and only the horizontal positions of the mines without specification of their depth and types are revealed.

The radar has been connected to the scanning platform in such a way that the receive antennas are 10 cm above the ground (see Figure B.1). The dielectric permittivity of the ground is estimated to be $\varepsilon_r \cong 5$. Both 0.5 ns and 0.8 ns generators were used to perform the measurements. This resulted in that each spot of the lane has been measured with 16 radar scenarios.

Figure B.1 Radar-Scanner construction over the grass lane
The mine simulants found in the grass lane are described in the Table B.3. As it can be seen from the table no false alarms except for the TDR sensors are placed into the grass lane.

<table>
<thead>
<tr>
<th>Object Type</th>
<th>Top size, cm</th>
<th>Height, cm</th>
<th>Case / Composition</th>
<th>Metal Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>APM PMN2</td>
<td>Ø 12</td>
<td>5.4</td>
<td>Plastic/TNT'</td>
<td>Pin</td>
</tr>
<tr>
<td>APM M14</td>
<td>Ø 5.8</td>
<td>4</td>
<td>Plastic/TNT'</td>
<td>Pin</td>
</tr>
<tr>
<td>APM NR22</td>
<td>Ø 5.2</td>
<td>5.5</td>
<td>Plastic/TNT'</td>
<td>No</td>
</tr>
<tr>
<td>APM PFM1</td>
<td>12”6.5”</td>
<td>2</td>
<td>Metal/TNT’</td>
<td>Large</td>
</tr>
<tr>
<td>Antitank Mine</td>
<td>Ø 40</td>
<td>20</td>
<td>Plastic/TNT’</td>
<td>Large</td>
</tr>
<tr>
<td>Metal Disk</td>
<td>Ø 12</td>
<td>0.3</td>
<td>Metal</td>
<td>100%</td>
</tr>
<tr>
<td>TDR sensors</td>
<td>various</td>
<td>various</td>
<td>Metal/Plastic</td>
<td>Large</td>
</tr>
</tbody>
</table>

\*– SIMULATED

Table B.3 Material parameters of the targets in the grass lane
Appendix C  Measurement campaign of 2004

The joint IRCTR/TNO DS&S measurement campaign with the video impulse GPR of IRCTR and the measurement facilities of TNO DS&S was held in the November-December of 2004. The present appendix, which describes the Campaign is organized in the following way: the goals of the campaign, the measurement site and setup descriptions are given in the subchapter C.1 and C.2; subchapter C.3 is dedicated to the technical characterization of the equipment output and its comparison to the values of relevant parameters observed during the measurements taken in previous years.

C.1  Goals of the campaign

The main goals of the joint IRCTR/TNO DS&S Measurement Campaign, which was held during the late autumn 2004 at the TNO sandpit, were:

- Demonstration of the IRCTR GPR performance under the controllable conditions
- Acquisition of the set of the C-Scans to be used for evaluation of the data processing algorithms developed by the TNO- DS&S
- Acquisition of the set of the C-Scans to be used for demonstration of the progress in the development of the data processing algorithms made in IRCTR in the year 2004

To this end the following plan of the experiments was accepted:

- The Scanner frame has been set up in the tent sandpit located in the TNO DS&S in Den Haag.
- The GPR had been tested for the stability of its performance in motionless position at the TU Delft and then relocated to the measurement site and connected to the scanner.
- Two sets of the measurements have been made over the presumably empty groundtruth in order to estimate the performance of the equipment on the move
- A groundtruth has been agreed with the TNO side^4 and then set up with the help of Paul Hakkaart of IRCTR and Peter Heijnen from TNO DS&S
- Two sets of measurements have been made over this groundtruth, the resulting data have been analyzed, preprocessed and delivered to the TNO DS&S
- Another groundtruth, answers to my own conception of the interesting measurement, has been set up and the set of C-Scans has been acquired over it
- The technical analysis has been performed over all acquired data and it has been found that certain steps in the preprocessing stage should be made in order to compensate the equipment drift.

---

^4 Ir. Jan Rhebergen is the first contact person from the TNO DS&S side
The adequate preprocessing scheme has been developed and all the data have been preprocessed in accordance to it.

The resulting C-Scans have been processed by the data processing scheme developed in the IRCTR in the years prior to 2003.

The newly algorithms of waveform based clutter suppression, windowed and alternating sign windowed energy projection have been introduced.

The performance of the equipment has been demonstrated in terms of visual demonstration (confidence maps) and Receiver Operator Curves.

### C.2 Measurement site and set up

The Measurement Campaign has been held at a sandpit located inside TNO DS&S measurements terrain in Den Haag. Unlike the HOM2000 minefield simulating lanes, which are placed in the same location under the open sky, the sandpit is under the tent and is not specifically meant to simulation of the minefield. The pit has dimensions of 10 by 10 metes, is more than 3 meters deep and is filled with highly contaminated sand. It is mainly designed for the experiments with GPR equipment dedicated to the civil engineering and contains some objects, which detection is the main goal of civil GPR, including several pipes and cables. As no civil GPR due to its frequency range is affected by the presence of relatively small pieces of clay, stones, shells etc., there were no efforts made to keep the site clean of such objects. On top of that the heavy human presence on the sand itself prevents any possibility of making the soil/air interface flat. Overall it has to be kept in mind that using the mine-detecting GPR in such conditions means in fact taking the equipment tests onto much higher level of difficulty in comparison to that of the Measurements Campaign [77] on the Waalsdorp lanes [78] in July 2002.

The general placement of the scanner frame and radar on the surface of the sand pitch is sketched in the Figure C.1. As it can be seen from the figure, the scanner frame has been situated almost exactly in the center of the pitch. This decision was forced by the placements in the same pitch of the additional TNO soil water content measurement sub-site and significant amount of highly magnetic soil (both shown in the figure). It was impossible to move the frame closer to the warm house due to the cables hanging there in the air.
The photos in the Figure C.2 a) and b) show the overall landscape of the measurement site and the character of the roughness of the air-soil interface. The large amount of shells, pieces of clay and other small scatterers is also worth noticing. These objects create random scattering and significantly embarrass application of any background subtraction procedures. Overall, as it can be seen from the photos, the measurements represent the ‘rough surface’ radar scenario. This scenario is significantly more difficult to energy based detection procedures in comparison to the one observed at HOM2000 lanes (Appendix B).
Appendix C  Measurement campaign of 2004

The Radar has been connected to the Scanner frame in such a way that the transmitter antenna 1 was polarized from south to north and consequently the transmitter antenna 2 from east to west. The main movements of the Radar during the measurements were held in South – North direction. The following is the full set of the technical setup of the data acquisition:

- Number of channels: 9 = 2 quasi-monostatic co-polar + 2 bi-static co-polar + 2 quasi-monostatic cross-polar + 2 bi-static cross-polar + calibration channel
- Height of the receivers 30 cm
- Height of the transmitters 58 cm
- The area of scanning is: $X*Y = 266*248 \text{ cm}^2$
- Grid density: 0.55 cm dX (inline) and 2 cm dY (cross-line)
- The time window is equal to 10 ns and is sampled into 512 points
- The dot averaging mode is used with N = 64

The measurements have been provided over 4 different ground scenarios: the empty ground (only uncontrolled clutter object present), which is referred to as the Groundtruth 0, and two main scenarios: the Groundtruth 1 and Groundtruth 2. The Groundtruth 1 is shown in the Figure C.3-a. The numbers represent: 1 - a piece of wood, 2 - plastic cup, 3 - shrapnel, 4 - PMN2 mine, 5 - piece of clay, 6 - M14 mine, 7 - M14 mine, 8 - M14 mine, 9 - a piece of clay, 10 - M14 mine, 11 - PMN2 mine, 12 - PMN2 mine.

The Groundtruth 2 is shown in the Figure C.3-b. The numbers represent: 1 - PMN2 mine, 2 - shrapnel, 3 - a piece of wood, 4 - a piece of clay, 5 - several small shells, 6 - a plastic cup, 7 - M14 mine, 8 - M14 mine, 9 - M14 mine, 10 - 3 fifty euro-
C.2 Measurement site and set up

The objects labeled with white labels are surface laid; the gray-labeled ones are at zero or few millimeters depth, and the black-labeled objects are placed at the depth of 5-6 cm. The objects present in the ground are listed in the Table B.2.

![Diagram showing ground truths used during measurements](image)

**Figure C.3** The ground truths used during the measurements a) scenario – 1, b) scenario - 2

C.3 Technical evaluation of measured data

The following parameters are used to quantify the quality of the data:

- The stability of the main zero crossing
- The stability of the direct wave waveform
- The stability of the direct wave magnitude
- The stability of the quantity of the A-Scans in B-Scans
- The quality of the alignment of the adjacent B-Scans

**Stability of the main zero crossing**

The character of this time drift recorded during the measurements is shown in Figure C.1 for one of the C-Scans.
The Table C.1 compares the parameters of the equipment drift observed during these and past measurements. As it can be seen from the Table, the performance of the equipment has significantly worsened to the present time and hence the preprocessing action should be taken here to compensate for the drift.

<table>
<thead>
<tr>
<th>Parameters/Occasion</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drift (ps/hour)</td>
<td>3.2</td>
<td>9.137</td>
<td>3.803</td>
</tr>
<tr>
<td>Jitter $\sigma$ (ps)</td>
<td>0.286</td>
<td>3.4278</td>
<td>0.37</td>
</tr>
</tbody>
</table>

**Table C.1 of the stability of the equipment during the years of 2002-2004**

It can be noticed that the fast jitter is mainly caused by the effects of the B-Scan switching; this includes the transitional processes in electronics as well as mechanical vibration of the antenna system.

**Waveform and signal magnitude stability**

The main magnitude of the direct wave changes inside the 7% limits, which is typical performance of the radar. Nevertheless it has been decided that the preprocessing action step of the normalization of the magnitudes to the median value should be always taken for the data of this Measurement Campaign. After the normalization, the waveforms are close enough in the $L_2$ so no step is taken in an attempt to compensate the instability of the shape of the direct wave.
Stability of the quantity of the A-Scans in B-Scans and (mis)alignment of the adjacent B-Scans

The problem here is the sporadic change of the quantity of A-Scans in B-Scans. In each C-Scan approximately 5 – 7 of the B-Scans have an untypical quantity of the compounding A-Scans. The difference between the typical and untypical amount of A-scans usually lies in the margins of ±1 but can go as far as ±3 (see Figure C.1).

![Figure C.1 The number of A-Scans in B-Scans, which compound one of the C-Scans](image)

This leads to the necessity of the introducing of the fake A-Scans, which are obtained on the ends of the relevant B-Scans through the linear interpolation. Another problem, which arises here, is bad alignment of the adjacent B-Scans leading to the deformation of the images in time slices and to worsening of the performance of the SAR algorithm. Hence the preprocessing step should be taken here to compensate the misalignments.

As it has been shown in the following defects are to be compensated before the data is sent to a processing chain:

- The magnitude instability
- The time drift
- The missing A-Scans
- The B-Scans misalignment

These defects can be compensated by means described in the Appendix A.2.
### List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>APM</td>
<td>Antipersonnel Plastic Mine</td>
</tr>
<tr>
<td>DPS</td>
<td>Data Processing Scheme</td>
</tr>
<tr>
<td>DDQ</td>
<td>Decorrelated Distance Classifier</td>
</tr>
<tr>
<td>DPPC</td>
<td>Data Pre-Processing Chain</td>
</tr>
<tr>
<td>EMI</td>
<td>Electro-Magnetic Induction</td>
</tr>
<tr>
<td>FA</td>
<td>False Alarm</td>
</tr>
<tr>
<td>FAR</td>
<td>False Alarm Rate</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>GB</td>
<td>Ground Bounce</td>
</tr>
<tr>
<td>GPR</td>
<td>Ground Penetrating Radar</td>
</tr>
<tr>
<td>HH</td>
<td>Hand Held</td>
</tr>
<tr>
<td>HMM</td>
<td>Hidden Markov’s Model</td>
</tr>
<tr>
<td>IR</td>
<td>Infra-Red</td>
</tr>
<tr>
<td>k-NN</td>
<td>k Nearest Neighbors</td>
</tr>
<tr>
<td>LMD</td>
<td>Local Maxima Detector</td>
</tr>
<tr>
<td>LSM</td>
<td>Local Similarity Measure</td>
</tr>
<tr>
<td>LVQ</td>
<td>Learning Vector Quantization</td>
</tr>
<tr>
<td>MC</td>
<td>Measurement Campaign</td>
</tr>
<tr>
<td>MD</td>
<td>Maximum Deflection</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>PLSM</td>
<td>Penalized Local Similarity Measure</td>
</tr>
<tr>
<td>ROC</td>
<td>Receiver Operation Characteristics</td>
</tr>
<tr>
<td>SAR</td>
<td>Synthetic Aperture Radar</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>TNT</td>
<td>Trinitrotoluene (explosive)</td>
</tr>
</tbody>
</table>
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Summary

Ground Penetrating Radar (GPR) is seen as one of several promising technologies aimed to help mine detection. GPR is sensitive to any inhomogeneity in the ground. Therefore any APM regardless of the metal content can be detected. On the other hand, all the inhomogeneities, which do not represent mines, show up as a clutter in GPR images. Moreover, it is known that reflectivity of APM is often weaker than that of stones, pieces of shrapnel and barbed wire, etc. Altogether these factors cause GPR to produce unacceptably high false alarm rate whilst it reaches the 99.6% detection rate which is prescribed by an UN resolution as a standard for humanitarian demining.

The main goal of the work presented in the thesis is reduction of the false alarm rate while keeping the 99.6% detection rate intact. To reach this goal a set of data processing algorithms is developed and organized into an unsupervised target detection scheme. These algorithms are dedicated to clutter suppression and simultaneous detection of APM signatures in both GPR raw data and images resulting from them.

The developed algorithms constitute together the following achievements:
- An unsupervised generalized likelihood ratio test-based feature fusion framework;
- A waveform based target detection/clutter suppression;
- Advanced methods for construction of GPR maps

The unsupervised generalized likelihood ratio test based feature fusion framework, which has been suggested in this thesis, takes as input an arbitrary amount of confidence maps corresponding to training and testing sites. The output of the framework is a list of target locations. The framework uses training data which can come from independent and non-coincident measurements with different radars and even sensors. The data from each of the sensors are processed independently to result in several detection lists. Every detection in these lists is accompanied with one or several features each represented by a scalar number. A decision level fusion is applied to reconcile the lists i.e. to associate the detections in them with the appropriate physical locations. Then the binary hypothesis testing is executed for the reconciled locations separating them on clutter and target lists. The generalized likelihood ratio test is employed to this end. The feature pre-normalization via Johnson’s transform in suggested by the author to be used prior the testing. It is shown in the thesis that such approach outperforms the direct generalized likelihood ratio testing ad. hoc. based fusion techniques.

The waveform based target detection/clutter suppression algorithm, which detects disc-shaped APM in heavy clutter with low false alarm rate, has been developed by the author. The algorithm detects a class of low-metal APM with a cylindrical shape (such as PMN2, M14, and NR22 etc.) using just a single reference target return. It suppresses clutter responses from friendly objects while marking
the presence of targets with sharp monopulses and preserving the spatial pattern inherent to localized objects. The algorithm is insensitive to the reflectivity and physical diameter of the target and also tolerates certain volatility in the properties of the hosting soil. This algorithm is superimposed with a focusing technique to further improve the mine detectability.

A number of improved projection techniques, which allow better detection of APM in focused GPR images is also developed by the author. These utilize the prior knowledge on the character of the spatial correlation properties of target images and allow detection of the burial depth of the target.

The algorithms suggested in the thesis were tested on the data acquired during two separate measurement campaigns held at the special facilities for testing of mine detection systems. It has been shown, that the fused multi-feature detection that uses the algorithms reported in this thesis, significantly decreases the false alarm rate in comparison to the previously published studies for the same minefields.

Vsevolod Kovalenko
Samenvatting

Ground Penetrating Radar (GPR) wordt gezien als een van de veel belovende technieken die gericht zijn op het ondersteunen van de mijndetectie. GPR is gevoelig voor elke inhomogeniteit in de grond. Om die reden zal elke APM gedetecteerd worden, of er metaaldelen in zitten of niet. Anderzijds worden alle inhomogeniteiten die niet door mijnen veroorzaakt worden, zichtbaar als clutter in de GPR beelden. Belangrijker nog, het is bekend dat de reflectiviteit van APM vaak zwakker is dan die van stenen, resten van granaten and prikkeldraad, etc. Al deze factoren zorgen er voor dat de GPR een onacceptabel hoog percentage valse alarmen geeft, terwijl het de detectienorm van 99,6% haalt zoals vastgesteld door een VN-resolutie voor humanitair ontmijnen.

Het belangrijkste doel van het werk dat in dit proefschrift wordt gepresenteerd is de reductie van het percentage valse alarmen met behoud van het detectienorm van 99,6%. Om dit doel te bereiken werd een set algoritmen voor dataverwerking ontwikkeld en bijeengebracht in een unsupervised schema voor doelwitdetectie. Deze algoritmen worden gebruikt voor de onderdrukking van clutter en tegelijkertijd de detectie van de APM-signatuur, zowel uit de onbewerkte data van de GPR als uit de beelden die hieruit voortkomen.

De ontwikkelde algoritmen vormen samen de volgende resultaten:
• Een, op testen van het unsupervised gegeneraliseerd waarschijnlijkheidspercentage gebaseerd, frame dat eigenschappen bij elkaar brengt of bundelt;
• Doelwitdetectie & clutter-onderdrukking op golfvorm gebaseerd;
• Geavanceerde methoden voor de samenstelling van GPR kaarten.

De unsupervised gegeneraliseerde waarschijnlijkheids verhouding test gebaseerde eigenschappen fusion structuur, zoals voorgesteld in dit proefschrift, gebruikt als input een arbitrair aantal confidentiekaarten die afgeleid zijn van training- en testlocaties. De output van het frame wordt gevormd door een lijst doelwitlocaties. Het frame gebruikt de trainingsgegevens die afkomstig kunnen zijn van onafhankelijke en niet-coïncidente metingen met verschillende radars en zelfs sensoren. De data van elk van de sensors worden onafhankelijk verwerkt en leveren zo verschillende detectielisten. Elke detectie in deze lijsten gaat samen met een of meer eigenschappen elk weer geregroupeerd door een scalar nummer. Een fusie van besluitniveaus wordt toegepast om de lijsten met elkaar in overeenstemming te brengen, ofwel om de in deze lijsten weergegeven detecties in verbinding te brengen met de geschikte fysieke locaties. Hierna wordt de binaire test van de hypothese uitgevoerd voor de in overeenstemming gebrachte locaties waarbij scheiding tot stand komt tussen clutter en doelwitlijsten. Hiertoe wordt de test van het gegeneraliseerde waarschijnlijkheidspercentage toegepast.

Voorafgaand aan het testen wordt de eigenschappen pre-normalization via Johnson’s transformatie aangeraden door de auteur. Het wordt in het proefschrift...
aangetoond dat een dergelijke benadering een beter resultaat oplevert dan de, op ad hoc testen van het directe gegeneraliseerde waarschijnlijkheidspercentage gebaseerde, fusietechnieken.

De auteur ontwikkelde de op de golfvorm gebaseerde doelwitdetectie / clutter-onderdrukking algoritmen, die de konvormige APM detecteert in heavy clutter met en laag percentage valse alarmen. Het algoritme detecteert een klasse APM met laag metaalgehalte en een cilindrische vorm (zoals de PMN2, M14, en NR22 etc.) waarbij slechts een enkel referentiedoel return. Het onderdrukt de clutter respons van neutrale objecten terwijl de aanwezigheid van doelwitten met scherpe monopulsen worden gemankeerd waarbij het ruimtelijk patroon dat inherent is aan gelokaliseerde objecten, wordt behouden. Het algoritme is ongevoelig voor de reflectiviteit en fysieke diameter van het doelwit en kan ook een zekere vluchtigheid in de eigenschappen van de omringende bodem aan. Dit algoritme is gesuperponeerd met een techniek van focussen om de detectie van mijnen verder te verbeteren.

Een aantal verbeterde projectietechnieken, die een verbeterde detectie van APM in GPR beelden die gefocust zijn, werden eveneens door de auteur ontwikkeld. Deze benutten de voor-kennis, met betrekking tot het karakter van de ruimtelijke correlatie-eigenschappen van de doelwitbeelden, en maken detectie mogelijk waarbij de diepte, waarop het doelwit is begraven, aangegeven wordt.

De algoritmen die in dit proefschrift worden voorgesteld werden getest op de data die bij twee afzonderlijke meetsessies die op speciale testlocaties voor mijnendetectiesystemen werden gehouden. Het werd aangetoond dat detectie met gefuseerde multi-eigenschap detectie die de algoritmen uit dit proefschrift gebruikten een aanzienlijke verlaging van het percentage valse alarmen laat zien in vergelijking tot eerder gepubliceerde onderzoeken met betrekking tot dezelfde mijnenvelden.
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