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INTRODUCTION

1.1 MAGNETISM

Magnetism is probably the physical phenomenon that has captivated people's fascination the longest. It was first observed in terms of the attractive force that lodestone, a mineral rich in magnetite, exerted on iron. One of the first accounts of the attractive force of lodestone in Western literature was written by the pre-socratic philosopher Thales of Miletus (approx. 624 BC - 546 BC) and was later discussed by Socrates, as reported in the Platonic dialogue “Ion”[1].

The first application of magnetism is the compass used for navigation. Although its exact date of invention is unknown, it is usually credited to the Chinese. In 121 AD the first Chinese reference occurs that mentions the fact that lodestones can be used to magnetize a needle [1]. However, the actual use of a compass by the Chinese is only recorded much later and the first description of the actual use of a compass is thus attributed to Alexander Neckam (1157-1217), who mentions in his De naturis rerum a pivoted needle used by sailors to keep their course – a compass [2]. The compass is not only the first example of an application of magnetic phenomena, but also an example for a magneto-mechanical system, viz. a system in which the mechanical and magnetic degrees of freedom are coupled. Such systems are the focus of this thesis.

In the framework of classical electrodynamics, the magnetic moment is defined as the lowest order contribution to the multipole expansion of the magnetic field caused by a current distribution [3], as is demonstrated below. The Biot-Savart law states that a local current density distribution \( \vec{j} \) creates a magnetic flux
In the case of steady state currents, i.e. when $\nabla \cdot \vec{j} = 0$, the two Maxwell’s equations for the magnetic flux density read

$$\nabla \cdot \vec{B} = 0 \quad \text{and} \quad \nabla \times \vec{B} = \frac{4\pi}{c} \vec{j}. \quad (1.2)$$

Since $\nabla \cdot \vec{B} = 0$, a vector potential $\vec{A}$ with $\vec{B} = \nabla \times \vec{A}$ can be introduced. The vector potential created by a current distribution $\vec{j}$ is of the form

$$\vec{A}(\vec{x}) = \frac{1}{c} \int d^3x' \frac{\vec{j}(\vec{x}')}{|\vec{x} - \vec{x}'|} + \nabla \psi, \quad (1.3)$$

where $\psi$ is an arbitrary scalar function that can be freely chosen. Using the Coulomb gauge, $\nabla \cdot \vec{A} = 0$, Eq. (1.2) yields

$$\Delta \vec{A} = \frac{-4\pi}{c} \vec{j}, \quad (1.4)$$

i.e. the components of $\vec{A}$ in Cartesian coordinates fulfill the Poisson equation. Using

$$\Delta \frac{1}{|\vec{x} - \vec{x}'|} = -4\pi \delta(\vec{x} - \vec{x}') \quad (1.5)$$

and Eq. (1.3) in Eq. (1.4) one finds $\Delta \psi = 0$. Since $\Delta \psi = 0$ has to hold true in all space, it needs to vanish identically. Thus, one finds the vector potential generated by a current distribution to be

$$\vec{A}(\vec{x}) = \frac{1}{c} \int d^3x' \frac{\vec{j}(\vec{x}')}{|\vec{x} - \vec{x}'|} + \cdots = -\frac{\vec{x}}{2c} \times \int d^3x' \left[ \vec{x}' \times \vec{j}(\vec{x}') \right] + \cdots \quad (1.6)$$

when the Coulomb gauge, $\nabla \cdot \vec{A} = 0$, is used.

The magnetic moment is now introduced by performing a series expansion of the vector potential $\vec{A}(\vec{x})$ created by a local current distribution in a small volume $V'$, that is far from the observer at $\vec{x}$. We can expand the denominator in Eq. (1.6) as

$$\frac{1}{|\vec{x} - \vec{x}'|} = \frac{1}{|\vec{x}|} + \frac{\vec{x} \cdot \vec{x}'}{|\vec{x}|^3} + \cdots \quad (1.7)$$

Since for steady state currents $\nabla \cdot \vec{j} = 0$ the zeroth order term in the expansion of $\vec{A}(\vec{x})$, Eq. (1.6), drops out and we are left with

$$\vec{A}(\vec{x}) = \frac{1}{c|\vec{x}|^3} \int d^3x' \vec{j}(\vec{x}')(\vec{x} \cdot \vec{x}') + \cdots = -\frac{\vec{x}}{2c} \times \int d^3x' \left[ \vec{x}' \times \vec{j}(\vec{x}') \right] + \cdots \quad (1.8)$$
The magnetic moment $\vec{\mu}$ can now be defined as

$$\vec{\mu} = \frac{1}{2c} \int d^3x' \vec{x}' \times \vec{j}(\vec{x}'). \quad (1.9)$$

The force acting on a current distribution $\vec{j}$ in a magnetic field reads

$$\vec{F} = \frac{1}{c} \int d^3x' \vec{j}(\vec{x}') \times \vec{B}(\vec{x}'). \quad (1.10)$$

If the magnetic field varies slowly over the region with non-zero current distribution, one can employ a Taylor expansion for the magnetic field, e.g. the $i$-th component may be expanded as $B_i(\vec{x}) = B_i(\vec{x})|_{\vec{x}=0} + \vec{x} \cdot \nabla B_i|_{\vec{x}=0} + \ldots$. The force then reads

$$\vec{F} = \frac{1}{c} \int d^3x' \vec{j}(\vec{x}') \times \left[ \vec{x} \cdot \nabla \vec{B}(0) \right] + \ldots = \nabla \times \left[ \vec{B}(0) \times \vec{m} \right] + \ldots = \nabla (\vec{m} \cdot \vec{B}(0)) + \ldots. \quad (1.11)$$

The force can also be interpreted as the negative gradient of a potential energy $U$, i.e. $\vec{F} = -\nabla U$ and therefore

$$U = -\vec{m} \cdot \vec{B}. \quad (1.12)$$

It was first suggested by Ampère [4] that ferromagnets can be interpreted as molecules of circulating currents. As we have seen in Eq. (1.9), a local current distribution gives rise to a magnetic moment $\vec{\mu}$. This “molecular current hypothesis” was later, in 1854, expanded by Weber [1] and provided a first theory on the origin of the magnetic moment.

1.2 Gyromagnetism: Barnett and Einstein-de Haas Effects

The definition of the magnetic moment $\vec{\mu}$, Eq. (1.9), gives rise to a close relationship with the angular momentum $\vec{L}$. Suppose the current distribution is given by a number of charged particles with charges $q_i$, masses $M_i$ and velocities $\vec{v}_i$ located at $\vec{x}_i$. The current distribution then reads

$$\vec{j}(\vec{x}) = \sum_i q_i \vec{v}_i \delta(\vec{x} - \vec{x}_i) \quad (1.13)$$

and the magnetic moment is given by

$$\vec{\mu} = \frac{1}{2c} \sum_i q_i (\vec{x}_i \times \vec{v}_i) = \sum_i \frac{q_i}{2M_i c} \vec{L}_i, \quad (1.14)$$
where in the last step we have used the expression $\vec{L}_i = M_i (\vec{x}_i \times \vec{v}_i)$ for the orbital angular momentum of the $i$th particle. If all particles have the same charge to mass ratio, i.e. $q_i/M_i = e/M$, one can relate the magnetic moment to the total orbital angular momentum of the current distribution:

$$\vec{\mu} = \frac{e}{2Mc} \sum_i \vec{L}_i = \frac{e}{2Mc} \vec{L} = \gamma \vec{L}. \quad (1.15)$$

As a consequence of Eq. (1.15), a coupling between the magnetic and mechanical degrees of freedom exists. Such gyromagnetic effects were looked for – albeit without success – already by Maxwell in 1861 [5, §575]. However, only the work by Barnett [6] resp. Einstein and de Haas [7] in 1915 led to a first determination of the gyromagnetic constant $\gamma$, which was found to be by a factor of $g \approx 2$ larger than the classically expected value of $e/(2Mc)$. This anomalous $g$-factor provided a first hint at the quantum nature of the electron magnetic moment or spin.

### 1.2.1 The Einstein-de Haas Effect

The Einstein-de Haas effect is the label for the mechanical rotation of a body that is induced by changing its magnetization. This effect was first sought after by Owen Willans Richardson in 1908 [8], but Albert Einstein and Johannes Wander de Haas reported a first determination of the gyromagnetic ratio using this method in 1915 [7].

The Noether theorem states that rotational symmetry implies the conservation of the total angular momentum. Now let us consider a free magnet located in a magnetic field along its symmetry axis. If the magnetization is now changed from – say – being oriented antiparallel to the magnetic field to parallel orientation, a mechanical rotation of the magnetic body is induced as the total angular momentum in direction of the magnetic field needs to be conserved. This is the key idea of Einstein’s and de Haas’ experiment, whose experimental setup is sketched in Fig. 1.1: A ferromagnetic body is suspended from a thin wire. By applying a magnetic field pulse along the symmetry axis, the body is magnetized and thus inducing the body to move. In the absence of mechanical damping and torsion the motion would be a uniform rotation due to the conservation of the total angular momentum, whereas otherwise a damped torsional motion is observed. Einstein and de Haas could now determine the gyromagnetic ratio by bringing the coupled magnetic and mechanical degrees of freedom in resonance.

Let us denote the mechanical angular momentum in the direction of the symmetry axis with $L_\parallel = I_\parallel \dot{\phi}$, where $I_\parallel$ is the moment of inertia of the body and $\phi$ the rotation angle, and the magnetic moment with $M_\parallel$. The mechanical equation of
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**Figure 1.1:** The Einstein-de Haas effect refers to the mechanical rotation of a suspended body induced by changing its magnetization.

The motion reads

\[
\dot{L}_\parallel = T - 2I_\parallel \kappa \dot{\phi} - I_\parallel \left( \frac{\Theta}{I_\parallel} \right)^2 \phi, \tag{1.16}
\]

where \( \kappa \) is the damping constant of the mechanical motion, \( \Theta \) the torsion constant of the wire and \( T \) a torque, that reflects the conservation of the total angular momentum of the coupled mechanical and magnetic degrees of freedom. Therefore,

\[
\dot{M}_\parallel = -\gamma T. \tag{1.17}
\]

As a consequence, in the absence of torsion and damping, a uniform rotation is induced by inducing a magnetic moment in the body since then \( \gamma \dot{L}_\parallel + \dot{M}_\parallel = 0 \). Einstein and de Haas assumed that by applying a pulsed magnetic field, the magnetization of the body, \( M_\parallel \), switches from \( +\delta M \) to \( -\delta M \) and vice versa. Assuming this is repeated with frequency \( \omega \), we can expand \( T \) in a Fourier series. Taking only the lowest harmonic in the expansion into account,

\[
T = 2\delta M \cos(\omega t), \tag{1.18}
\]

which leads to a solution \( \phi = |A| \cos(\omega t - \psi) \) with phase angle

\[
\tan \psi = \frac{2\omega \kappa}{\omega_0^2 - \omega^2}, \tag{1.19}
\]
\[ \omega_0 = \Theta/I_\parallel \] is the resonance frequency, and amplitude

\[ |A| = \frac{2\delta M}{I_\parallel \gamma \sqrt{(\omega_0^2 - \omega^2)^2 + 4\omega^2 k^2}}. \tag{1.20} \]

By employing the resonant enhancement, Einstein and de Haas inferred the gyromagnetic ratio \( \gamma \) from the observed maximal amplitude. Einstein’s and de Haas’ initially published \( g \)-factor was close to one – as expected by classical electrodynamics when the charge is carried by electrons (see section 1.2). In fact, as de Haas later admitted [9] they had taken two sets of measurements, one yielding a \( g \)-factor of 1.02 and another yielding 1.45. The latter was dismissed by the two investigators as being due to disturbances in the experimental setup and thus one of the first evidences of the anomalous \( g \)-factor of the electron spin went unnoticed.

An optical experiment that is similar in spirit to the Einstein-de Haas experiment was devised by Beth [10], which is shown in Fig. 1.2. A linearly polarized light beam is left circularly polarized by a \( \lambda/4 \)-plate, \textit{i.e.} a photon has angular momentum \(-h\) when entering the measurement apparatus. A suspended \( \lambda/2 \)-plate changes the the polarization from left- to right-circular polarized, \textit{i.e.} \(-2h\) angular momentum is transferred to the suspended \( \lambda/4 \)-plate and causes it to rotate (due to conservation of total angular momentum). The light beam is sent through another \( \lambda/4 \) and reflected back, so that another \(-2h\) angular momentum is transferred to the suspended \( \lambda/2 \)-plate. This experiment is in the same spirit as the
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Figure 1.3: Barnett explained magnetization by rotation with the following classical analogy: One may consider the magnetic moment $\vec{\mu}$ as the wheel of a gyroscope oriented in some direction $A$. If this gyroscopic wheel is spun around an axis $C$, the wheel will align itself more with the axis of impressed rotation $C$. Restoring torques in the rotating frame of reference may be modelled by springs ($S$). This picture was taken from [13].

Einstein-de Haas experiment in that it proves that quantum mechanical angular momentum can be converted to mechanical angular momentum.

1.2.2 The Barnett Effect

First attempts to observe magnetization induced by mechanical rotation of the body – the Barnett effect – were made by Barnett in 1909 [11]. However, it took another six years before quantitative results on this issue were obtained [6] – almost simultaneously with Einstein’s and de Haas’ work on rotation induced by magnetization.

In order to explain the Barnett effect, we need to distinguish two frames of reference: the laboratory frame of reference fixed in space and a body frame of reference, which are linked by a rotation matrix $R$ such that

$$\vec{a}_{\text{body}} = R \vec{a}_{\text{lab}}.$$  

(1.21)

In addition, the time-derivatives in laboratory and body frame of reference are linked by the Euler equations [12], i.e.

$$\dot{\vec{a}}_{\text{lab}} = R^{-1} \left[ \dot{\vec{a}}_{\text{body}} + \vec{\Omega}_{\text{body}} \times \vec{a}_{\text{body}} \right],$$  

(1.22)

where $\vec{\omega}_{\text{body}}$ denotes the rotation axis.

We now assume that the magnetic moment $\vec{\mu}$ is rotated around the $z_{\text{lab}}$ axis with a fixed frequency $\Omega$. Barnett [6, 13] made the following classical analogy (see
Fig. 1.3). We can model the magnetic moment $\vec{\mu}$ as the wheel of a gyroscope, whose rotation axis we assume to be the $\vec{z}_{\text{body}}$ axis. In the rotating frame, the angular momentum $\vec{L}_{\text{body}}$ obeys

$$\dot{\vec{L}}_{\text{body}} = \vec{L}_{\text{body}} \times \vec{\omega}_{\text{body}} + \vec{T}_{\text{body}}, \quad (1.23)$$

where $\vec{T}_{\text{body}}$ denotes a restoring torque. If it were not for this restoring torque, a gyroscopic wheel on which an external rotation frequency $\Omega$ around an axis $\vec{z}_{\text{lab}}$ is impressed should align itself with the impressed axis of rotation. In a steady state, \textit{i.e.} when $\dot{\vec{L}}_{\text{body}} = 0$ we have

$$0 = \vec{\mu}_{\text{body}} \times \left( \frac{\vec{\omega}_{\text{body}}}{\gamma} \right) + \vec{T}_{\text{body}}, \quad (1.24)$$

where $\gamma \vec{L}_{\text{body}} = \vec{\mu}_{\text{body}}$. The first term in Eq. (1.24) can be interpreted as the torque of a “Barnett gauge field”

$$\vec{B}_{\text{body}} = \frac{\vec{\omega}_{\text{body}}}{\gamma} \quad (1.25)$$

on the magnetic moment $\vec{\mu}_{\text{body}}$. The magnetic moment aligns itself more parallel to the axis of rotation if $\gamma > 0$ and more antiparallel to it if $\gamma < 0$.

Experimentally, Barnett verified in 1915 [6] for rotating ferromagnets, which were rotated with frequencies of up to $\nu = \omega/(2\pi) = 50$ Hz, that the magnetic flux density is proportional to the frequency of rotation as stated by (1.25). The proportionality is

$$\frac{h}{g \mu_B} = \frac{3.1 \cdot 10^{-11}}{2\pi} \text{ Ts}. \quad (1.26)$$

So even for the maximum frequencies achieved in Barnett’s experiment, the magnetic flux density through the rotating ferromagnet was orders of magnitudes lower than the magnetic field of the earth, which is of the order of 50 $\mu$T.

### 1.3 Effective Magnetic Field

The first law of thermodynamics demands that for any reversible change of a closed system

$$dU + dE_{\text{pot}} = \delta W + \delta Q, \quad (1.26)$$

where $dU$ refers to the variation of internal energy $U$, $dE_{\text{pot}}$ is the change in the potential energy, $\delta W$ is the work performed and $\delta Q$ is the heat absorbed by the system. The second law of thermodynamics states that

$$dS \geq \frac{\delta Q}{T}, \quad (1.27)$$
where $dS$ is the change of entropy and the equal sign holds true for reversible processes.

Let $dV$ be a small volume of magnetic material with magnetization density $\vec{M}$. Furthermore, let us define $\vec{A} = \vec{M}dV$ so that $\vec{A}$ is the magnetic moment contained in $dV$. In an external magnetic field $\vec{H}_{\text{ext}}$ one finds

$$dE_{\text{pot}} = \vec{A} \cdot d\vec{H}_{\text{ext}} + \vec{H}_{\text{ext}} \cdot d\vec{A}$$

(1.28)

and the work performed on the system when the magnetization is changed by $d\vec{A}$ is given by

$$\delta W = \vec{H}_{\text{ext}} \cdot d\vec{A}.$$  

(1.29)

For systems where the temperature $T$ is constant rather than the entropy $S$, one can introduce appropriate thermodynamic potentials such as the Helmholtz free energy $F(\vec{H}_{\text{ext}}, T) = U - TS$ or the Gibbs free energy $G(\vec{M}, T) = F + \vec{M} \cdot \vec{H}_{\text{ext}}$. One finds with the first and second law of thermodynamics

$$dF \leq -\vec{A} \cdot d\vec{H}_{\text{ext}} - SdT,$$

(1.30)

where the equal sign holds for reversible processes. At constant external magnetic field and temperature $dF \leq 0$, which means that if constraints are removed the Helmholtz free energy will decrease to a minimum. In the following let us consider the different terms contributing to the Helmholtz free energy functional.

One of the basic properties of ferromagnets is the presence of uniformly magnetized domains due to the presence of an exchange interaction that penalizes deformations in the magnetization. In the isotropic case, the contribution to the free energy caused by exchange interaction must consist of an even power series of the gradients of the magnetization components [14], i.e.

$$F_{\text{exchange}} = \int_{\Omega} dV A \left[ (\nabla m_x)^2 + (\nabla m_y)^2 + (\nabla m_z)^2 \right],$$

(1.31)

where $A$ denotes the exchange constant. A first microscopic derivation of this energy was provided by Heisenberg [15], who considered localized spins on a lattice.

The coercivity of ferromagnets can be expressed in terms of easy directions (or planes) that minimize the free energy due to an effective crystal magnetic field. For a uniaxial anisotropy, the contribution to the free energy to lowest order in $\Theta$, where $\Theta$ is the angle between the magnetization and the anisotropy axis, reads [16]

$$F_{\text{an}} = \int_{\Omega} dV K_1 \sin^2 \Theta.$$  

(1.32)

For $K_1 > 0$, the anisotropy axis is an easy axis, whereas for $K_1 < 0$ it is a hard axis, i.e. the magnetization in equilibrium is perpendicular to it.
The contribution to the free energy by magnetic dipolar interactions is given by
\[ F_m = -\frac{1}{2} \int_{\Omega} dV \vec{M} \vec{H}_m, \] (1.33)
where \( \vec{H}_m \) denotes the magnetostatic field. According to Maxwell’s equations in magnetized media [3]
\[ \nabla \cdot \vec{H}_m = -4\pi \nabla \cdot \vec{M} \] (1.34)
in the volume \( \Omega \) with constant magnetization density and \( \nabla \cdot \vec{H}_m = 0 \) outside of \( \Omega \) and
\[ \nabla \times \vec{H}_m = 0 \] (1.35)
everywhere. At the surface \( \partial \Omega \) of \( \Omega \), the conditions
\[ \vec{n} \cdot [\vec{H}_m]_{\partial \Omega} = \vec{n} \cdot \vec{M} \quad \text{and} \quad \nabla \times [\vec{H}_m]_{\partial \Omega} = 0 \] (1.36)
must be fulfilled. In the last equation, \( \vec{n} \) denotes an outward pointing unit vector that is perpendicular to the surface of \( \Omega \). In a uniformly magnetized ellipsoid, the field inside the ellipsoid can be written as [14]
\[ \vec{H}_m = -D \vec{M}, \] (1.37)
where \( D \) is the demagnetization tensor with trace \( 4\pi \).

The external field \( \vec{H}_{\text{ext}} \) contributes to the Helmholtz free energy as
\[ F_{\text{ext}} = -\int_{\Omega} dV \vec{M} \cdot \vec{H}_{\text{ext}}. \] (1.38)

The free energy is now given by \( F = F_{\text{exchange}} + F_{\text{an}} + F_m + F_{\text{ext}} \). In the following we write \( \vec{M} = M_s \vec{m} \), i.e. \( \vec{m} \) is the unit vector of magnetization direction. At equilibrium with constant external field \( \vec{H}_{\text{ext}} \) and temperature, the free energy is minimal according to Eq. (1.30). The ground state configuration can be found by imposing the constraint that the variation of the free energy vanishes for variations \( \delta \vec{m} \) of the unit-magnetization vector \( \vec{m} \), i.e. \( |\vec{m} + \delta \vec{m}| = 1 \). Denoting the volume density of the Helmholtz free energy \( F \) with \( f \), one finds
\[ \delta F = \int_{\Omega} dV \frac{\partial f}{\partial \vec{m}} \delta \vec{m}. \] (1.39)
The variation of the unit magnetization vector can be written as \( \delta \vec{m} = \vec{m} \times \delta \vec{\theta} \), where \( \delta \vec{\theta} \) represents an elementary rotation by the angle \( \delta \theta \). Then
\[ \delta F = \int_{\Omega} dV \delta \vec{\theta} \left[ \frac{\partial f}{\partial \vec{m}} \times \vec{m} \right] = \int_{\Omega} dV \delta \vec{\theta} \left[ \vec{m} \times \vec{H}_{\text{eff}} \right], \] (1.40)
implying that at equilibrium \( \vec{m} \times \vec{H}_{\text{eff}} = 0 \).
1.4 LANDAU-LIFSHITZ-GILBERT EQUATION

We now turn to discuss the undamped equations of motion of a quantum spin with operator $\hat{S}$ in a magnetic field $\vec{B}$. For a spin-1/2 particle $\vec{S} = \hbar \vec{\sigma}/2$, where $\vec{\sigma}$ is the vector of Pauli-matrices. Disregarding the orbital degrees of freedom, the Hamiltonian $\hat{H}$ is simply given by the dipolar interaction $\hat{H} = \mu_B \vec{\sigma} \cdot \vec{B}$. The Heisenberg equation of motion for the spin-1/2 particle then reads \[ i\hbar \frac{d\hat{S}}{dt} = 2i \mu_B \vec{B} \times \hat{S}. \] (1.41)

The change of angular momentum per unit-time on the right hand side is the torque exerted on the particle spin. As it was experimentally established by Barnett resp. Einstein and de Haas, the magnetic moment $\vec{\mu}$ of an electron is related to its angular momentum by

\[ \vec{\mu} = \gamma \vec{L}, \] (1.42)

where $\gamma = g \mu_B / \hbar < 0$ is the gyromagnetic ratio and $g \approx 2$. Thus, Eq. (1.41) is the equation of motion of a magnetic moment. By replacing the the operators in Eq. (1.41) by expectation values, we obtain an equation of motion of for the classical magnetization [18].

As shown in the previous section, the interactions of the magnetization with the environment give rise to an effective magnetic field, which leads to the Landau-Lifshitz (LL) equation of motion for the magnetization:

\[ \frac{d\vec{M}}{dt} = \gamma \vec{M} \times \vec{H}_{\text{eff}}. \] (1.43)

Various microscopic processes govern the interaction of the individual magnetic moments with the environment, which lead to dissipation or energy transfer from the magnetic system to the environment. This transfer can be incorporated into the equation by means of an additional damping term, leading to the well-known phenomenological Landau-Lifshitz-Gilbert equation [18, 19]

\[ \frac{\partial \vec{M}}{\partial t} = \gamma \vec{M} \times \vec{H}_{\text{eff}} - \alpha \hat{\gamma} \frac{M_s}{\hat{\vec{M}}} \frac{\partial \vec{M}}{\partial t}, \] (1.44)

where the damping parameter $\alpha > 0$ and $\hat{\gamma} = \gamma / |\gamma|$ denotes the sign of the gyromagnetic constant. A closely related equation was proposed by Landau and Lifshitz beforehand [20]. In order to arrive at a correct description of the dynamics with large damping, Gilbert derived the damping torque using a Lagrangian description augmented by a Rayleigh dissipation functional [18]. For small damping parameters
\[ \vec{T}_{\text{field}} = -\gamma \vec{m} \times \vec{H}_{\text{eff}} \]

\[ \vec{T}_d = \alpha \vec{m} \times \dot{\vec{m}} \]

\[ \gamma \vec{H}_{\text{eff}} - \text{sig}(\gamma) \frac{\alpha}{M_s} \vec{M} \]

**Figure 1.4:** The effective magnetic field \( \vec{H}_{\text{eff}} \) exerts a torque \( \vec{T}_{\text{field}} \) on the magnetic moment (shown in blue), whereas the Gilbert damping term exerts a torque \( \vec{T}_d = \alpha \vec{m} \times \dot{\vec{m}} \) (shown in red) that tends to align the magnetic moment with the direction of \( \vec{H}_{\text{eff}} \).

\( \alpha \), the two forms of damping torque, *i.e.* the Gilbert and Landau-Lifshitz forms, are equivalent.

It is easy to see by multiplying Eq. (1.44) by \( \vec{M} \), that

\[ \frac{d}{dt} |\vec{M}|^2 = 0 \]  

(1.45)

and thus for all \( t \) the LLG equation conserves the modulus of the magnetization,

\[ |\vec{M}(\vec{r}, t)| = |\vec{M}(\vec{r}, t_0)| = M_s. \]  

(1.46)

A consequence is, that all magnetization dynamics described by the Landau-Lifshitz-Gilbert equation at position \( \vec{r} \) takes place on a sphere with radius \( |\vec{M}| = M_s \).

By scalar multiplication of the Landau-Lifshitz-Gilbert equation, Eq. (1.44), with \( \gamma \vec{H}_{\text{eff}} - \text{sig}(\gamma) \alpha / M_s \partial \vec{M} / \partial t \), one finds

\[ \frac{\partial \vec{M}}{\partial t} \cdot \left( \gamma \vec{H}_{\text{eff}} - \frac{\alpha}{M_s} \text{sig}(\gamma) \frac{\partial \vec{M}}{\partial t} \right) = 0. \]  

(1.47)
With this we find for the time-derivative of the free energy $F$

$$
\frac{d}{dt} F = \int_{\Omega} dV \left[ \frac{\delta f}{\delta M} \frac{\partial \tilde{M}}{\partial t} + \frac{\delta f}{\delta \tilde{H}_a} \frac{\partial \tilde{H}_\text{ext}}{\partial t} \right] = \int_{\Omega} dV \left[ -\tilde{H}_\text{eff} \frac{\partial \tilde{M}}{\partial t} - \tilde{M} \cdot \frac{\partial \tilde{H}_a}{\partial t} \right]
$$

$$
= -\int_{\Omega} dV \left[ \alpha \frac{M_s}{|\gamma|} \left( \frac{\partial \tilde{M}}{\partial t} \right)^2 + \tilde{M} \cdot \frac{\partial \tilde{H}_\text{ext}}{\partial t} \right]
$$

(1.48)

where $f$ denotes the energy density. Since $\alpha > 0$, this implies that the free energy is a monotonously decreasing function in time if the external field $\tilde{H}_\text{ext}$ is constant in time.

## 1.5 Nanomechanical Systems

Refining fabrication processes and increased understanding of the involved materials has enabled the microelectronics industry to continuously shrink the size of the electronic elements used on computer chips. By employing the same techniques, researchers managed to produce mechanical elements – beams, cantilevers and membranes – with ever smaller size, giving rise to the field of micro-electromechanical-systems (MEMS) and with further miniaturization to nano-electromechanical-systems (NEMS). NEMS can have high resonance frequencies $\omega_0$ beyond 1 GHz and quality factors $Q \sim 10^3 – 10^5$ [21].

The coupled magnetovibrational dynamics of a cantilever with a ferromagnetic single-domain tip has been studied by Kovalev et al. [22–24] (see Fig. 1.5). Here, a constant magnetic field $\tilde{H}_c$ is oriented along the $y$-axis of the cantilever. In addition, an oscillating field $\tilde{H}_\text{osc}$ along the $x$-axis as well as the crystal anisotropy and demagnetization fields contribute to the effective magnetic field $\tilde{H}_\text{eff}$. When the ferromagnetic tip is of length $\Delta L \ll L$, where $L$ denotes the length of the cantilever, the magnetovibrational coupling may be treated as a boundary condition to the mechanical equation of motion [22]. The magnetic susceptibility $\chi_\omega = (m_x / H_{\text{osc}})\omega$, which is the linear response of the magnetization in $x$-direction to an oscillating field $H_{\text{osc}}$ in the same direction, reads

$$
\chi_\omega = \left[ \frac{\omega^2 - \omega_m^2}{H_A + H_0 + \nu M_s} + \frac{\omega^2 G L \tan(kL)}{2kc^2(H_A + \nu M_s + H_0(1 - GL\tan(kL)/2kc^2))} \right]^{-1},
$$

(1.49)

where $H_A$ is the crystalline anisotropy, $c$ the transverse velocity of sound, $V$ the volume of the cantilever and $k = \omega / c$ the wave number. $\nu$ describes the demagnetizing dipolar field and $\omega_m = \gamma(H_A + \nu M_s)\gamma H_A$ is the unperturbed magnetic resonance frequency.
The Einstein-de Haas effect in a NiFe film, which was deposited on a sillicon microcantilever of 200µm × 20µm × 600nm size was observed by Wallis et al. [25], yielding a magnetomechanical \(g\)-factor of 1.82.

An electrical equivalent of Beth’s experiment [10] has been performed by Zolfagharhaki et al. [26]: They observed the spin-flip torque by nanomechanical means. To this end, they fabricated a nanomechanical device consisting of a suspended nanowire, which contained a ferromagnetic/normal metal in its middle. If a current is driven through the wire, a non-equilibrium spin accumulation \( \delta m = \mu_B \Delta N \), where \( \mu_B \) is the Bohr magneton and \( \Delta N \) the number of non-equilibrium spins, is created at the interface of normal-metal to ferromagnet. \( \Delta N \) is given by

\[
\Delta N = \frac{I_s}{e} \tau_{sf} ,
\]

where \( \tau_{sf} \) denotes the spin relaxation time and \( I_s = I_\uparrow - I_\downarrow = P(I_\uparrow + I_\downarrow) \), with \( P = (I_\uparrow - I_\downarrow)/(I_\uparrow + I_\downarrow) \), denotes the spin-polarized current. The decaying spin current exerts a torque on the lattice amounting to

\[
T = \frac{h}{2e} \frac{I_s}{e} ,
\]

which was shown to be mechanically detectable in a suspended structure.
1.6 This Thesis

In Chapter 2, we carry out a theoretical feasibility study concerning the observability of the Barnett effect in magnetic nanostructures and thin films. To this end, we modify the Landau-Lifshitz-Gilbert equation in order to take into account that magnetization is damped only when moving in a frame of reference that co-rotates with the lattice. We find, that in order to observe the Barnett effect in thin films of permalloy or GaMnAs with the magneto-optical Kerr effect, rotation frequencies that are on the brink or beyond the experimentally feasible ones are required since a relatively strong shape anisotropy field has to be overcome. We also assess the observability of the Barnett effect in a magnetic wire containing a domain wall.

In Chapter 3, we present the linear response matrix for a sliding domain wall in a rotatable magnetic nanowire, which is driven out of equilibrium by mechanical torque and/or applied magnetic field. Applying Onsager's reciprocity relation, we find a unified description of the Barnett effect – magnetization by rotation – and Einstein-de Haas effect – mechanical rotation induced by magnetization.

In Chapter 4 we study the alignment of rapidly rotating cosmic dust grains with respect to a magnetic field. This system is an example of the interplay between the two gyromagnetic effects – the Barnett and Einstein-de Haas effect. In addition, the alignment of cosmic dust grains is an important issue in astronomy, as aligned dust grains cause a polarization of starlight which paves the way to starlight polarimetry. The latter allows for the mapping of cosmic magnetic fields, which play an important role in the evolution of our universe. In particular, we discuss the alignment of a single dust grain by setting up the coupled magneto-mechanical equations of motion taking the conservation of the total angular momentum into account.

In Chapter 5 we discuss the magnetization of a free electron gas by rotation. We find that the eigenstates of the rotating electron gas resembles the Landau levels one finds for a free electron gas subjected to a magnetic field. However, in the case of a rotating electron gas, the radial motion of the electron is not quantized as in the case of an applied external magnetic field.
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The Barnett effect refers to the magnetization induced by rotation of a demagnetized ferromagnet. We describe the location and stability of stationary states in rotating nanostructures using the Landau-Lifshitz-Gilbert equation. The conditions for an experimental observation of the Barnett effect in different materials and sample geometries are discussed.
At the dawn of quantum mechanics, the Barnett [2, 3] effect (magnetization induced by rotation) confirmed that magnetization is associated with angular momentum. Furthermore, Barnett measured the gyromagnetic ratio of electrons in ferromagnets and the anomalous $g$-factor of the electron for the first time. The Barnett effect can be understood in terms of a rotating gyroscopic wheel, that aligns itself with the axis of rotation until a stationary state in the rotating frame of reference is achieved. Since angular momentum $\vec{L}$ is associated with magnetization $\vec{M} = -\gamma \vec{L}$, with $\gamma = g \mu_B / h = g |e| / 2m$ being the gyromagnetic ratio, mechanical rotation induces a net magnetization antiparallel to the axis of rotation. The torque acting on the magnetization in the rotating frame of reference is equivalent to a torque due to the presence of a gauge magnetic field

$$\vec{H}_\text{rot} = -\gamma^{-1} \vec{\omega}. \quad (2.1)$$

There has recently been a renewed interest in the coupling of magnetization with mechanical motion, for example in mechanically detected ferromagnetic resonance spectroscopy measurements [4]. A nano-magnetomechanical system consisting of a cantilever and a thin magnetic film shows coupled magnetovibrational modes [5, 6]. Furthermore, the nanomechanical current-driven spin-flip torque at the normal-metal/ferromagnet interface of a suspended nanowire has been detected [7].

In Barnett’s original experiments, rotation frequencies of $\omega \lesssim 500$ Hz generated a change of the magnetic field of the order of $10^{-4}$ Gauss in macroscopic samples. Although in nanostructures detecting such small fields may become more challenging, a range of powerful techniques have recently been developed, which could be utilized for the purpose. To date, very small changes in the magnetization can be measured using the magneto-optical Kerr effect, Faraday spectroscopy, superconducting quantum interference devices (SQUID’s) or Hall micromagnetometry [8]. Therefore, we present here a theoretical feasibility study of the Barnett effect in magnetic thin films and nanostructures. Our focus is the dynamics in magnetic thin films and nanoclusters, which we study by means of the Landau-Lifshitz-Gilbert (LLG) equation for the magnetization vector $\vec{m}$:

$$\dot{\vec{m}} = -\gamma \vec{m} \times \vec{H}_\text{eff} + \alpha \vec{m} \times \vec{H}_\text{eff} \big|_{\text{Lat}}, \quad (2.2)$$

where $\vec{H}_\text{eff}$ is the effective magnetic field, $\vec{m}$ is the unit vector of magnetization and $\alpha$ the dimensionless damping constant. We can separate the dynamics caused by the rotation of the system as a whole from the dynamics in the rotating frame of reference by the transformation $\vec{m} = R(\phi) \vec{m}_R$ and $\vec{H}_\text{eff} = R(\phi) \vec{H}_\text{eff}^R$, where $R(\phi)$ is a unitary matrix describing the rotation by a time-dependent angle $\phi(t)$ around the axis of rotation and $\vec{m}_R \ (\vec{H}_\text{eff}^R)$ denote the magnetization (effective magnetic field)
in the rotating frame of reference. The damping is caused by the magnetization motion relative to the lattice:

\[ \vec{m} \times \dot{\vec{m}} \big|_{\text{Lat}} = R(\phi(t)) \left( \vec{m}_R \times \dot{\vec{m}}_R \right). \]  

(2.3)

In the rotating frame of reference Eq. (2.2) becomes

\[ \dot{\vec{m}}_R = \vec{m}_R \times \left( -\gamma \vec{H}_{\text{eff}}^R + \dot{\phi}(t) \vec{e}_z + \alpha \vec{m}_R \right). \]  

(2.4)

In this derivation, we have tacitly assumed that the Hamiltonian transforms trivially under rotation, i.e. rotation only generates the gauge Zeeman field Eq. (2.1) in the rotating frame of reference. [Note that if rotation stems from a rotating field [9–11] rather than the lattice, we would have to use a different form of damping, viz. \( \vec{m} = R(\phi) \vec{m}_R \) in \( \vec{m} \times \dot{\vec{m}} \). Then the right hand side of Eq. (2.4) contains an additional term \( \alpha \omega \vec{m}_R \times \vec{e}_z \) and the stationary states of Eq. (2.4) depend on the damping constant \( \alpha \).]

Following Barnett [2], we are looking for stationary state solutions in the rotating frame of reference, i.e., solutions \( \vec{m}_R \) for which \( \dot{\vec{m}}_R = 0 \), at constant angular velocity \( \dot{\phi}(t) = \omega = \text{const.} \). From Eq. (2.4) it follows that the stationary states obey:

\[ 0 = \vec{m}_R \times \left( -\gamma \vec{H}_{\text{eff}}^R + \omega \vec{e}_z \right). \]  

(2.5)

Here the magnetization in the lab frame of reference precesses around the axis of rotation (z-axis) at a fixed angle. We analyze the stability of the stationary states in spherical coordinates, i.e.,

\[ \vec{m}_R = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \]  

(2.6)

by linearizing the set of equations resulting from Eq. (2.4) for small deviations \( (\delta \theta, \delta \phi) \) from the equilibrium (rotating-frame) positions \( (\theta_n, \phi_n) \). When \( \vec{H}_{\text{eff}} = 0 \), e.g., in a spherical particle without crystal anisotropy, the stationary states are given by \( \pm \vec{e}_z \). Clearly the stationary state at \( \vec{e}_z \) is unstable and \( -\vec{e}_z \) is stable.

For a film with free energy \( F = D M_s^2 \gamma^2 / 2 \), i.e., \( D > 0 \) refers to a easy-plane magnetization and \( D < 0 \) to an easy-axis magnetization parallel to the axis of rotation, \( \vec{H}_{\text{eff}} \) is given by \( \vec{H}_{\text{eff}} = -M_s \text{diag}(0,0,D) \vec{m} \), where \( \text{diag}[\ldots] \) refers to a diagonal matrix with entries 0 and \( D \) and \( M_s \) refers to the saturation magnetization. Without limiting generality, we consider the case that \( \omega > 0 \). By using Eq. (2.6) in Eq. (2.4):

\[ \dot{\theta} = -\alpha \phi \sin \theta = \frac{\alpha}{1 + \alpha^2 \gamma^2} \left( \omega + \gamma M_s D \cos \theta \right) \sin \theta. \]  

(2.7)

Thus, the stationary states are given by \( \sin \theta_1 = 0 \) and, if \( \omega \leq \gamma M_s |D| \), by

\[ \cos \theta_2 = -\frac{\omega}{\gamma M_s D}. \]  

(2.8)
These fixed points do not depend on the coordinate $\phi$ due to the axial symmetry. For small deviations $\delta \theta$ from $\theta = 0, \pi$, the linearized Eq. (2.7) yields

$$\delta \dot{\theta} = \frac{\alpha}{1 + \alpha^2} (\gamma M_s D \pm \omega) \delta \theta,$$

(2.9)

where the $+$ ($-$) sign refers to the steady state at $\theta = 0$ ($\theta = \pi$). For $\omega < \gamma M_s|D|$ there are additional stationary states $\cos \theta = -\omega/\gamma M_s D$. For small deviations $\delta \theta$ from $\arccos(-\omega/\gamma M_s D)$ the linearized Eq. (2.7) reads

$$\delta \dot{\theta} = \frac{\alpha}{1 + \alpha^2} \frac{\omega^2 - \gamma^2 M_s^2 D^2}{\gamma M_s D} \delta \theta.$$  

(2.10)

We can now identify three different regimes: $\omega > \gamma M_s|D|$, $\omega < \gamma M_s|D|$ and $D < 0$ or $D > 0$ (regions I, II and III in Fig. 2.1a). If $\omega > \gamma M_s|D|$, i.e., region I in Fig. 2.1a, one sees from Eq. (2.9) that the stationary state $\theta = 0$ ($\theta = \pi$) is unstable (stable). See cartoon I in Fig. 2.1b. When $\omega < \gamma M_s|D|$, additional steady states given by Eq. (2.8) exist. If also $D < 0$ (region II in Fig. 2.1a), i.e., easy axis anisotropy, it follows from Eq. (2.9) that $\theta = 0, \pi$ are stable and from Eq. (2.10) that $\cos \theta_2 = -\omega/\gamma M_s D$ are unstable stationary states (see cartoon II in Fig. 2.1b). However, if $D > 0$ (region III in Fig. 2.1a), i.e., easy plane anisotropy, according to Eqs. (2.9) resp. (2.10) $\theta = 0, \pi$ are unstable and $\cos \theta_2 = -\omega/\gamma M_s D$ are stable stationary states (see cartoon III in Fig. 2.1b).

To summarize, in a system with in plane magnetization, i.e., $D > 0$, the stable stationary states acquire a $z$ component by rotation. The rotation acts like a magnetic field along the magnetic hard axis. Fig. 2.2 shows the $z$-component (component along the axis of rotation) of the magnetization in the stationary state in the $\omega$ vs. $\gamma M_s D$ plane. In this regime the magnetization displays a hysteresis loop when $\omega$ is cycled. The larger $\gamma M_s D$, the slower the transients become.

Limit cycles do not exist, since when $\omega$ is constant, we find for the time-derivative of the free energy $\dot{F} / M_s = -\alpha (\dot{\mathbf{m}}_R)^2$. In other words, the magnetization approaches its stationary state.

When the axis of rotation no longer coincides with the anisotropy axis of the crystal, the rotational symmetry around the axis of rotation is broken. As a consequence, only a finite number of fixed points exists. For an autonomous system on the unit sphere such as the LLG equation with time-independent effective field, it follows from the Poincare index theorem [12, 13] that the number of (un)stable fixed points minus the number of saddles must be equal to two. A magnetic needle along the $y$-axis, i.e., $\mathbf{H}_{\text{eff}} = M_s \text{diag}(0, D, 0) \mathbf{m}$ spun around the $z$ axis exhibits four stationary states when $\omega < \gamma M_s|D|$: $\theta_{1,2} = 0, \pi$ and $\cos \theta_{3,4} = -\omega/\gamma M_s D$, $\cos \phi_{3,4} = 0$. If $D > 0$, then $\theta_1 = 0$ is an unstable and $(\theta_{3,4}, \phi_{3,4})$ stable stationary states whereas
Figure 2.1: I, II and III indicate regions in the \((\omega, \gamma M_s D)\) plane with stable and unstable stationary states located at \(\mp \hat{e}_z\), respectively, (region I), stable stationary states at \(\pm \hat{e}_z\) and unstable stationary states located at a fixed angle \(\theta = \arccos(-\omega/\gamma M_s D)\) in the upper half plane (region II) and stable stationary states located in the lower half plane and unstable stationary states at \(\pm \hat{e}_z\) (region III).

Figure 2.2: The z component of the magnetization for the easy-plane configuration, i.e., \(D > 0\), in the rotation frequency \(\omega\) vs. anisotropy field \(\gamma M_s D\) plane. Both \(x\) and \(y\) axes are scaled by the same frequency unit.
$\theta_2 = \pi$ is a saddle point. In the opposite case, i.e., $D < 0$, $(\theta_3, \phi_3)$ are unstable and $\theta_2 = \pi$ is stable, whereas $\theta_1 = 0$ is a saddle point.

For typical magnetic materials, the critical frequencies to fully rotate the magnetization from in-plane to perpendicular-to-plane orientation are inaccessibly high: $\omega \sim 200$ GHz for permalloy with $M_s \sim 1000$ emu/cm$^3$ and $D \sim 4\pi$, and $\omega \sim 4$ GHz for a GaMnAs film [14] with $M_s \sim 15$ emu/cm$^3$ and $D \sim 4\pi$. However, to identify the Barnett effect, it is sufficient to observe small changes in the $z$ component of the magnetization: $M_z = -\omega / \gamma D$. For example, in metals polar magneto-optic Kerr spectroscopy is reported to be sensitive to magnetic moment changes down to $\sim 10^{-15}$ emu at a spot diameter of 0.5 µm [15]. For a 10 nm thick permalloy film ($D \sim 4\pi$) this corresponds to a change in the magnetization of $M_z \sim 1$ emu/cm$^3$ which is achieved by a rotation frequency of $\omega \gtrsim 200$ MHz. A Kerr angle of 0.3 deg has been measured when the magnetization of GaMnAs is fully aligned perpendicular to the axis of rotation by an external magnetic field [14]. Together with a reported angular resolution in polar Kerr measurements [16] of $\sim 10^{-4}$ deg this yields a required rotation frequency of a few MHz. However, since the cubic anisotropy is important in GaMnAs [14], the above number serves as a lower bound for the frequency estimate. The Barnett effect can be observed at lower spinning rates by choosing a material with small anisotropies. The perpendicular anisotropy in thin magnetic films can be tuned by the layer thickness to cancel the shape anisotropy [17–20].

The Barnett effect can be also used to move domain walls. Consider a wire along the $y$ axis, which contains a transverse Bloch wall in the $xz$ plane. When the wire is rotated around the $z$ axis, the Bloch domain wall moves with a velocity [21] $v = \lambda_w \omega / \alpha$, where $\lambda_w$ is the width of the transverse Bloch domain wall. For $\lambda_w \sim 100$ nm and $\alpha \sim 10^{-2}$ this yields $v \sim (10 \text{ m/s}) \cdot (\omega / \text{MHz})$.

It might be easier to observe the Barnett effect by vibration rather than rotation, but the mechanical vibration amplitude $\delta \phi$ then becomes an additional control parameter. The magnetization response is enhanced when the harmonic vibration and FMR frequencies coincide. At this magnetopolariton mode [5], a $z$ component of the magnetization is excited in a needle in the $xy$ plane that oscillates around the $z$ axis. Assuming a vibration amplitude $\delta \phi$ (rad), $M_z$ oscillates with an amplitude $M_s \delta \phi / 2\alpha$.

In the ideal case of zero anisotropy only the temperature-induced thermal activation of the magnetization has to be overcome in order to observe a Barnett effect, which sets the lower bound on frequency according to $VM_s \omega \gtrsim \gamma k_B T$. For a spherical particle with diameter $d$ and saturation magnetization $M_s$ this yields a minimum frequency of about 500 MHz at $T = 1$ K, $M_s = 10$ emu/cm$^3$ and $d = 10$ nm. For a 10 nm thick film with $M_s = 10$ emu/cm$^3$ and area $A = 1$ µm$^2$ with compensating form and crystal anisotropies, the required rotation frequency is about 25 kHz.
In conclusion, we discussed the Barnett effect in magnetic nanostructures, which gives a handle to manipulate magnetization by mechanical means. We find that the rotation frequencies necessary to fully switch magnetizations in conventional materials are very high and beyond present experimental possibilities. However, the Barnett effect can be observed via partial magnetization of very soft materials, rotation-induced domain-wall motion, and vibrations close to magnetic resonance frequencies.

REFERENCES


We present the linear response matrix for a sliding domain wall in a rotatable magnetic nanowire, which is driven out of equilibrium by mechanical torque and applied magnetic field. Applying Onsager’s reciprocity relation, we find a unified description of the Barnett effect – magnetization by rotation – and Einstein-de Haas effect – mechanical rotation induced by magnetization.

This chapter is an abridged version of an article published in Physical Review B 81, 0244427 (2010) [1].
3.1 Introduction

In 1915, two experimental works on gyromagnetic effects were published: While Einstein and de Haas [2] demonstrated that reversing the magnetic moment of a ferromagnetic cylinder leads to mechanical rotation, Barnett [3] demonstrated that mechanical rotation of a demagnetized ferromagnet creates a net magnetization along the rotation axis. The latter work provided first evidence of the anomalous g-factor of the electron and therefore of the electron spin. Both effects are governed by the same gyromagnetic tensor [4]. Interest in the coupling of magnetic and mechanical degrees of freedom has recently been revived in the field of micro-electro-mechanical systems (MEMS) and nano-electro-mechanical systems (NEMS). Kovalev et al. [5–7] studied theoretically the coupled magneto-mechanical dynamics of a cantilever with a ferromagnetic tip while Ketteman et al. [8] provided a theoretical study of the torque exerted by a decaying spin-current on a mounted wire. Experimentally, the Einstein-de Haas effect in a magnetic cantilever was studied by Wallis et al. [9] while Zolfagharkani et al. [10] reported the first detection of the mechanical torque induced by the decay of a spin-current. This latter experiment can be interpreted as a variation of the experiment performed by Beth [11], where the mechanical torque induced by circularly polarized light on a suspended λ/2-plate was measured. In the previous chapter, Chapter 2, we presented a theoretical feasibility study on the Barnett effect in magnetic nanostructures. In particular, we estimated the domain-wall velocity in a rotating one-dimensional magnetic nanowire.

In this chapter, we investigate in linear response the dynamics of magneto-mechanical system consisting of a rotatable magnetic nanowire containing a sliding domain wall. To this end, we first review nonequilibrium thermodynamics in the next section before discussing our magneto-mechanical element.

3.2 Nonequilibrium Thermodynamics

In this section, we review nonequilibrium thermodynamics following [12]. The second law of thermodynamics dictates that the entropy $S$ is maximal in equilibrium. When considering small deviations of the $n$ state variables $a_i = A_i - \bar{A}_i$ from their equilibrium values $\bar{A}_i$, we can thus write the fluctuations of the entropy $\Delta S$ from their equilibrium value as

$$\Delta S = -\frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{n} \hat{g}_{ik} a_i a_k \leq 0,$$

(3.1)

where the matrix of coefficients $\hat{g}$ is positive definite and symmetric. The conjugate variable or force associated with the fluctuating state variable $a_i$ can be de-
3.3 Magnetomechanical Element

The standard model system for studying domain wall motion is a quasi-one-dimensional magnetic nanowire with easy-axis anisotropy that contains a transverse domain wall. In the following, we study the coupled magneto-mechanical dynamics of such a wire when it is mounted in such way that it can rotate freely around its symmetry axis. Furthermore, we choose the tail-to-tail topology rather than the head-to-head topology. The system we are studying is depicted in Fig. 3.1.
The equation of motion of the magnetization in the lattice frame of reference $M_s \vec{m}(x, t)$, where $M_s$ is the constant saturation magnetization and $\vec{m}$ a unit vector, is governed by the Landau-Lifshitz-Gilbert equation appended by a Barnett gauge field term as we have discussed in Chapter 2:

$$\dot{\vec{m}} = -\gamma \vec{m} \times \vec{H}_{\text{eff}} + \alpha \vec{m} \times \dot{\vec{m}} + \vec{m} \times \vec{x} \dot{\phi},$$  

(3.8)

where $\gamma > 0$ is the modulus of the gyromagnetic ratio and $\dot{\phi}$ the angular velocity of the wire rotating around the $\vec{x}$-axis. The effective field $\vec{H}_{\text{eff}}$ is the functional derivative of the free energy $F$ with respect to the magnetization, which has contributions from the applied, anisotropy and exchange fields:

$$\vec{H}_{\text{eff}} = - \frac{\delta F[\vec{m}]}{M_s \delta \vec{m}(\vec{r})} = \vec{x} (H_{\text{ext}} + K m_x) - K_\perp m_z \vec{z} + A_{\text{ex}} \nabla^2 \vec{m},$$  

(3.9)

where the unit vector of magnetization $\vec{m} = (m_x, m_y, m_z)$ can be parametrized as $\vec{m} = (\cos \theta, \sin \theta \cos \psi, \sin \theta \sin \psi)$. $K > 0$ and $K_\perp > 0$ are the anisotropy constants and $A_{\text{ex}}$ is the exchange stiffness. In the absence of pinning the Walker ansatz [14],

$$\ln \tan \frac{\theta(x, t)}{2} = -\frac{x - r_w(t)}{\lambda_w} \quad \text{and} \quad \psi(x, t) = \psi(t),$$  

(3.10)

provides a solution for a domain wall with time-dependent position $r_w$ and squared width $\lambda_w^2 = A_{\text{ex}} / (K + K_\perp \sin^2 \psi)$. The angle $\psi$ describes the tilt of the magnetization with respect to the $x-z$-plane, which vanishes at equilibrium. In the case of sufficiently small, steady state driving forces the polar angle $\psi$ is constant. Consequently, it is not treated as a dynamical variable in what follows. Using the Walker ansatz, Eq. (3.10), in the Landau-Lifshitz-Gilbert equation, Eq. (3.8), one finds

$$\dot{r}_w = \frac{\lambda_w}{\alpha} (\dot{\phi} - \gamma H_{\text{ext}}), \quad K_\perp \sin 2\psi = -\frac{2(\dot{\phi} - \gamma H_{\text{ext}})}{\alpha \gamma}.$$  

(3.11)
3.3. MAGNETOMECHANICAL ELEMENT

The Walker ansatz yields solutions which are valid up to a critical threshold at which $|\sin 2\psi_w| = 1$. To linear order in the driving field, the domain-wall width $\lambda_w$ can be approximated by its equilibrium value $\lambda_w = \sqrt{A_{ex}/K}$.

Let us now focus on the mechanical degree of freedom of the wire, which is governed by the damped oscillator equation:

$$I\ddot{\phi} + \beta_{\text{mech}}\dot{\phi} = \tau_{\text{mech}},$$

where $I$ designates the moment of inertia of the wire, $\beta_{\text{mech}}$ the mechanical damping parameter and $\tau_{\text{mech}}$ the total mechanical torque acting on the $\vec{x}$-axis. The combined, i.e. mechanical and magnetic, angular momentum of a freely rotating wire with cross-section $A$ along its symmetry axis $\vec{x}$ is given by

$$L_x = -\frac{AM_s}{\gamma} (l - 2r_w) + I\dot{\phi},$$

which is dissipated to the environment at a rate $\dot{L}_x = -\beta_{\text{mech}}\dot{\phi}$. This leads us to a Einstein-de Haas torque, induced by the moving domain wall, of

$$\tau_{\text{mech}}^{\text{EdH}} = -\frac{2AM_s}{\gamma} \dot{r}_w.$$ (3.14)

In the following we limit our discussion to overdamped systems, i.e. we limit the discussions to frequencies smaller than $\beta_{\text{mech}}/I$. In this case the angular acceleration $\ddot{\phi}$ and the moment of inertia drop out of the problem. The rotation velocity $\dot{\phi}$ is then directly proportional to the total torque $\tau_{\text{mech}} = \tau_{\text{ext}} + \tau_{\text{mech}}^{\text{EdH}}$, i.e.

$$\beta_{\text{mech}}\dot{\phi} = \tau_{\text{ext}} + \frac{2AM_s}{\gamma} \dot{r}_w.$$ (3.15)

In the following, we will show that the above results are consistent with Onsager’s reciprocity principle and the second law of thermodynamics. Disregarding thermal effects, we may switch from the entropy $S$ to the free energy $F$:

$$F(r_w, \phi) = F_w + F_\phi = (2r_w - l) AM_s H_{\text{ext}} + E(\phi),$$

where $E(\phi)$ is the mechanical energy that governs the external torque: $\tau_{\text{ext}} = -\partial_\phi E(\phi)$, $l$ is the total length of the wire and the domain-wall position $r_w$ is measured with respect to the left end of the wire. We omit the internal energy of the domain wall, which below the Walker threshold may be treated as a rigid particle-like massless object specified by its position. The conjugate forces associated with $r_w$ and $\phi$ are

$$X_w = -\frac{\partial F}{\partial r_w} = -2AM_s H_{\text{ext}}$$ (3.17)
and

\[ X_\phi = \frac{\partial F}{\partial \phi} = \tau_{\text{mech}} \text{,} \quad (3.18) \]

Using Eqs. (3.11) and (3.15) we find the energy dissipation to be

\[ T \dot{S} = -2AM_s H_{\text{ext}} \dot{r}_w + \tau_{\text{ext mech}} \dot{\phi} = \frac{2\alpha AM_s}{\gamma \lambda_w} \dot{r}_w^2 + \beta_{\text{mech}} \dot{\phi}^2 \geq 0 \text{,} \quad (3.19) \]

which is positive definite. By rewriting the equations of motion, Eqs. (3.11) and (3.15), we find that the cross terms obey Onsager’s symmetry

\[ \left( 1 + \frac{2AM_s}{\gamma} \frac{\lambda_w}{\alpha \tilde{\beta}_{\text{mech}}} \right) \left( \begin{array}{c} \dot{\phi} \\ \dot{r}_w \end{array} \right) = \left( \begin{array}{cc} \frac{1}{\tilde{\beta}_{\text{mech}}} & -\frac{\lambda_w}{\alpha \tilde{\beta}_{\text{mech}}} \\ \frac{\lambda_w}{\alpha \tilde{\beta}_{\text{mech}}} & \frac{\lambda_w \gamma}{2\alpha AM_s} \end{array} \right) \left( \begin{array}{c} X_{\phi} \\ X_w \end{array} \right) \text{.} \quad (3.20) \]

We note, that the antisymmetry of the off-diagonal terms stems from Onsager’s reciprocity, which relates here the response of the tail-to-tail domain wall to that of its time-reversed partner, a head-to-head domain wall. The inverse of Eq. (3.20) reads

\[ \left( X_\phi \right) = \left( \begin{array}{cc} \beta_{\text{mech}} & -2AM_s \\ -2AM_s & \frac{2AM_s}{\gamma} \end{array} \right) \left( \begin{array}{c} \dot{\phi} \\ \dot{r}_w \end{array} \right) \text{.} \quad (3.21) \]

We may rewrite Eq. (3.20) as

\[ \left( \begin{array}{c} \dot{\phi} \\ \dot{r}_w \end{array} \right) = \left( \begin{array}{cc} \frac{1}{\tilde{\beta}_{\text{mech}}} & -\frac{\lambda_w}{\alpha \tilde{\beta}_{\text{mech}}} \\ \frac{\lambda_w}{\alpha \tilde{\beta}_{\text{mech}}} & \frac{2AM_s}{\gamma} \end{array} \right) \left( \begin{array}{c} X_\phi \\ X_w \end{array} \right) = \left( \begin{array}{cc} L_{\phi,\phi} & L_{\phi, w} \\ L_{w, \phi} & L_{w, w} \end{array} \right) \left( \begin{array}{c} X_\phi \\ X_w \end{array} \right) \text{,} \quad (3.22) \]

where

\[ \tilde{\beta}_{\text{mech}} = \beta_{\text{mech}} + \frac{2\lambda_w AM_s}{\gamma \alpha} \quad (3.23) \]

and

\[ \tilde{\alpha} = \alpha + \frac{2\lambda_w AM_s}{\gamma \beta_{\text{mech}}} \text{.} \quad (3.24) \]

The magnetomechanical coupling creates an apparently increased damping of the magnetization dynamics and/or the mechanical motion that is proportional to the number of spins in the domain wall. When \( \beta_{\text{mech}} \), the mechanical damping parameter, becomes large the mechanical motion is quenched and \( \tilde{\alpha} \to \alpha \), i.e. the excess Gilbert damping is suppressed.

The Onsager response function derived above contains the mechanical damping parameter \( \beta_{\text{mech}} \) and the Gilbert damping constant \( \alpha \) as phenomenological constants. The latter, however, has been determined microscopically by scattering
theory [15]. Using the conventional notation in terms of transmission ($\hat{t}$, $\hat{t}'$) and reflection ($\hat{r}$, $\hat{r}'$) matrices, the scattering matrix in the space of the transport channels to and from the wire at an energy $E$ and spin indices $\sigma, \sigma'$ reads

$$\hat{S}_{\sigma,\sigma'}(E) = \begin{pmatrix} \hat{t}_{\sigma,\sigma'}(E) \\ \hat{t}_{\sigma,\sigma'}(E) \\ \hat{r}_{\sigma,\sigma'}(E) \\ \hat{r}_{\sigma,\sigma'}(E) \end{pmatrix}. \quad (3.25)$$

The energy pumped out of the system with a parametric time-dependence of the scattering matrix [16] is given by

$$J_E = \frac{\hbar}{4\pi} \text{Tr}_s \frac{\partial \hat{S}}{\partial t} \frac{\partial \hat{S}^\dagger}{\partial t} = \frac{\hbar}{4\pi} (\dot{r}_w)^2 \text{Tr}_s \frac{\partial \hat{S}}{\partial r_w} \frac{\partial \hat{S}^\dagger}{\partial r_w}, \quad (3.26)$$

where $\text{Tr}_s$ denotes the sum over all states in the left and right leads (including spin). This expression was used by Brataas et al. [17] to derive the Gilbert damping constant microscopically. The energy pumped out of the system due to the moving domain wall is also given by (see Eq. (3.4))

$$J_E = \frac{(\dot{r}_w)^2}{L_{ww}} \quad (3.27)$$

and thus it follows from (3.26)

$$L_{ww} = \left( \frac{\hbar}{4\pi} \text{Tr}_s \frac{\partial \hat{S}}{\partial r_w} \frac{\partial \hat{S}^\dagger}{\partial r_w} \right)^{-1}. \quad (3.28)$$

Comparing this to the previously obtained expression for $L_{ww}$, Eq. (3.22), we recover the Gilbert damping parameter as calculated by Hals et al. [16] in the absence of rotation:

$$\alpha = \frac{\gamma \hbar \lambda_w}{8\pi AM_s} \text{Tr}_s \frac{\partial \hat{S}}{\partial r_w} \frac{\partial \hat{S}^\dagger}{\partial r_w}. \quad (3.29)$$

### 3.4 Numerical Estimates

Elias et al. [18] have grown single-crystalline FeCo wires inside multiwall carbon nanotubes. In this system, the outer wall nanotubes form almost ideal bearings for the rotation of the inner tubes [19]. This system could be a possible realization of the model discussed in this chapter. For the magnetic parameters we use values close to that of permalloy, namely $\alpha = 0.01$, $\lambda_w = 100$ nm and $M_s = 10^6$ A/m. Furthermore, we choose a wire area cross section of $A = 100$ nm$^2$ and the magnetic wire to be of length $l = 1$ $\mu$m. The mechanical damping parameter $\beta_{\text{mech}}$ was found to be $\beta_{\text{mech}} / l = 0.044$ u·nm/ps, where 1 u = 1.66·10$^{-27}$ kg is the atomic mass.
3. COUPLED MAGNETO-MECHANICAL DYNAMICS IN A SUSPENDED FERROMAGNETIC WIRE

unit, in [20] for a (4,4) nanotube rotating in a (9,9) nanotube bearing. With these values we find

\[
\begin{pmatrix}
\frac{\tau_{\text{ext}}}{10^{-21} \text{Nm}} \\
\frac{H_{\text{ext}}}{0.1 \text{T}}
\end{pmatrix} = \begin{pmatrix} 0.07 & 10^5 \\ -0.05 & 0.5 \end{pmatrix} \begin{pmatrix} \frac{\phi}{1 \text{GHz}} \\ \frac{r_w}{10^5 \text{m}} \end{pmatrix}.
\] (3.30)

The strong coupling between the mechanical degree of freedom and the magnetization dynamics is caused by the small friction of the nanotube-lubricated rotation.

3.5 SUMMARY AND EXTENSIONS

In this chapter, we have discussed the coupled magneto-mechanical dynamics of a mounted ferromagnetic wire containing a domain wall. As we have discussed above, the mechanical motion induced by the magnetic field is quantified by the Onsager coefficient \(L_{\phi w}\) (Einstein-de Haas effect), which is identical with the Barnett response function \(-L_{w\phi}\), which describes the magnetization dynamics induced by mechanical rotation.

A possible extension of the system discussed here, albeit beyond the scope of this thesis, is the introduction of temperature and voltage gradients across the magnetic nanowire, which are linked to their corresponding fluxes, namely heat \(J_Q = \dot{U}\) and charge currents \(J_c = \dot{q}\). The linear response matrix then reads \(\tilde{J} = \hat{L}\tilde{X}\), where

\[
\tilde{X} = \begin{pmatrix}
-\Delta V \\
-\frac{\Delta T}{T} \\
\tau_{\text{ext}} \\
-2AMsH_{\text{ext}}
\end{pmatrix}
\] (3.31)

and

\[
\hat{L} = \begin{pmatrix}
L_{cc} & L_{cQ} & L_{c\phi} & L_{cw} \\
L_{Qc} & L_{QQ} & L_{Q\phi} & L_{Qw} \\
L_{\phi c} & L_{\phi Q} & L_{\phi\phi} & L_{\phi w} \\
L_{wc} & L_{wQ} & L_{w\phi} & L_{ww}
\end{pmatrix}.
\] (3.32)

According to Onsager symmetry, \(L_{sxw}(\tilde{m}) = L_{wx}(\tilde{m}) = L_{wx}(\tilde{m})\) as well as \(L_{x\phi}(\tilde{m}) = L_{\phi x}(\tilde{m}) = -L_{\phi x}(\tilde{m})\) for \(x = (c, Q)\) if the system is mirror symmetric with respect to a plane normal to the wire. Onsager symmetry also allows us to draw further conclusions: We know that a temperature gradient can induce a spin-transfer torque [21], which is represented by \(L_{wQ}\). According to Onsager symmetry, an opposite effect exists, i.e. a heat current induced by magnetization dynamics. Furthermore, since \(L_{xc} = -L_{c\phi}\) the magnetic wire can be employed as both electromotor [5] and electric generator.
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ALIGNMENT OF RAPIDLY ROTATING GRAINS OF COSMIC DUST

Starlight polarimetry is presently the only method to observe the magnetic field texture on a cosmic length scale. The polarization of starlight is universally attributed to the anisotropic extinction by the alignment of anisotropic dust grains with respect to the magnetic fields. We discuss the alignment dynamics of a single dust grain by the Landau-Lifshitz-Gilbert equation, taking the Barnett and Einstein-de Haas effects (conservation of angular momentum) into account.
4. ALIGNMENT OF RAPIDLY ROTATING GRAINS OF COSMIC DUST

4.1 INTRODUCTION

More than sixty years ago it was discovered that starlight can be polarized [1, 2]. To date this observation is universally attributed to the anisotropic extinction arising when irregularly shaped dust grains are aligned with respect to a preferred direction. Cosmic magnetic fields provide such a preferred direction, thus allowing their mapping by starlight polarimetry.

Over the years, many mechanisms have been proposed in order to explain the alignment of dust grains. Davis and Greenstein [3] introduced paramagnetic relaxation as a mechanism of energy dissipation: Unless its angular momentum is aligned with the magnetic field, a grain “feels” an oscillating magnetic field in its restframe, which induces a time-dependent magnetization and therefore energy dissipation. After Spitzer and Tukey [4] had argued that dust grains may contain ferromagnetic inclusions, this mechanism was extended to ferromagnetic particles [5]. It is now accepted that paramagnetic relaxation rates are enhanced by small ferromagnetic inclusions that display "superparamagnetism" [6, 7]. Purcell [8] introduced two new concepts to the grain alignment problem: First, he showed that grains can rotate suprathermally, i.e. their mean rotational energy can be much higher than the particle lattice temperature and even that of the surrounding gas, which can lead to rotation frequencies of up to 100 kHz, presumably by the recoil during the desorption of hydrogen molecules. Second, Purcell introduced the Barnett effect [9] – rotation by magnetization – to the problem and showed that it leads to faster relaxation and alignment. More recently, radiative torques have been found to cause rapid rotation of particles with a diameter above 0.1 µm and align the grain with the magnetic field [10].

A remaining conundrum is the observation that dust grains smaller than 0.05 µm do not polarize starlight [10, 11]. Mathis [6] suggested that with decreasing size of the particle, it becomes statistically less likely that the particle contains superparamagnetic, ferromagnetic or ferrimagnetic impurities, thus making Davis-Greenstein type of relaxation mechanisms less efficient for small grains. For grains smaller than a critical size, thermal fluctuations may play an important role: Due to the degradation of H₂ formation sites, the Purcell torques will occasionally change their direction and the particle will thus spin down to thermal rotation frequencies, flip and spin up again [12]. For grains smaller than a critical radius of 0.1 µm, thermal trapping takes place [13]: For sufficiently small modulus of angular momentum, the flipping rate due to thermal fluctuations becomes large and the Purcell torque is no longer able to spin the grain up to suprathermal rotation before the next flipping event takes place.

In summary, the grain alignment process involves the following components: Grains are subject to two systematic torques that may drive the grain to suprather-
mal rotation, $H_2$ formation torques and torques due to starlight. The latter play only an important role for grains with radii $\gtrsim 0.1 \mu m$. Achieving suprathermal rotation speeds may be suppressed by thermal flipping events and random collisions. Once the grain rotates suprathermally, the grain dynamics becomes immune from disalignment by random collisions. In this situation, alignment will be accomplished from the combined effect of starlight torques and (para)magnetic dissipation.

When magnetic damping is invoked as an alignment mechanism, the time-scales derived by Davis-Greenstein [3] and subsequent works, e.g. [5] for ferromagnetic particles, are usually employed, which do not consider the contribution of the Barnett effect. The Barnett effect is so far employed in grain-alignment discussions in order to justify why the major axis of inertia aligns itself with the axis given by the total angular momentum on a time-scale much faster than the alignment of the angular momentum vector with the magnetic field [14].

In this Chapter, we contribute to the discussion by computing the relaxation time for a single oblate ellipsoid that contains ferromagnetic inclusions. In our approach, we do not make any assumptions about the relative orientation of total angular momentum and major axis of inertia, contrary to aforementioned previous work. We assume that the dynamics can be described by the coupled mechanical and magnetic degrees of freedom. We fully take the Barnett and Einstein-de Haas effects (conservation of angular momentum) into account. Furthermore, we argue that energy is dissipated only by magnetization damping as already in previous works, e.g. [3, 5]. In our approach, we model the magnetization dynamics with a modified Landau-Lifshitz-Gilbert equation, which takes the rotation of the crystal lattice into account.

Our approach obeys the conservation of the total angular momentum $J_\parallel$ along the magnetic field. However, a rotating magnetic moment looses angular momentum and energy by electromagnetic radiation, thus rendering $J_\parallel$ time-dependent. In the treatment presented here, however, we assume that viscous magnetization damping is more efficient than radiative losses. The estimate justifying this assumption can be found in Appendix B.

Heating effects due to the viscous magnetization damping that might lead to a temperature-dependent magnetization and thus possibly to longer time-scales are disregarded, since we assume that the lattice is efficiently equilibrated with the cosmic radiation field. In addition, we assume that the modulus of the magnetization remains constant at all times as it is the case with ferromagnetic inclusions. This is compatible with the estimate that 10% of atoms in interstellar dust are iron [4, 15], of which up to 5% may form iron clusters [16]. Furthermore, mixed MgO-FeO-SiO are assumed to exist and exhibit ferromagnetic behaviour [17]. Thus dust grains with ferromagnetic ordering are a reasonable assumption for certain types
of cosmic clouds.

4.2 Equations of Motion

In this section, we set up the coupled magneto-mechanical equations of motion of a dust grain that contains a magnetic cluster with constant magnetic moment $|\vec{M}| = M_s$. To this end, we first introduce the Euler angles $\phi, \Theta, \psi$, that let us distinguish a laboratory frame of reference and a frame of reference co-rotating with the particle. With the Landau-Lifshitz-Gilbert (LLG) equation, we model the dynamics of the magnetic moment. A change in the magnetization will affect the rotational state of the particle (Einstein-de Haas effect), which will lead us to the equations of motion for the mechanical angular momentum.

In the following we distinguish the body frame of reference, which rotates with the particle, from the laboratory frame of reference. We assume that the origins of both frames of reference are located at the center of mass of the particle. The reference frames are related by the Euler angles $\phi, \Theta$ and $\psi$ (see Fig. 4.1 for a definition) [18]. A vector $\vec{q}_{\text{lab}}$ in the laboratory frame is related to its projection in the rotating frame by $\vec{q}_{\text{body}} = R \vec{q}_{\text{lab}}$, where $R$ denotes the rotation matrix linking the body and laboratory frames of reference. The rotation matrix that rotates the system by an angle $\eta$ around the $x$- resp. $z$-axis is given by

$$
R_{x,z}(\eta) = \vec{e}_x \vec{e}_x^T + \cos \eta \left[ \vec{e}_y \vec{e}_y^T + \vec{e}_{z,x} \vec{e}_{z,x}^T \right] + \mp \sin \eta \left[ \vec{e}_{z,x} \vec{e}_y^T - \vec{e}_y \vec{e}_{z,x}^T \right],
$$

(4.1)

where $\vec{e}_x = (1, 0, 0)$, $\vec{e}_y = (0, 1, 0)$ and $\vec{e}_z = (0, 0, 1)$ and the superscript $T$ denotes the vector transpose. The rotation matrix that links the body and laboratory frames of reference is then given by $R = R_z(\psi)R_x(\Theta)R_z(\phi)$, where $\psi, \Theta$ and $\phi$ are the Euler angles defined in Fig. 4.1. The time-derivatives in the laboratory and body frame of references are related by the identity

$$
\dot{\vec{q}}_{\text{lab}} = R^{-1} \left[ \dot{\vec{q}}_{\text{body}} + \vec{\omega}_{\text{body}} \times \vec{q}_{\text{body}} \right],
$$

(4.2)

where

$$
\vec{\omega}_{\text{body}} = \dot{\phi} \begin{pmatrix} \sin \Theta \sin \psi \\ \sin \Theta \cos \psi \\ \cos \Theta \end{pmatrix} + \dot{\Theta} \begin{pmatrix} \cos \psi \\ -\sin \psi \\ 0 \end{pmatrix} + \dot{\psi} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}
$$

(4.3)

is the angular velocity in the body frame of reference.

The magnetization dynamics of sufficiently small ferromagnets can be described in the macrospin spin model by the Landau-Lifshitz-Gilbert (LLG) equation [19,
4.2. Equations of motion

\[ \dot{\vec{M}}_{\text{lab}} = \vec{M}_{\text{lab}} \times \gamma \vec{B}_{\text{lab}}^{\text{eff}} - \frac{\dot{\gamma}}{M_s} \vec{M}_{\text{lab}} \times \dot{\vec{M}}_{\text{lab}} \bigg|_{\text{body}}, \quad (4.4) \]

where \( \vec{B}_{\text{lab}}^{\text{eff}} \) is the effective magnetic field, \( \vec{M}_{\text{lab}} \) is the magnetization vector, \( \alpha > 0 \) the dimensionless Gilbert damping constant, \( M_s \) the modulus of the total magnetic moment, \( \gamma \) the gyromagnetic ratio and \( \dot{\gamma} = \gamma / |\gamma| \) denotes its sign, which is positive for protons and negative for electrons. The microscopic origin of the magnetization damping is the spin-orbit interaction, by which the energy in the magnetic system can leak to the lattice. This implies that the damping term in Eq. (4.4) is governed by the magnetization motion relative to the lattice, viz. \[21, 22\]

\[ \vec{M}_{\text{lab}} \times \dot{\vec{M}}_{\text{lab}} \bigg|_{\text{body}} = \vec{R} \left( \vec{M}_{\text{body}} \times \dot{\vec{M}}_{\text{body}} \right). \quad (4.5) \]

Transforming Eq. (4.4) to the body frame of reference:

\[ \dot{\vec{M}}_{\text{body}} = \vec{M}_{\text{body}} \times \left[ \gamma \vec{B}_{\text{body}}^{\text{eff}} + \vec{\omega}_{\text{body}} \right] - \frac{\dot{\gamma} \alpha}{M_s} \vec{M}_{\text{body}} \times \dot{\vec{M}}_{\text{body}}. \quad (4.6) \]

Rotation is seen to induce a (Barnett) gauge field \( \vec{\omega}_{\text{body}} / \gamma \) acting on the magnetization in the body frame \[22\]. In the laboratory frame, the LLG equation of a
magnetic moment in a rotating particle is given by
\[ \dot{M}_{\text{lab}} = \dot{M}_{\text{lab}} \times \gamma \vec{B}_{\text{eff}}^{\text{lab}} - \frac{\alpha \dot{\gamma}}{M_s} \vec{M}_{\text{lab}} \times \dot{M}_{\text{lab}} \]
\[ - \frac{\alpha \dot{\gamma}}{M_s} \vec{M}_{\text{lab}} \times (\dot{M}_{\text{lab}} \times \dot{\vec{\omega}}_{\text{lab}}). \] (4.7)

We observe that the Barnett field is not apparent, but that the rotation of the lattice manifests itself as an additional damping term in the laboratory system.

The interplay between the Einstein-de Haas effect (rotation by magnetization) and the Barnett effect (magnetization by rotation) is schematically depicted in Fig. 4.2. By virtue of Noether’s theorem, the total angular momentum \( \vec{J} \) is conserved in the direction of the external magnetic field. This implies that in the laboratory frame the total angular momentum \( \vec{J}_{\text{lab}} = \vec{L}_{\text{lab}} + \vec{M}_{\text{lab}} \gamma \), where \( \vec{L}_{\text{lab}} \) denotes the mechanical angular momentum, experiences a torque by the external magnetic field \(\vec{B}_{\text{ext}}^{\text{lab}}\)
\[ \dot{J}_{\text{lab}} = \vec{M}_{\text{lab}} \times \vec{B}_{\text{ext}}^{\text{lab}}. \] (4.8)

In what follows, we assume that the effective magnetic field equals the external one, \( i.e. \) we disregard internal magnetic fields associated with crystal anisotropies or dipolar interactions. Then:
\[ \dot{L}_{\text{lab}} = \frac{\alpha}{M_s} \gamma \left[ \vec{M}_{\text{lab}} \times \dot{M}_{\text{lab}} + \vec{M}_{\text{lab}} \times (\dot{M}_{\text{lab}} \times \dot{\vec{\omega}}_{\text{lab}}) \right]. \] (4.9)

Eqs. (4.7), (4.8) and (4.9) provide the full set of equations that describes the motion of a rotating magnetic particle in an external magnetic field, taking fully into account the conservation of total angular momentum. The free energy of the whole system reads
\[ F = \frac{1}{2} \vec{\omega}_{\text{body}}^{T} \mathbf{I} \vec{\omega}_{\text{body}} - \vec{M}_{\text{body}} \left( \vec{B}_{\text{body}}^{\text{ext}} + \frac{\vec{\omega}_{\text{body}}}{\gamma} \right), \] (4.10)

where \( \mathbf{I} \) denotes the moment of inertia tensor. We consider in the following symmetric tops and chose the body frame such that \( \mathbf{I} = \text{diag}(I_{\perp}, I_{\perp}, I_{\parallel}) \). The problem defined by the equations above is non-linear and an exact solution cannot be obtained analytically. Our numerical simulations on rotating spheres with magnetic inclusions show that the dynamics immediately following initialization of a fast rotation is usually erratic. However, the time scale of orientation of the rotation axes to weak external magnetic fields is governed by a deterministic slow approach to a stable steady state. We therefore proceed by first determining stationary stable states in a magnetic field and then finding the relaxation times associated with small deviations from these steady states.
4.3 **Steady States**

In the previous section, section 4.2, we have set up coupled magneto-mechanical equations of motion for a dust grain with constant magnetic moment $|\vec{M}|$. Since the resulting equations of motion, Eqs. (4.7), (4.8) and (4.9), are non-linear, we need to linearize the equations of motion around the steady state in order to recover the time-scales governing the alignment process. The first step in this direction is to determine the steady states, which is the focus of this section.

We assume that the lattice of the dust grain is in thermal equilibrium with the universe via electromagnetic interactions except for the rigid body motion, i.e. translations and rotations. We focus here on the relaxation of the rotational modes in the presence of magnetic moments. When $\dot{\vec{M}}_{\text{body}} \neq 0$ energy and angular momentum leak to the lattice by viscous damping. In a steady state, therefore, $\dot{\vec{M}}_{\text{body}} = 0$. Eq. (4.6) requires then that $\vec{M}_{\text{body}} \times (\gamma \vec{B}_{\text{ext, body}} + \vec{\omega}_{\text{body}}) = 0$, i.e., the magnetization must be (anti)parallel to the combined external and Barnett fields. Therefore

$$
\vec{M}_{\text{lab, body}} = \pm \frac{M_s}{|\vec{\omega}_{\text{lab, body}} + \gamma \vec{B}_{\text{ext, lab, body}}|} \left(\vec{\omega}_{\text{lab, body}} + \gamma \vec{B}_{\text{ext, lab, body}}\right),
$$

where $M_s$ denotes the saturation magnetization and "lab, body" means that Eq. (4.11) holds in either reference frame. Since the external magnetic field in the labo-
ratory frame is constant in time, it follows from Eq. (4.2) that $\hat{\mathbf{B}}_{\text{body}}^{\text{ext}} = \mathbf{B}_{\text{body}}^{\text{ext}} \times \mathbf{i}_{\text{body}}$. Since in the steady state the sum of external and Barnett fields in the body frame of reference is constant in time leads to $\mathbf{i}_{\text{body}} = \mathbf{i}_{\text{body}}^{\text{ext}} \times \mathbf{\omega}_{\text{body}}$ and thus $\mathbf{i}_{\text{lab}} = \mathbf{i}_{\text{lab}}^{\text{ext}} \times \gamma \mathbf{\omega}_{\text{lab}}$. This is a constant precession around the external field, which might be chosen along the $x$-axis. We can parametrize that motion and compare it with the expression in terms of the Euler angles as

$$\mathbf{i}_{\text{lab}} = \Omega \begin{pmatrix} \cos G \\ \sin G \sin A \\ \sin G \cos A \end{pmatrix} = \begin{pmatrix} \dot{\Theta} \cos \phi + \psi \sin \Theta \sin \phi \\ \dot{\Theta} \sin \phi - \psi \cos \phi \sin \Theta \\ \dot{\phi} + \psi \cos \Theta \end{pmatrix},$$

(4.12)

where $\Omega$ is the constant rotation frequency, $G$ the constant angle between $\mathbf{i}_{\text{lab}}$ and the external magnetic field and $\dot{A} = \gamma B_{\text{ext}}$ is the frequency of the precession of $\mathbf{i}_{\text{lab}}$ around the external magnetic field, which can have either sign to indicate the chirality. Introducing the angle $\Gamma$ between the axis defined by the direction of $I_{\parallel}$ (the $z$-axis of the body frame of reference) and $\mathbf{B}_{\text{ext}}$, we find

$$\cos \Gamma := \sin \Theta \sin \phi.$$  

(4.13)

From Eq. (4.2) and $\hat{\mathbf{M}}_{\text{body}} = 0$ it follows that

$$\hat{\mathbf{M}}_{\text{lab}} + \mathbf{M}_{\text{lab}} \times \mathbf{i}_{\text{lab}} = 0,$$  

(4.14)

which according to Eq. (4.9) means $\hat{\mathbf{L}}_{\text{lab}} = 0$, i.e. in the steady state the mechanical angular momentum is constant in time and thus cannot precess. In the body frame the moment of inertia tensor is diagonal:

$$\mathbf{I}_{\text{body}} = \mathbf{I}_{\text{body}} \mathbf{i}_{\text{body}} = \begin{pmatrix} I_{\perp} & 0 & 0 \\ 0 & I_{\perp} & 0 \\ 0 & 0 & I_{\parallel} \end{pmatrix} \mathbf{i}_{\text{body}}.$$  

(4.15)

We can introduce a new Cartesian axes

$$\mathbf{v}_1 = \begin{pmatrix} \sin \Theta \sin \phi \\ -\sin \Theta \cos \phi \\ \cos \Theta \end{pmatrix}, \quad \mathbf{v}_2 = \begin{pmatrix} \cos \Theta \sin \phi \\ -\cos \Theta \cos \phi \\ -\sin \Theta \end{pmatrix}, \quad \mathbf{v}_3 = \begin{pmatrix} \cos \phi \\ \sin \phi \\ 0 \end{pmatrix}.$$  

(4.16)

Since $\mathbf{i}_{\text{body}} = \mathbf{R}_z(\psi) \mathbf{R}_x(\Theta) \mathbf{R}_z(\phi) \mathbf{i}_{\text{lab}}$, we see that the moment of inertia tensor in the laboratory frame of reference can be written as

$$\mathbf{I}_{\text{lab}} = I_{\perp} \mathbb{I} + \Delta \mathbf{I} \left( \mathbf{v}_1 \mathbf{v}_1^T \right),$$  

(4.17)
where $\Delta I = I_1 - I_1$ and $T$ denotes the vector transpose so that $\vec{v}_1 \vec{v}_1^T$ is a $3 \times 3$ matrix. We have $\dot{\vec{L}}_{\text{lab}} = \dot{\vec{I}}_{\text{lab}} \vec{\omega}_{\text{lab}} + \vec{I}_{\text{lab}} \vec{\omega}_{\text{lab}} = 0$, where

$$\dot{\vec{I}}_{\text{lab}} = \Delta I \left[ \dot{\Theta} \vec{v}_2 \vec{v}_1^T + \dot{\phi} \sin \Theta \vec{v}_3 \vec{v}_1^T + \dot{\Theta} \vec{v}_1 \vec{v}_2^T + \dot{\phi} \sin \Theta \vec{v}_1 \vec{v}_3^T \right], \quad (4.18)$$

and $\vec{\omega}_{\text{lab}}$ is given by Eq. (4.12). The coefficients of $\vec{v}_{1,2,3}$ in $\dot{\vec{L}}_{\text{lab}} = 0$ results in a set of three equations,

$$0 = I_\parallel \gamma B_0 \Omega \sin G \left[ \sin \Theta \cos \phi \cos A + \sin A \cos \Theta \right], \quad (4.19)$$

$$\Delta I \dot{\Theta} (\vec{v}_1^T \vec{\omega}_{\text{lab}}) = -I_\perp \gamma B_0 \Omega \sin G \left( \vec{v}_2^T \begin{pmatrix} 0 \\ \cos A \\ -\sin A \end{pmatrix} \right), \quad (4.20)$$

$$\Delta I \dot{\phi} \sin \Theta (\vec{v}_1^T \vec{\omega}_{\text{lab}}) = -I_\perp \gamma B_0 \Omega \sin G \left( \vec{v}_3^T \begin{pmatrix} 0 \\ \cos A \\ -\sin A \end{pmatrix} \right). \quad (4.21)$$

With Eq. (4.12) it follows that Eqs. (4.19) to (4.21) are true for $\Omega = 0$, i.e. a particle at rest. Multiplying $\vec{\omega}_{\text{lab}}$, Eq. (4.12), by $\vec{v}_3^T$ yields

$$\dot{\Theta} = \vec{v}_3^T \vec{\omega}_L = \Omega \left[ \cos \phi \cos G + \sin G \sin A \sin \phi \right], \quad (4.22)$$

while multiplying $\vec{\omega}_{\text{lab}}$ by $\vec{v}_1^T$ yields

$$\dot{\phi} \sin \Theta = -\vec{v}_2^T \vec{\omega}_L = \Omega \left[ -\cos \Theta \cos G \sin \phi + \sin G (\sin \Theta \cos A + \cos \phi \cos \Theta \sin A) \right]. \quad (4.23)$$

For $\sin G = 0$, Eq. (4.19) is fulfilled and Eq. (4.20) resp. Eq. (4.21) become

$$0 = \Delta I \Omega^2 \cos \phi \cos \Gamma, \quad (4.24)$$

and

$$0 = \Delta I \Omega^2 \cos \Gamma \cos \Theta, \quad (4.25)$$

where we used Eq. (4.22) resp. (4.23). Since $\cos \Gamma = \sin \Theta \sin \phi$ these two conditions imply that for $\Omega \neq 0$ either $\cos \Gamma = 0$, i.e. $I_\parallel$ is oriented perpendicular to the magnetic field, or $|\cos \Gamma| = 1$, i.e. $I_\parallel$ is parallel to it.

If $\sin G \neq 0$, Eq. (4.19) requires that

$$\sin \Theta \cos \phi \cos A + \sin A \cos \Theta = 0. \quad (4.26)$$

This can be achieved when both $\cos \phi$ and $\cos \Theta$ are constant and equal to zero. Then Eq. (4.22) yields

$$\dot{\Theta} = \pm \Omega \sin G \sin A = 0, \quad (4.27)$$
which is only true for $\Omega = 0$, i.e. the particle is at rest, or $\sin G = 0$ – the latter contradicting our initial assumption of $\sin G \neq 0$. Since $\sin A$ and $\cos A$ are periodic in time, Eq. (4.26) may be fulfilled as well when $\sin \Theta \cos \phi$ and $\cos \Theta$ are periodic with the same period. To find those solutions, we may expand $\sin \Theta \cos \phi$ and $\cos \Theta$ in a Fourier series. Taking into account only the first harmonic $\sin \Theta \cos \phi = c_0 + c_1 \sin A + c_2 \cos A$ and $\cos \Theta = d_0 + d_1 \sin A + d_2 \cos A$, with coefficients $c_{0,1,2}$ and $d_{0,1,2}$. Using this ansatz in Eq. (4.26) one finds that $d_2 = -c_1$ and all other coefficients vanish. Therefore $\Theta = \pm A$ and $\cos \phi = \mp 1$ also fulfills Eq. (4.26). With $\dot{\Theta} = \pm \gamma B_{\text{ext}}$, Eq. (4.20) yields

$$\Delta I \Omega \sin G \Omega = -I_\perp \Omega \sin G.$$  

For $\Omega \neq 0$ this relation is only fulfilled for $\sin G = 0$, contrary to our initial assumption.

We conclude that in the steady state the axis defined by the moment of inertia $I_\parallel$ is either perpendicular or parallel to the direction defined by the external magnetic field, whereas the axis of rotation and the magnetic moment are (anti)parallel to it. The energy of Eq. (4.10) for these steady states read

$$F = \frac{J_\parallel^2}{2I_s} + \frac{3}{2} \frac{M_s^2}{\gamma I_s} - 2\sigma \frac{M_s J_\parallel}{\gamma I_s} - \sigma M_s B_0,$$

where $\sigma = \pm 1$ denotes the (anti)parallel orientation of $\vec{M}$ with $\vec{B}_{\text{ext}}$, $J_\parallel$ the total angular momentum in direction of $\vec{B}_{\text{ext}}$ and $I_s = I_{\parallel,\perp}$ for $|\cos \Gamma| = 1$ respectively $\cos \Gamma = 0$. The steady state with major axis of inertia oriented along the magnetic has lower kinetic energy. In addition, we find the steady state rotation frequency of the particle

$$\Omega = \frac{J_\parallel - \sigma M_s}{I_s}.$$  

### 4.4 Linearized Equations of Motion

In the previous section, we have determined the steady states of a rotating dust grain containing a constant magnetic moment $M_s$. We now proceed to linearize the magneto-mechanical equations of motion obtained in section 4.2 in the vicinity of the steady states.

So far, our treatment holds for arbitrary ellipsoids. The subsequent treatment for prolate ellipsoids is complicated, since the steady state conditions only determine the angle $\phi$ while leaving the other two Euler angles unspecified. Furthermore, observational data suggests that cosmic dust grains are of oblate shape [23].
4.4. LINEARIZED EQUATIONS OF MOTION

For these reasons, we consider the linearized equations of motion for an oblate particle, i.e. $I_\parallel > I_\perp$ (pancake like), in what follows.

As in the previous section we assume that $\vec{B}_{ext}^\text{lab} \parallel \vec{x}_{lab}$. We choose this orientation of the magnetic field deliberately, since choosing the magnetic field along the $\vec{z}_{lab}$-axis and with our choice of Euler angles would lead to the problem of “gimbal lock”, i.e. in the steady state $\dot{\phi}$ (rotation around $z_{lab}$-axis) and $\dot{\psi}$ (rotation around figure axis $z_{body}$) would coincide. In the steady state $\mathbf{R}^{-1} \vec{z}_{body} = \vec{x}_{lab}$. This is the case for $\phi = (n + 1/2)\pi$, $\Theta = (k + 1/2)\pi$ where $n, k \in \mathbb{Z}$, i.e. we distinguish two steady states with $\cos \Gamma = \pm 1$. Considering small deviations of $\vec{\omega}_{lab}$ and $\vec{L}_{lab}$ from the steady state,

$$\vec{\omega}_{lab} = \begin{pmatrix} \Omega + (-1)^n k \delta \psi \\ (-1)^n \delta \Theta + \Omega \delta \phi \\ \delta \phi - (-1)^n \Omega \delta \Theta \end{pmatrix} = \begin{pmatrix} \Omega + \delta \omega_x \\ \delta \omega_y \\ \delta \omega_z \end{pmatrix}$$

(4.31)

and

$$\vec{L}_{lab} = \begin{pmatrix} I_\parallel (\Omega + \delta \omega_x) \\ I_\perp \delta \omega_y + \Delta I \Omega \delta \phi \\ I_\perp \delta \omega_z - \Delta I (-1)^n \Omega \delta \Theta \end{pmatrix},$$

(4.32)

where $\Delta I = I_\parallel - I_\perp$ and $\Omega$ is the rotation frequency in the steady state. Similarly, deviations of the magnetization and total angular momentum can be written as

$$\vec{M}_{lab} = \sigma \begin{pmatrix} M_s \\ \delta m_y \\ \delta m_z \end{pmatrix} \quad \text{and} \quad \vec{J}_{lab} = \begin{pmatrix} J_\parallel \\ J_\perp \delta J_y \\ -J_\perp \delta J_z \end{pmatrix}.$$

(4.33)

With $\vec{J}_{lab} = \vec{L}_{lab} / \gamma$, $\delta \omega_x = 0$, $\Omega = J_\parallel / I_\parallel - \sigma M_s / (\gamma I_\parallel)$:

$$\vec{\omega}_{lab} = \frac{1}{I_\perp} \begin{pmatrix} I_\parallel J_\parallel \\ I_\perp \delta J_y \\ I_\perp \delta J_z \end{pmatrix} - \frac{\sigma}{\gamma I_\perp} \begin{pmatrix} I_\parallel M_s \\ \delta m_y \\ \delta m_z \end{pmatrix} + \frac{\Delta I}{I_\perp} \Omega \begin{pmatrix} 0 \\ -\delta \phi \\ (-1)^n \delta \Theta \end{pmatrix}.$$

(4.34)

Introducing

$$\delta m_x = \delta m_y + is \delta m_z, \quad \delta J_x = \delta J_y + is \delta J_z,$$

(4.35)

with chirality $s = \pm 1$, and comparing Eqs. (4.31) and (4.34), we obtain an equation of motion for $\delta \Gamma_s = (-1)^n \delta \Theta + is \delta \phi$:

$$\delta \Gamma_s = -\frac{\sigma}{\gamma} \frac{1}{I_\perp} \delta m_x + \frac{1}{I_\perp} \delta J_x + is \frac{I_\parallel}{I_\perp} \Omega \delta \Gamma_s.$$

(4.36)
Using Eq. (4.34) in Eq. (4.7) yields the linearized equation of motion for $\delta m_s$,

\[
\dot{\delta m}_s = -\frac{\alpha \hat{\gamma} I_{\parallel} + is\sigma B_0 + \alpha \hat{\gamma} \Delta I \frac{\sigma M_s}{I_{\parallel}}}{A_s^*} \delta m_s + \frac{\alpha \hat{\gamma} M_s}{A_s^* I_{\perp}} \dot{\delta J}_s + \frac{is\sigma}{A_s^*} \frac{M_s \Omega}{I_{\perp}} \delta \Gamma_s,
\]  

(4.37)

where $A_s = \sigma - is\hat{\gamma} \alpha$. Furthermore, linearizing Eq. (4.8) yields

\[
\dot{\delta J}_s = -is\sigma B_0 \delta m_s.
\]  

(4.38)

In conclusion, Eqs. (4.36) to (4.38) provide a linearized set of equations for the motion of the particle near the steady state. The motion of the grain in the vicinity of the steady state can be decomposed in a linear combination of eigenmodes $\vec{e}_k e^{E_k t}$, where $\vec{e}_k$, $E_k$ are eigenvectors resp. eigenvalues given by a coefficient matrix defined by Eqs. (4.36) to (4.38). The real part of the eigenvalues $E_k$ is the time-scale with which each eigenmode decays (when Re$E_k < 0$) or increases (when Re$E_k > 0$). In order to obtain the time-scales of the alignment process, we thus need to obtain these eigenvalues. Unfortunately, however, we have not been able to find an analytical expression for the eigenvalues, so that we need to employ a perturbative approach. In the following section, we discuss the limit of the damping constant $\alpha \ll 1$, whereas in section 4.6 we discuss the limit in which the magnetic moment in the particle is negligible compared to the mechanical angular momentum component along the direction of the magnetic field.

4.5 Time Scales in the Limit of Vanishing Damping

Only in specially engineered materials the damping constant for magnetic motion $\alpha \gg 0.01$. For local magnetic moments in an insulating matrix the magnetization dynamics may be damped even less. So the regime of weak damping appears to be appropriate for the particles believed to be found in cosmic clouds. Eqs. (4.36) to (4.38) constitute a system of coupled differential equations for the vector $\vec{x}_s^T = (\delta m_s/M_s, \delta J_s/J_{\parallel}, \delta \Gamma_s)$ with

\[
\dot{\vec{x}}_s = (R_0 - \alpha \hat{\gamma} R_1 + \sigma (\alpha^2)) \vec{x}_s,
\]  

(4.39)
where

\[
\mathbf{R}_0 = \frac{J}{I} \begin{pmatrix}
-i s p & 0 & 0 \\
-i s p m & 0 & 0 \\
-m I_1 / I_\perp & I_1 / I_\perp & i s (1 - m) I_1 / I_\perp
\end{pmatrix},
\]

\[
\mathbf{R}_1 = \sigma \frac{J}{I} \begin{pmatrix}
1 + p + m \Delta I_1 / I_\perp & -i s m & i s (1 - m) \Delta I_1 / I_\perp \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

with \( m = \sigma M_s / \gamma J \parallel \) and \( p = \gamma B_0 I_\parallel / J \parallel \), and \( \Theta (\alpha^2) \) denotes terms of order \( \alpha^2 \) and higher that are assumed to be negligibly small. Solutions of Eq. (4.39) are given by

\[
\vec{x}_s = \sum_i c_i \vec{e}_i e^{E_i t},
\]

where \( c_i \) are coefficients determined by the initial conditions, \( \vec{e}_i \) and \( E_i \) the eigenvectors resp. eigenvalues of the matrix \( \mathbf{R}_0 - \tilde{\gamma} \alpha \mathbf{R}_1 \). Since typically \( \alpha \ll 1 \), we can employ the perturbation theory outlined in appendix A. We now discuss the two leading terms in this expansion.

To zeroth order in \( \alpha \) the eigenvalues and eigenvectors are given by

\[
\vec{e}_1^0 = \begin{pmatrix} 1 \\ m \\ 0 \end{pmatrix} \quad \text{with} \quad E_1^0 = -i s \gamma B_0,
\]

\[
\vec{e}_2^0 = \begin{pmatrix} 0 \\ -i s (1 - m) \\ 1 \end{pmatrix} \quad \text{with} \quad E_2^0 = 0,
\]

\[
\vec{e}_3^0 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{with} \quad E_3^0 = i s \frac{J}{I_\perp} (1 - m).
\]

The eigenmode associated with \( \vec{e}_1^0 \) describes an undamped precession of both magnetization and total angular momentum vector around the magnetic field, the eigenmode associated with \( \vec{e}_2^0 \) a static deflection of the total angular momentum vector and major axis of inertia from the steady state and the \( \vec{e}_3^0 \)-eigenmode is an undamped rotation of the major axis of inertia around the direction given by the magnetic field.

The positive-definite Hermitian matrix

\[
K = \frac{1}{1 - m} \begin{pmatrix}
1 - m + \frac{2m^2}{1 - m} & -\frac{2m}{1 - m} & -i s m \\
-\frac{2m}{1 - m} & \frac{2m}{1 - m} & is \\
i s m & -is & 1 - m
\end{pmatrix}
\]

allows us to define a scalar product \( \langle \vec{a} | \vec{b} \rangle \equiv \vec{a}^\dagger K \vec{b} \) such that \( (\vec{e}_i^0)^\dagger K \vec{e}_j^0 = \delta_{i,j} \), where \( \delta_{i,j} \) is the Kronecker \( \delta \). With \( K \) given by Eq. (4.45) and using Eq. (A.13), we obtain
the first-order correction in $\alpha$ for the eigenvalues $E_{1,2,3}$, the real-parts of whose are the inverse time-scales for the alignment processes:

$$\text{Re}E_1 = -\frac{1}{\tau_{J,M\rightarrow B}} = -\alpha \hat{\gamma} \sigma \left( \frac{J_\parallel}{I_\parallel} + \gamma B_0 - \frac{\sigma M_s}{\gamma I_\parallel} \right),$$

$$\text{Re}E_2 = -\frac{1}{\tau_{J,I\parallel\rightarrow B}} = -\alpha \hat{\gamma} \frac{M_s}{\gamma I_\parallel},$$

$$\text{Re}E_3 = -\frac{1}{\tau_{I\parallel\rightarrow B}} = -\alpha \hat{\gamma} \frac{\Delta I}{I_\parallel} M_s I_\parallel.$$  (4.46, 4.47, 4.48)

The inverse time-scale $\text{Re}E_1 = -1/\tau_{J,M\rightarrow B}$, describing the alignment of total angular momentum and magnetization with the external magnetic field, is determined by the magnitude of the combined Barnett- and external magnetic fields. For a stable steady state, the real parts of the eigenvalues must be negative. This allows us to determine $\sigma$, the orientation of the magnetization with respect to the magnetic field: $\text{Re}E_1 < 0$ implies that $\hat{\gamma} \sigma = -1$ if $J_\parallel / I_\parallel + \gamma B_0 - \sigma M_s / (\gamma I_\parallel) > 0$ and vice versa.

### 4.6 Time Scales in the Limit of Small Magnetic Moment

Similarly, we can investigate the time-scales in the limit of small magnetic moment but possibly large damping. To this end, we introduce the small parameter $\sigma M_s / (\gamma J_\parallel)$, thereby assuming that the magnetic moment is sufficiently smaller than the mechanical angular momentum parallel to the magnetic field, i.e. $|I_\parallel \omega| \gg |M_s / \gamma|$.

Eqs. (4.36) to (4.38) may then be written as a matrix differential equation for the vector $\bar{x}^T = (\delta m_s / M_s, \delta J_s / J_\parallel, \delta \Gamma_s)$:

$$\dot{\bar{x}}_s = \left[ R_0 + \frac{\sigma M_s}{\gamma I_\parallel} R_1 \right] \bar{x}_s,$$  (4.49)

where

$$R_0 = \frac{J_\parallel}{I_\parallel} \frac{1}{1 + \alpha^2} \begin{pmatrix} -A_s (\alpha \hat{\gamma} + i \sigma p) & \alpha \hat{\gamma} \frac{I_\parallel}{I_{\perp}} A_s & i s \alpha \hat{\gamma} \frac{\Delta I}{I_{\perp}} A_s \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

$$R_1 = \begin{pmatrix} -\frac{\Delta I}{I_{\perp}} \frac{\alpha \hat{\gamma}}{1 + \alpha^2} A_s & 0 & -\frac{\alpha \hat{\gamma} i s}{1 + \alpha^2} A_s \frac{\Delta I}{I_{\perp}} \\ -i \sigma p & 0 & 0 \\ -\frac{I_\parallel}{I_{\perp}} & 0 & -i s \frac{I_\parallel}{I_{\perp}} \end{pmatrix}.$$  (4.50, 4.51)
\[ A_s = \sigma - i s \hat{\gamma} \alpha \] and \[ p = \gamma B_0 I_\parallel / J_\parallel. \]

In the absence of magnetism \( \sigma M_\parallel / \gamma I_\parallel = 0 \) the solution of (4.49) is given by \( \vec{x}_s = \sum_i c_i \vec{e}_i^0 e^{i \omega_i t} \), where \( c_i \) are coefficients determined by the initial conditions, \( \vec{e}_i^0 \) and \( E_i^0 \) are the eigenvectors resp. eigenvalues of the matrix \( \mathbf{R}_0 \) given by Eq. (4.50).

We find the eigenvalues resp. eigenvectors of \( \mathbf{R}_0 \) to be

\[
E_1^0 = \frac{i s J_\perp}{I_\perp} \quad \text{with} \quad \vec{e}_1^0 = \begin{pmatrix} -Q_1 \\ 0 \\ 1 \end{pmatrix},
\]

\[
E_2^0 = -\frac{J_\parallel A_s (\alpha \hat{\gamma} + i s \sigma p)}{1 + \alpha^2} \quad \text{with} \quad \vec{e}_2^0 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix},
\]

\[
E_3^0 = 0 \quad \text{with} \quad \vec{e}_3^0 = \begin{pmatrix} i s Q_0 \\ 0 \\ 1 \end{pmatrix},
\]

(4.52)

where

\[
Q_1 = \frac{-i s \alpha \hat{\gamma} A_s (\Delta I / I_\perp)}{i s (\frac{I_\perp}{I_\parallel}) |A_s|^2 + A_s (\alpha \hat{\gamma} + i s \sigma p)}
\]

(4.53)

and

\[
Q_0 = -\frac{\alpha \hat{\gamma}}{\alpha \hat{\gamma} + i s \sigma p}.
\]

(4.54)

The eigenmode associated with \( \vec{e}_1^0 \) describes an undamped precessional motion of the magnetization and the axis with main moment of inertia around the magnetic field. The eigenmode associated with \( \vec{e}_2^0 \) is a damped magnetization precession. The eigenmode associated with the eigenvalue \( E_3^0 = 0 \) is just a static deflection from the steady state orientation: The axis with moment of inertia \( I_\parallel \) lies in the \( x_{lab} - z_{lab} \)-plane, as does the total angular momentum vector. In addition, the magnetization is not fully aligned with the direction given by the magnetic field.

We now derive the eigenvalues for these eigenmodes to the next order in our small parameter, which provide the time scale of the alignment of the grain with the magnetic field. The matrix

\[
K = \begin{pmatrix}
1 & Q_0 - i s Q_1 & Q_1 \\
Q_0^* + i s Q_1^* & k_1 & Q_1 Q_0^* + i s k_2 \\
Q_1^* & k_1 & k_2
\end{pmatrix},
\]

(4.55)

with \( k_1 = 2 + |Q_1|^2 + |Q_0|^2 + 2s \text{Im}(Q_1 Q_0^*) \) and \( k_2 = 1 + |Q_1|^2 \), is a positive-definite Hermitian matrix that defines a scalar product with \( (\vec{e}_i^0)^\dagger K \vec{e}_j^0 = \delta_{ij} \), where \( \delta_{ij} \) is
the Kronecker delta. In first order in $\sigma M_s/\gamma f_\parallel$, we obtain with Eq. (A.13)

$$\text{Re}E_3 = - \frac{1}{\tau_{J \rightarrow B}} \frac{\sigma M_s}{\gamma I_\parallel} \text{Re} \left[ (\bar{e}_3^0)\dagger KR_1 \bar{e}_3^0 \right]$$

$$= \left( \frac{\sigma M_s}{\gamma I_\parallel} \right) p \text{Re}(isQ_0)$$

$$= - \left( \frac{\sigma M_s}{\gamma I_\parallel} \right) \frac{\sigma p^2 \alpha \hat{\gamma}}{a^2 + p^2},$$

which is the inverse time-scale $1/\tau_{J \rightarrow B}$ of the $\vec{J}_{\text{lab}}$ alignment. Similarly,

$$\text{Re}E_1 = - \frac{1}{\tau_{I \rightarrow B}} \frac{\sigma M_s}{\gamma I_\parallel} \text{Re} \left[ (\bar{e}_1^0)\dagger KR_1 \bar{e}_1^0 \right]$$

$$= \left( \frac{\sigma M_s}{\gamma I_\parallel} \right) \left( \frac{\Delta I}{I_\perp} + 1 + p \right) \text{Re}q_1$$

$$= - \frac{\alpha \hat{\gamma} \sigma \left( \frac{\sigma M_s}{\gamma I_\parallel} \right) \left( \frac{\Delta I}{I_\perp} + 1 + p \right)^2}{\alpha^2 \left( \frac{\Delta I}{I_\perp} \right)^2 + \left( 1 + \frac{\Delta I}{I_\perp} + p \right)^2},$$

which is the inverse time-scale $1/\tau_{I \rightarrow B}$ for the alignment the main axis of inertia with $\vec{B}^\text{ext}_{\text{lab}}$.

### 4.7 Order of Magnitude Estimates

In this section we estimate the time-scales for the regimes described above. In evaluating our time-scales and putting them into perspective with previously found time-scales, we assume the particle to be of oblate shape with half axes $b > a$ and thus $I_\parallel = 2mb^2/5$ and $I_\perp = m(a^2 + b^2)/5$, where $m$ denotes the mass of the grain. The grain has a volume of $V = (4\pi/3)ab^2 = (4\pi/3)r_{\text{eff}}^3$, where $r_{\text{eff}}$ is the effective radius of the grain.

An insecurity of our estimates is the permanent magnetic moment residing in the particle. Observational data suggests that up to 5% of the atoms in cosmic dust grains are iron forming clusters [16]. An upper bound for the magnetic moment residing in a dust grain being given by

$$N = \frac{M_s}{\mu_B} = \frac{4 \cdot 0.05 \rho V N_A}{0.95 \cdot m_{H_2O} + 0.05 \cdot m_{Fe}} \approx 8 \cdot 10^6 \cdot \left( \frac{r_{\text{eff}}}{0.1 \mu m} \right)^3 \left( \frac{\rho}{\text{3 g/cm}^3} \right),$$

with Avogadro constant $N_A = 6 \cdot 10^{22}$ mol$^{-1}$, density $\rho$, volume $V = (4\pi/3)r_{\text{eff}}^3$ and the molar masses $m_{H_2O}$ and $m_{Fe}$ for water and iron, when employing the assumption that the dust grain mainly consists of ice and iron, the latter forming one
cluster with uniform magnetic moment. Furthermore, we assumed that each iron atom supplies a magnetic moment of $4\mu_B$, as the electron configuration of the iron atom suggests.

In section 4.6 we considered the time-scales for alignment in the regime when $|M_s/(\gamma J_\parallel)| \ll 1$, i.e. when the magnetic moment is negligible compared to the total angular momentum in direction of the external field. $|M_s/(\gamma J_\parallel)| \ll 1$ implies that $|M_s/(\gamma I_\parallel)| \ll |\Omega|$, where $\Omega$ is the steady state rotation frequency. For $M_s = N\mu_B$, with $N$ given by Eq. (4.58), our estimates remain valid when

$$|\Omega| \gg 8 \text{ kHz} \cdot \left(\frac{r_{\text{eff}}}{0.1 \mu\text{m}}\right)^{-2} \left(\frac{a}{b}\right)^{\frac{2}{3}}.$$ (4.59)

Considering that dust grains may rotate suprathermally [8] with frequencies up to 100 kHz, Eq. (4.59) is a good estimate for particles $r_{\text{eff}} \gtrapprox 0.1 \mu\text{m}$.

One mechanism that randomizes the alignment of dust grains is collisions with surrounding gas molecules. The time-scale for this process was found to be [24]

$$\tau_{\text{drag}} = \frac{3I_\parallel}{4\sqrt{\pi} n_{H_2} m_{H_2} v_{\text{th}} r_{\text{eff}}^4 \Gamma_\parallel \left(\sqrt{1 - \left(\frac{a}{b}\right)^2}\right)},$$ (4.60)

where $v_{\text{th}} = \sqrt{2k_B T_g / m_{H_2}}$ is the thermal speed of the surrounding $H_2$ molecules, $n_{H_2}$ is the number density, $m_{H_2}$ the mass of a hydrogen molecule and $\Gamma_\parallel$ is a geometric factor,

$$\Gamma_\parallel(e) = \frac{3}{16} \left(3 + 4(1 - e^2)g(e) - \frac{1}{e^2} \left(1 - (1 - e^2)^2 g(e)\right)\right)$$ (4.61)

and $g(e) = (2e)^{-1} \ln[(1 + e)/(1 - e)]$. One finds

$$\tau_{\text{drag}} \sim 1.6 \cdot 10^6 \text{ yr} \cdot \left(\frac{r_{\text{eff}}}{0.1 \mu\text{m}}\right) \left(\frac{T_g}{20 \text{ K}}\right)^{-\frac{1}{2}} \left(\frac{n_{H_2}}{30 \text{ cm}^{-3}}\right).$$ (4.62)

The time-scales $\tau_{I_\parallel \rightarrow B}$ and $\tau_{J_\parallel \rightarrow B}$ in section 4.5 as well as $\tau_{J \rightarrow B}$ and $\tau_{I_\parallel \rightarrow B}$ in section 4.6 are the time-scales on which the alignment of both the total angular momentum $\vec{J}$ and the major axis of inertia with the magnetic field occurs. To put them into perspective, we compare these time-scales with the time-scales for the same processes derived by Davis and Greenstein [3] for paramagnetic relaxation and the one derived by Henry [5] for ferromagnetic relaxation as well as the time-scale $\tau_{\text{drag}}$ on which the orientation of the grain gets randomized by collisions with gas molecules (Eq. (4.62)).
The time scales $\tau_{I\parallel \rightarrow B}$ and $\tau_{J\parallel \rightarrow B}$ in section 4.5 as well as $\tau_{J\parallel \rightarrow B}$ and $\tau_{I\parallel \rightarrow B}$ in section 4.6, are proportional to the parameter $(\gamma I\parallel)/(M_s \alpha)$. We also observe that the time scales we obtained in section 4.6 coincide with those derived in section 4.5 in the limit $\alpha \ll 1$. The alignment time-scales are then proportional to

$$\tau = \frac{I\parallel|\gamma|}{M_s \alpha} \sim 1.3 \cdot 10^{-4} \text{ s} \left( \frac{r_{\text{eff}}}{0.1 \mu \text{m}} \right)^2 \frac{1}{\alpha} \left( \frac{b}{a} \right)^{\frac{2}{3}},$$

(4.63)

when the magnetic moment of the grain is $N\mu B$ with $N$ given by Eq. (4.59). We see that in our model, grain alignment happens instantaneously compared to the time-scale due to gas-grain collisions, Eq. (4.62). This implies, that an ensemble of grains will be almost perfectly aligned.

The time-scale for paramagnetic alignment was determined by Davis and Greenstein [3] to be

$$\tau_{DG} = \frac{I\parallel}{K V B_0^2}.$$  

(4.64)

$K$ is related to the imaginary part of the magnetic susceptibility $\chi$ by $\text{Im}(\chi) = K \omega$ and is estimated to be $K \approx 1.2 \cdot 10^{-13} \text{s} \cdot (20 \text{ K}/T)$ [10], with $T$ being the grain temperature. Thus, the time-scale for paramagnetic alignment can be estimated to be

$$\tau_{DG} \approx 1.2 \cdot 10^6 \text{ yr} \left( \frac{\rho}{3 \text{ g/cm}^3} \right) \left( \frac{r_{\text{eff}}}{0.1 \mu \text{m}} \right)^2 \left( \frac{B_0}{5 \mu \text{G}} \right)^{-2} \left( \frac{b}{a} \right)^{\frac{2}{3}}.$$  

(4.65)

We observe that $\tau_{DG}$ is quadratic in $r_{\text{eff}}$, whereas $\tau_{\text{drag}}$ is linear. This implies that for large grains the time-scale for disalignment by gas collisions may be shorter than the alignment time, thus leading to imperfect alignment.

Henry [5] investigated the alignment process of ferromagnetic grains with uniform magnetization density and assuming that the shape anisotropy, given by the geometry of the grain, is the dominant contribution to the effective magnetic field. This is different from our approach, where we have assumed that shape anisotropy is negligible since we imagine a spherical magnetic cluster embedded in a much larger grain. The time-scale governing the alignment process was found to be the same as in Eq. (4.64), with $K$ being now given by

$$K = \frac{2 \gamma^2 (M_s/V)^2 (N_\perp - N_\parallel)}{T_2 \omega_0^4}$$

(4.66)

with demagnetization factors $N_\parallel$, $N_\perp$, resonance frequency $\omega_0$ and relaxation time $T_2$. For Fe $K = 3 \cdot 10^{-7}$ s at low temperature and when the ratio of long and short
4.7. Order of magnitude estimates

\[ \tau_{\text{DG}} \approx 0.5 \text{ yr} \left( \frac{\rho}{3 \text{ g/cm}^3} \right) \left( \frac{r_{\text{eff}}}{0.1 \text{ } \mu\text{m}} \right)^2 \left( \frac{B_0}{5 \mu\text{G}} \right)^{-2} \left( \frac{b}{a} \right)^2 \approx 4 \cdot 10^{-7} \tau_{\text{DG}}. \] (4.67)

As with the alignment time-scale \( \tau \) derived by us, \( \tau_{\text{FM}} \) is instantaneous compared to the time-scale given by gas-grain collisions.

In Fig. 4.3 we summarize the different time-scales. We observe, that the timescales we have obtained for the alignment process are much shorter than the timescale due to paramagnetic damping, due to magnetic damping in a uniformly ferromagnetic grain or the time-scale on which gas-grain collisions take place. We can attribute the smallness of our time-scale in comparison to the \( \tau_{\text{DG}} \) to the fact, that a permanent magnetic moment of just some \( \mu_B \) is larger than the paramagnetism induced by the weak magnetic field present in the grain alignment problem. In comparison to \( \tau_{\text{FM}} \), we have rapid alignment due to our disregarding of effective fields due to anisotropy, leading to quicker energy dissipation due to magnetization damping.
4.8 CONCLUSIONS AND OUTLOOK

We studied the alignment of rotating magnetic grains with respect to an external magnetic field, carefully taking the conservation of angular momentum into account. The magnetization dynamics was modelled with the Landau-Lifshitz-Gilbert equation with a modified damping term in the laboratory frame in order to account for the viscous magnetization damping due to the motion of the magnetization relative to the lattice. We identified possible steady states, and calculated the time-scales for alignment in the special case of an oblate spheroid. We find that the time-scales determining the alignment of the long axis of inertia depend only on the magnetic moment and the shape and size of the particle but not on the rotation frequency resp. mechanical angular momentum of the particle. The time-scale for the alignment of the major axis of inertia are proportional to the magnetic moment of the particle. If small particles have consistently a smaller magnetic moment, their alignment process will take longer resp. they might get randomized by, e.g., collisions before they reach alignment.

We disregarded the contribution of crystal anisotropies to the effective magnetic field. When the anisotropy field dominates over both Barnett and external magnetic fields, the magnetic moment is locked to a specific direction in the lattice frame of reference. Then the damping term vanishes and the particle will not align itself with the direction of the magnetic field but carries out a precessional motion, that is damped only by other processes such as radiative losses. Our estimated alignment time scales are therefore a lower bound to the expected ones. More work is needed to narrow down the alignment time scales in the presence of magnetic anisotropies.

In the present chapter, we only focused on an isolated particle, thus neglecting collisions with other particles or interactions with surrounding gas molecules. Such interaction adds stochastic torques to the problem. As a result, the time-evolution of the probability distribution of an ensemble of particles becomes the important quantity, whose time-evolution may be described by the Fokker-Planck equation [25]. The probability distribution then yields a mean axial alignment of the dust grains, which is the experimentally accessible quantity.
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4. ALIGNMENT OF RAPIDLY ROTATING GRAINS OF COSMIC DUST


The Barnett effect – the reorientation of the electron spin induced by rotation – was discovered at the dawn of quantum mechanics and provided first evidence for an anomalous g-factor of the electron. In recent years, there has been a renewed interest in systems, that couple magnetic and mechanical degrees of freedom. However, most of this research has focused on the Einstein - de Haas effect, i.e., rotation induced by magnetization. Here we consider the orbital Barnett effect in the rotating electron gas. We find rotationally induced paramagnetism in a spin-free system, quite different from the diamagnetic response to an external magnetic field.
5.1 Introduction

A close relationship between ferromagnetism and angular momentum was first proposed by Ampère and later elaborated in detail by Weber [1]. However, the so-called molecular current hypothesis remained unproven until 1915, when Barnett [2, 3] managed to induce a net magnetization of a demagnetized ferromagnetic body by mechanical rotation. Shortly thereafter, Einstein and de Haas [4] observed a mechanical rotation induced by the change of magnetization of a suspended ferromagnetic body.

The Barnett effect – magnetization induced by rotation – can be understood by classical mechanics: A gyroscopic wheel aligns its angular momentum with the axis of an impressed rotation in order to minimize energy. Modelling a magnetic moment as a gyroscopic wheel, one finds that rotation is equivalent to a “Barnett gauge field” [3] in the rotating frame,

\[
\vec{B}_g = -\frac{\vec{\omega}}{\gamma},
\]

where \(\vec{\omega}\) denotes the rotation axis and \(\gamma = g|e|/(2m)\). In this chapter, we demonstrate that this Barnett gauge field not only acts on the electron spin but has effects on the orbital degrees of motion that differ from a conventional magnetic field. We illustrate this by comparing the eigenstates of the rotating two-dimensional electron gas, which we call "Barnett levels", with the Landau in an external magnetic field.

Related to the Barnett effect is the Sagnac effect [5], originally devised for light: a beam of light is split and the two resulting beams are made to enclose a closed area. Rotating the interferometer, one observes shifts in the interference pattern at the exit point, since the light beams in both arms experience different path lengths under rotation. In matter wave interferometers, the Sagnac effect can be understood by means of the Barnett gauge field. It was observed experimentally for electrons in vacuum [6] and atoms [7]. The Sagnac effect has also been studied theoretically in mesoscopic quantum rings [8].

Superseded by electron spin resonance to measure \(g\)-factors, gyromagnetic methods have been largely forgotten in the last decades. However, the miniaturization of electric circuits and mechanical systems revived some interest. An Einstein-de Haas type of experiment was discussed in a mesoscopic cantilever with a ferromagnetic tip [9–11]. We previously studied the Barnett effect [12] in ferromagnets by the Landau-Lifshitz-Gilbert equation. For a model system consisting of a suspended magnetic wire we demonstrated the equivalence of Barnett and Einstein-de Haas effects by invoking the Onsager reciprocity relations [13]. Matsuo et al. [14] derived the Pauli-Schrödinger equation in a rotating frame, using the covari-
ant Dirac equation as a starting point. The resulting Hamiltonian contains a spin-orbit interaction term augmented by a term due to mechanical rotation. With this Pauli-Schrödinger equation the mechanical generation of spin currents in systems rotating at non-relativistic speeds was predicted [14, 15].

5.2 Rotating Frame of Reference

Rotation of a quantum state $|\psi\rangle$ by an angle $\phi$ is represented by a unitary operator $\hat{R}$,

$$|\psi(\phi)\rangle = \hat{R}(\phi)|\psi(0)\rangle,$$

while operators transform as

$$\hat{A}(\phi) = \hat{R}(\phi)\hat{A}(0)\hat{R}^\dagger(\phi),$$

since rotating both states and operator by the same angle must leave the expectation value unchanged. For rotations around the $z$-axis [16],

$$\hat{R}(\phi) = e^{-\frac{i}{\hbar}\hat{J}_z\phi},$$

where $\hat{J}_z = \hat{L}_z + \hat{s}_z$ is the total angular momentum operator in the $z$-direction, with $\hat{L}_z$ being the orbital and $\hat{s}_z$ the spin angular momentum operator.

Rotation introduces a time-dependence into the Hamiltonian, which can be removed by switching to the rotating frame of reference. Let us denote the orbital coordinate as $\Theta(t) = \Theta_{\text{Rot}} + \phi(t)$, where $\phi(t)$ is the angle by which the system has been rotated and $\Theta_{\text{Rot}}$ denotes the orbital variable in the rotating frame of reference. We can remove an explicit time dependence by transforming to the rotating frame of reference using Eqs. (5.3) and (5.2). The Schrödinger equation in the rotating frame then reads

$$i\hbar \frac{d}{dt} |\psi(\Theta_{\text{Rot}})\rangle = \left(\hat{H}_0(\Theta_{\text{Rot}}) - \hat{J}_z \frac{d\phi(t)}{dt}\right) |\psi(\Theta_{\text{Rot}})\rangle,$$

in which $\hat{H}_0$ and the eigenstates no longer depend on the time-dependent coordinates. The total Hamiltonian $\hat{H}_0 - \hat{J}_z d\phi(t)/dt$ may still be time-dependent when the angular velocity is not constant. In the following, we denote $|\psi(\Theta_{\text{Rot}})\rangle$ as $|\psi_{\text{Rot}}\rangle$ and $|\psi(\Theta_{\text{Rot}} + \phi(t))\rangle$ as $|\psi_{\text{Lab}}\rangle$.

5.3 Eigenstates of a Rotating Two-Dimensional Electron Gas

Consider a two-dimensional free electron gas (2DEG) with radius $R$ residing in the $x - y$-plane that is rotated around the $z$-axis with angular frequency $\omega$. The Hamil-
tonian in the rotating frame of reference is that of a free electron, i.e.,

$$\hat{H}_{\text{Rot}} = \frac{\hbar^2 \vec{k}^2}{2m} - \omega \hat{J}_z.$$  \hspace{1cm} (5.6)

Exploiting the axial symmetry, we can rewrite (5.6): In polar coordinates \((r, \theta)\) and with the boundary condition \(\psi(r = R) = 0\), we obtain the normalized eigenstates that we refer to as Barnett levels:

$$\psi_{n, k, \sigma}(r, \theta) = \frac{e^{in\theta}}{\sqrt{\pi R} J_{|n|+1}(|j_{|n|, k}| R)} J_{|n|}(\frac{|j_{|n|, k}| R}{R}) |\sigma\rangle$$ \hspace{1cm} (5.7)

with eigenenergies

$$E_{n, k, \sigma} = \frac{\hbar^2 j_{|n|, k}^2}{2mR^2} - \hbar \omega \left( n + \frac{\sigma}{2} \right),$$ \hspace{1cm} (5.8)

where \(|\sigma = \pm 1\) denote the spin wave functions with \(s_z|\sigma\rangle = (\sigma \hbar/2)|\sigma\rangle\) and \(J_n\) is the \(n^{\text{th}}\)-order Bessel function of the first kind with zeros at \(x = j_{|n|, k}\). We see that rotation shifts the energy by \(-\hbar \omega (n + \sigma/2)\), but leaves the eigenstates in comparison to a non-rotating electron gas unchanged.

According to Eq. (5.8) that rotation lifts the degeneracy of states with opposite spin and orbital angular momentum with respect to the axis of rotation. At the Fermi surface, the electron velocity is \(v = \hbar k_F/m \approx 10^4 \text{ m/s}\) for \(k_F = 10^6 \text{ cm}^{-1}\), which is much larger than the velocity of the outer edge of the 2DEG, which is given by \(\omega R = 1 \text{ m/s}\) for a 2DEG with radius \(R = 1 \mu\text{m}\) rotating with 1 MHz. For electrons on classical trajectories at \(r = R\) the velocity in azimuthal direction is given by \(v_\theta = L_z/(mR)\). In the eigenstates \(L_z = \hbar n\) and using \(|n| < j_{|n|, k}|\), one finds

$$\frac{\hbar^2 j_{|n|, k}^2}{mR^2} \gg \hbar \omega |n|,$$ \hspace{1cm} (5.9)

implying that the Barnett splitting is a minute correction to the eigenenergies if \(\omega \ll \hbar k_F/(mR) = v_F/R\). In fact, for \(\omega = 1 \text{ MHz} \hbar \omega \approx 7 \times 10^{-10} \text{ eV}\), which is almost three orders of magnitude below the hyperfine splitting of hydrogen [17].

Comparing the Hamiltonian of a 2DEG in a magnetic field \(B_0\) along the \(z\)-axis,

$$\hat{H}_{\text{LL}} = \frac{\vec{p}^2}{2m} + \frac{|e|}{2m} B_0 (\hat{L}_z + g_s \hat{s}_z) + \frac{|e|^2 B_0^2}{2m} \frac{\hat{J}_z}{4},$$ \hspace{1cm} (5.10)

with Eq. (5.6), we realize that \(\vec{B}\) and \(\vec{\omega}\) act quite differently on the electrons: applying a magnetic field causes an effective parabolic confinement which is absent in a rotating electron gas. In contrast to the magnetic field \(\omega\) couples identically to the spin and orbital degrees of freedom.
The eigenvalues in (5.8) resemble the Landau level spectrum, $E_{n,\sigma}^{LL} = \hbar \omega_c (n + \frac{1}{2})$, where $\omega_c = 2\mu_B B_0 / \hbar$, with Bohr magneton $\mu_B = |e| \hbar / (2m)$, is the cyclotron frequency. However, Landau levels are characterized by a discrete and highly degenerate energy spectrum, whereas in the case of rotation each orbital mode $n$ is associated with an infinite number of states with different radial components whose energies form a non-degenerate continuum of states.

We illustrate the difference between Barnett and Landau wave functions by perturbation theory when $\lambda = R^4 B_0^2 |e|^2 / \hbar^2 \ll 1$. For $R = 1 \mu m$, $\lambda < 1$ for $B_0 \lesssim 0.5 \text{ mT}$. The Landau levels then read

$$\psi_{n,\sigma}(\tilde{r} = \frac{r}{R}, \Theta) = \frac{e^{in\Theta}}{\sqrt{\pi}} \left[ \frac{J_{|n|}(j_{|n|,k}\tilde{r})}{J_{|n|+1}(j_{|n|,k})} \right. - \left. \sum_{s \neq k} \left( R^2 B_0 |e| \right)^2 \frac{j_{|n|,s}^2 \kappa_{k,s}}{j_{|n|,k}^2 - j_{|n|,s}^2} \right] |\sigma\rangle \quad (5.11)$$

with energies

$$E = \frac{\hbar^2 j_{|n|,k}^2}{2mR^2} + \mu_B B_0 (n + g_s \sigma) + \frac{R^2 m}{\hbar^2} \mu_B B_0)^2 \kappa_{k,k}, \quad (5.12)$$

where

$$\kappa_{k,q} = \frac{\int_0^1 d\tilde{r} \tilde{r}^2 j_{|n|}(j_{|n|,k}\tilde{r}) j_{|n|}(j_{|n|,q}\tilde{r})}{j_{|n|+1}(j_{|n|,k}) j_{|n|+1}(j_{|n|,q})} \quad (5.13)$$

In a free electron gas with $E_F \gg \hbar^2 / (2mR^2)$, states with $n \gg 1$ are occupied. The difference between the probability distributions obtained from Eqs. (5.7) and (5.11) is plotted for angular momentum $100 \hbar$, i.e. $n = 100$, in Fig. 5.1 for the four lowest energy states and $\lambda = 0.01$. The diamagnetic term acts as an effective confinement, since the probability of finding an electron near the edge of the disk is smaller for Landau than for Barnett levels. Expressed differently, in the rotating case centrifugal forces push the electrons to the outside of the disk that do not act in the case of a magnetic field.

### 5.4 Magnetization by Rotation – The Barnett Effect

The magnetization $\langle m_z \rangle$, where $\langle \ldots \rangle$ refers to grand-canonical averaging, induced by an applied magnetic field $B$ in the $z$-direction can be obtained from the grand canonical potential $\Omega$ as $\langle m_z \rangle = -\langle \partial \Omega / \partial B \rangle_{T,\mu}$. For the Barnett magnetization, i.e.,
magnetization by rotation, we can establish a similar relation as follows: The work needed to increase the rotation frequency by $d\omega$ is given by

$$\delta W = \langle H(\omega + d\omega) - H(\omega) \rangle = -\langle J_z \rangle d\omega, \quad (5.14)$$

where in the last step we used the Hamiltonian in the rotating frame of reference, Eq. (5.5). The total angular and magnetic momenta are related by

$$\langle m_z \rangle = -\gamma_J \langle J_z \rangle, \quad (5.15)$$

where $\gamma_J = g_J \mu_B / \hbar$ with Bohr magneton $\mu_B$ and $g_J$ the Lande $g$-factor of the total angular momentum. Thus

$$\delta W = \frac{1}{\gamma_J} \langle m_z \rangle d\omega \quad (5.16)$$

and the complete differential of the grand canonical potential becomes

$$d\Omega = -SdT - N d\mu + \frac{m_z}{\gamma_J} d\omega. \quad (5.17)$$

Therefore,

$$\langle m_z \rangle = \gamma_J \left( \frac{\partial \Omega}{\partial \omega} \right)_{T,\mu}. \quad (5.18)$$

**Figure 5.1:** Difference between the wave functions of a (rotating) two-dimensional electron gas and one in an applied magnetic field for the lowest energy eigenstates with $\langle L_z \rangle = 100\hbar$. 
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We can now compute the Barnett area magnetization density, $M_z = \langle m_z \rangle / \pi R^2$, in the 2DEG with energy eigenvalues $E_{n,k,\sigma}$ given by Eq. (5.8). Then,

$$M_z = -k_B T \frac{\gamma J}{\pi R^2} \sum_{n,k,\sigma} \frac{\partial}{\partial \omega} \ln \left(1 + e^{-\beta(E_{n,k,\sigma} - \mu)}\right)$$

$$= -\frac{\gamma J}{\pi R^2} \sum_{n,k,\sigma} \left(n + \frac{\sigma}{2}\right) f(E_{n,k,\sigma}).$$

(5.19)

We can evaluate the sum over states at low temperatures and small rotation frequencies, $\hbar \omega \ll \hbar^2 j_{n,k}^2 / (2mR^2)$. Since the zeroth order term and terms proportional to $\sigma n$ in the first order term drop out when summing over $n$ and $\sigma = \pm 1$, we can write

$$M_z = -\frac{\gamma J}{R^2} \sum_{n,k,\sigma} \delta \left(\frac{\hbar^2 j_{n,k}^2}{2mR^2} - \mu\right) \hbar^2 \omega \left(n^2 + \frac{1}{4}\right).$$

(5.20)

We can identify a term proportional to the energy density of states per unit area of the 2DEG

$$D(E) := \frac{1}{\pi R^2} \sum_{n,k,\sigma} \delta \left(\frac{\hbar^2 j_{n,k}^2}{2mR^2} - E\right) = \frac{2}{\pi^2} \frac{m \hbar^2}{\mu}.$$

(5.21)

We still have to compute the term proportional to $n^2$ in Eq. (5.20). The Bessel function zeros obey $|n| < j_{n,1} < j_{n,2} < \cdots < j_{n,k}$ and for large $|n|$

$$j_{n,1} \approx n + cn^{1/3} + o(n^{-1/3}),$$

(5.22)

where $c \approx 1.856$ [18]. Denoting the highest occupied angular momentum quantum number with $|n_{max}|$ and using $\mu \gg \hbar^2 / (2mR^2)$ we find

$$|n_{max}| \approx \sqrt{\frac{2mR^2 \mu}{\hbar^2}} \gg 1$$

(5.23)

and

$$\sum_{n=-\infty}^{\infty} n^2 \sum_{k=1}^{\infty} \delta \left(\frac{\hbar^2 j_{n,k}^2}{2mR^2} - \mu\right)$$

$$= \sqrt{\frac{2mR^2 |n_{max}|}{\hbar^2 \mu}} \sum_{n=0}^{\infty} n^2 \sum_{k=1}^{\infty} \delta \left(j_{n,k} - \sqrt{\frac{2mR^2 \mu}{\hbar^2}}\right).$$

(5.24)

The factor

$$\rho_n(x) := \sum_{k=1}^{\infty} \delta(j_{n,k} - x)$$

(5.25)
is the density of zeros of the Bessel function of the first kind in the interval \([x, x + dx]\). For large \(n\) [19]

\[
\rho_n(x) \approx \frac{1}{\pi} \sqrt{1 - \frac{n^2}{x^2}}.
\]

and

\[
(5.24) = \sqrt{\frac{2mR^2}{h^2\mu}} \sum_{n=0}^{n_{\text{max}}} n^2 \frac{1}{\pi} \sqrt{1 - \frac{n^2}{n_{\text{max}}^2}}
\]

\[
= \frac{2mR^2}{h^2} \frac{1}{\pi} \int_0^1 dx x^2 \sqrt{1 - x^2} = \frac{mR^2}{8h^2}.
\]

Finally,

\[
M_z = -\frac{\gamma_J}{2} \frac{h^2}{\mu} D(\mu) - \frac{\gamma_J \omega m}{4\pi}
\]

\[
= -\frac{\gamma_J}{\pi^2} m\omega - \frac{\gamma_J \omega m}{4\pi}.
\]

The Barnett magnetization is thus purely paramagnetic, i.e., pointing in direction of the Barnett gauge field \(-\omega/\gamma_J\). The first term in Eq. (5.28) stems from the coupling of the electron spin with the Barnett gauge field. The coupling of the electron spin with an applied magnetic field manifests itself in Pauli paramagnetism, i.e. \(M_z = \chi_{\text{Pauli}} B_0\) with [20]

\[
\chi_{\text{Pauli}} = \frac{\mu_B^2 D(\mu)}{2} m \left( \frac{\mu_B}{\hbar} \right)^2.
\]

Using \(\chi_{\text{Pauli}}\) in the first term of Eq. (5.28), we can write it as

\[
M_z|_{\text{Pauli}} = \chi_{\text{Pauli}} \left( \frac{g_J}{2} \right)^2 \left( -\frac{\omega}{\gamma_J} \right).
\]

where \(g_J = \gamma_J \hbar/\mu_B\). In an free electron gas in an applied magnetic field, the orbital motion of the electron gas gives rise to Landau diamagnetism with a susceptibility of \(\chi_{\text{Landau}} = -\chi_{\text{Pauli}}/3\). In the case of a rotating free electron gas the second term in Eq. (5.28) stems from the orbital motion of the electrons, which is also a paramagnetic response to the Barnett gauge field \(-\omega/\gamma_J\). The orbital contribution \(M_z|_{\text{orbital}}\) to the magnetization \(M_z\) of Eq. (5.28) can be written as \(M_z|_{\text{orbital}} = \chi_{\text{orbital}} (-\omega/\gamma_J)\) with

\[
\chi_{\text{orbital}} = -\frac{3\pi^2}{2} \left( \frac{g_J}{2} \right)^2 \chi_{\text{Landau}} = \frac{\pi^2}{2} \left( \frac{g_J}{2} \right)^2 \chi_{\text{Pauli}}.
\]
5.5 Rotation-induced Effects in a Rotating Electron Gas with Spin-Orbit Interaction

Since $\gamma J / g J \approx 10^{11}$ (Ts)$^{-1}$, the Barnett gauge field $B_{\text{Barnett}} = -\omega / \gamma J$ is small for rotation frequencies achievable in the laboratory. For $\omega = 1$ MHz, $B_{\text{Barnett}} \approx 10^{-5}$ T. As a consequence, the achievable Barnett area magnetization density can be estimated to be

$$|M_z| \approx \left( \frac{\omega}{1 \text{ MHz}} \right) \left( \frac{m}{m_e} \right) \cdot 10^{-14} \text{ A}, \quad (5.32)$$

where $m_e$ is the mass of the free electron.

### 5.5 Rotation-induced Effects in a Rotating Electron Gas with Spin-Orbit Interaction

By taking the non-relativistic limit of the Dirac equation in the rotating frame of reference, Matsuo et al. [14] arrived at the Pauli-Hamiltonian for a rotating system:

$$\hat{H} = \frac{\hat{p}^2}{2m} - \bar{\omega} \cdot (\hat{r} \times \hat{p}) - \bar{\omega} \cdot \hat{S} - \frac{g}{2} \mu_B \hat{B} \cdot \hat{\sigma} - \frac{\lambda |e|}{2\hbar} \left[ \hat{p} \times \hat{E}' - \hat{E}' \times \hat{p} \right] + \frac{\lambda |e|}{2} \text{div} \hat{E}' + |e| \phi, \quad (5.33)$$

where $\hat{p} = \hat{\rho} + |e| \hat{\Lambda}$, $|e|$ the elementary charge, $\hat{S} = \hat{\sigma} \hbar / 2$ is the spin angular momentum operator, $\hat{E}' = \hat{E} + (\bar{\omega} \times \hat{r}) \times \hat{B}$ is the effective electric field in the rotating frame of reference, $\phi$ the electric potential, $g$ the electron $g$-factor and $\lambda$ is the spin-orbit-coupling constant. $\lambda = \hbar^2 / 4m^2c^2$ is negligible in vacuum. However, in some condensed matter systems coupling to the lattice can be described by the same Hamiltonian with an effectively enhanced $\lambda$ [21, 22]. In the previous section we have discussed the rotation-induced magnetization, whereas Matsuo et al. focused on the mechanical generation of spin currents in systems described by the Hamiltonian of Eq. (5.33). Another way to explore the effects of mechanical rotation is studying the energy corrections of electronic states. Since for $B_0 = 1$ T $\omega_c \approx 10^{11}$ Hz, we may assume that $|\bar{\omega}| \ll \omega_c$ in almost all practical cases. Therefore, we may treat the effects of mechanical rotation perturbatively. Assuming that both $\hat{B}$ and $\hat{E}$ are constant and oriented along the $z$-direction as well as assuming that the electron's motion is restricted to the $x-y$-plane, the Hamiltonian of Eq. (5.33) reduces to that of a Rashba 2DEG rotating in a magnetic field:

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{pert}}, \quad (5.34)$$

where

$$\hat{H}_0 = \frac{\hat{p}^2}{2m} - \frac{\lambda |e|}{\hbar} \hat{z} \cdot (\hat{p} \times \hat{E}) + \frac{g}{2} \mu_B \hat{z} \cdot \hat{B}. \quad (5.35)$$

and

$$\hat{H}_{\text{pert}} = -\frac{\hbar \omega}{2} \hat{\sigma} \cdot \omega (\hat{x} \hat{p}_y - \hat{y} \hat{p}_x) + \frac{\lambda |e|}{\hbar} \omega B_0 \hat{z} \cdot (\hat{x} \hat{p}_y - \hat{y} \hat{p}_x) + \omega B_0 \lambda |e| \quad (5.36)$$
is the perturbation due to rotation. In the following discussion, we follow an approach outlined in [23] that does not make use of any particular gauge. Observing that
\[ [ \hat{\pi}_x, \hat{\pi}_y ] = -i\hbar|e|B_0 \] (5.37)
for all gauges allows us to define the lowering operators
\[ \hat{a} = \frac{\hat{\pi}_x - i\hat{\pi}_y}{\sqrt{2m\hbar\omega_c}} \quad \text{and} \quad \hat{b} = i\hat{a}^\dagger + \sqrt{\frac{m\omega_c}{2\hbar}}(\hat{x} + i\hat{y}) , \] (5.38)
where \( \omega_c = |e|B_0/m \) is the cyclotron frequency. One sees that
\[ [ \hat{a}, \hat{a}^\dagger ] = [ \hat{b}, \hat{b}^\dagger ] = 1 \quad \text{and} \quad [ \hat{a}, \hat{b} ] = [ \hat{a}^\dagger, \hat{b}^\dagger ] = 0 . \] (5.39)

We can introduce the ground state \(|0\rangle\) with \( \hat{a}|0\rangle = \hat{b}|0\rangle = 0 \). By using the properties of the ladder operators \( \hat{a} \) and \( \hat{b} \) one sees
\[ \langle 0| \hat{b}^n \hat{a}^m (\hat{a}^\dagger)^k (\hat{b}^\dagger)^l |0\rangle = \delta_{k,m} \delta_{l,n} \delta_{k,l} ! ! ! (0|0) . \] (5.40)

Using Eqs. (5.37) and (5.38), the unperturbed Hamiltonian can be written as
\[ H_0 = \hbar\omega_c \left( \hat{a}^\dagger \hat{a} + \frac{1}{2} \right) + \frac{\hbar\omega_c g}{4}\sigma_z - \frac{\lambda|e||\vec{E}|}{\hbar}\sqrt{2m\hbar\omega_c} \left( \begin{array}{cc} 0 & i\hat{a} \\ -i\hat{a}^\dagger & 0 \end{array} \right) \] (5.41)
with eigenvalues [24]
\[ E_{k>0,l,\sigma} = \hbar\omega_c (k + \sigma\delta) , \] (5.42)
and corresponding eigenstates
\[ |k > 0, l, \sigma \rangle = \frac{1}{\sqrt{2k!!(0|0)}} \left( \begin{array}{c} -i\chi_\sigma (\hat{a}^\dagger)^{k-1}(\hat{b}^\dagger)^l \\ (\hat{a}^\dagger)^k(\hat{b}^\dagger)^l \end{array} \right) |0\rangle , \] (5.43)
where \( \sigma = \pm 1 \),
\[ \delta = \sqrt{\frac{1}{4} \left( \frac{g}{2} - 1 \right)^2 + \frac{2k\lambda^2|e|^2|\vec{E}|^2}{\omega_c^2 l_B^2 \hbar^2}} \] (5.44)
(with \( l_B = \sqrt{\hbar/(|e|B_0)} \)) and
\[ \chi_\sigma = \frac{\hbar\omega_c l_B}{\sqrt{2}\lambda|e||\vec{E}|} \left( \sigma\delta - \frac{1}{2} \left( 1 - \frac{g}{2} \right) \right) . \] (5.45)

The Rashba spinorbit parameter in thin films \( \alpha = \lambda|e||\vec{E}| \), where \(|\vec{E}|\) is the electric field confining the electrons to a two-dimensional system. For a gold film on a silver substrate [25] a spin orbit splitting of \( \Delta k = 0.025 \text{Å} \) corresponding to \( \alpha = 0.4 \text{ eV} \)
was found. With this, we can estimate \( \hbar \omega_c l_B / (\lambda |e| |\vec{E}|) \ll 1 \), assuming that \( B_0 = 1 \text{ T} \). As a result, we have in good approximation

\[
\delta \approx \sqrt{2k} \frac{\lambda |e| |\vec{E}|}{\hbar \omega_c l_B} \quad \text{and} \quad \chi_{\sigma} \approx \sqrt{k}. \tag{5.46}
\]

For \( k = 0 \)

\[
E_{0,l} = \frac{\hbar \omega_c}{2} \left( 1 - \frac{g}{2} \right) \quad \text{and} \quad |0, l\rangle = \frac{(|\hat{b}^\dagger|^l \langle 0 | \hat{1} \rangle |0\rangle}{\sqrt{l!}}. \tag{5.47}
\]

We note that the unperturbed eigenstates are degenerate in the quantum number \( l \). Therefore, the first order energy corrections are given by the eigenvalues of a matrix with entries \( \langle k, \tilde{l}, \sigma | H_{\text{pert}} | k, l, \sigma \rangle \), where \( H_{\text{pert}} \) is given by Eq. (5.36). With the eigenstates given by Eq. (5.43) and Eq. (5.40) one easily sees that

\[
\langle k, \tilde{l}, \sigma | \sigma_z | k, l, \sigma \rangle = 0. \tag{5.48}
\]

The angular momentum operator can be expressed in terms of the operators \( a, b, a^\dagger \) and \( b^\dagger \) as

\[
\hat{L}_z = \hat{x}\hat{n}_y - \hat{y}\hat{n}_x = \hbar \left( \hat{a}^\dagger \hat{a} + \hat{a} \hat{a}^\dagger + i\hat{b} \hat{a} - i\hat{a}^\dagger \hat{b}^\dagger \right). \tag{5.49}
\]

and one obtains

\[
\langle k, \tilde{l}, \sigma | \hat{L}_z | k, l, \sigma \rangle = \frac{\delta_{\tilde{l},l} \hbar}{|\chi_{\sigma}|^2 + k} \left( |\chi_{\sigma}|^2 (2k - 1) + k(2k + 1) \right) \approx 2\hbar k \delta_{\tilde{l},l} \tag{5.50}
\]

and

\[
\langle k, \tilde{l}, \sigma | \sigma_z \hat{L}_z | k, l, \sigma \rangle = \frac{\delta_{\tilde{l},l} \hbar}{|\chi_{\sigma}|^2 + k} \left( |\chi_{\sigma}|^2 (2k - 1) - k(2k + 1) \right) \approx -\hbar \delta_{\tilde{l},l}. \tag{5.51}
\]

We see with Eqs. (5.50) and (5.51) that the matrix with entries \( \langle k, \tilde{l}, \sigma | H_{\text{pert}} | k, l, \sigma \rangle \) is diagonal and that in first order perturbation theory rotation does not lift the degeneracy in \( l \). The first order energy correction to the eigenstate \( |k, l, \sigma\rangle \) is given by

\[
\Delta E_{k,l,\sigma} \approx -2\hbar \omega k. \tag{5.52}
\]

Similarly, for \( k = 0 \) we obtain from Eq. (5.47)

\[
\Delta E_{k=0,l} = -\frac{\omega \hbar}{2}. \tag{5.53}
\]

We note that rotation does not lift the degeneracy with respect to the quantum number \( l \). Furthermore, in first order perturbation theory the result is independent of the spin-orbit coupling constant.
For $B_0 = 1$ T corresponding to $\omega_c \approx 1.8 \cdot 10^{11}$ Hz resp. $\hbar \omega_c \approx 10^{-4}$ eV, we see that the rotation-induced energy-splitting is only a minor correction, since $\hbar \omega \approx 7 \cdot 10^{-10}$ eV for $\omega = 1$ MHz, which is about four orders of magnitude smaller than the hyperfine splitting of hydrogen [17].

5.6 CONCLUSIONS

We explored the differences between the “Barnett gauge field” due to rotation and an applied external magnetic field for the two-dimensional electron gas. The “Barnett levels” in the rotating 2DEG differ from the Landau levels in an applied magnetic field, e.g., by the lack of degeneracy: Whereas the Landau levels are highly degenerate, the Barnett levels are not. In addition, mechanical rotation introduces a centrifugal term in the Hamiltonian, which leads – in comparison to the case of an applied magnetic field – to a shift of the expectation value of the radial coordinate towards the edge of the disk.

Rotation may be considered as a Barnett gauge field $B_{\text{Barnett}} = -\omega/\gamma J$. Spin-polarization due to rotation leads to a paramagnetic response $(gJ/2)^2 \chi_{\text{Pauli}}$, where $\chi_{\text{Pauli}}$ is the susceptibility found for the usual Pauli paramagnetism of a free electron gas. However, since the Barnett gauge field couples only linearly to the orbital degrees of freedom of the electron, we find not a diamagnetic response – as for an applied field where we have Landau diamagnetism $-\chi_{\text{Pauli}}/3$, but also a paramagnetic response.

Furthermore, we used the Hamiltonian for a rotating Rashba system derived by Matsuo et al. [14] in order to discuss the rotation induced energy splitting. The energy correction is small for attainable rotation frequencies, making experimental observation difficult.
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Perturbation Theory

Here we outline the perturbation theory for the eigenvalue problem of a general matrix $M$ as outlined in [1].

The inner product $\langle \vec{x}, \vec{y} \rangle$ of vectors $\vec{x}, \vec{y} \in \mathbb{C}^n$ has the following properties:

1. $\langle \vec{x}, \vec{x} \rangle$ real and non-negative for all $\vec{x} \in \mathbb{C}^n$
2. $\langle \vec{x}, \vec{x} \rangle = 0$ if and only if $\vec{x} = \vec{0}$
3. $\langle \vec{x}, \vec{y} \rangle = \langle \vec{y}, \vec{x} \rangle^*$
4. $\langle \vec{x}, \alpha \vec{y} + \beta \vec{z} \rangle = \alpha \langle \vec{x}, \vec{y} \rangle + \beta \langle \vec{x}, \vec{z} \rangle$

A possible definition of the inner product is

$$\langle \vec{x}, \vec{y} \rangle := \vec{x}^\dagger K \vec{y}, \quad (A.1)$$

where $K$ is a Hermitian, positive-definite matrix and $\vec{x}^\dagger$ denotes the Hermitian conjugate of $\vec{x}$. Two vectors $\vec{x}$ and $\vec{y}$ are said to be $K$-orthogonal if $\langle \vec{x}, \vec{y} \rangle = \vec{x}^\dagger K \vec{y} = 0$.

In a linear vector space with an inner product, we call $A^\#$ the adjoint of the matrix $A$ if $\langle \vec{x}, A\vec{y} \rangle = \langle A^\# \vec{x}, \vec{y} \rangle$ for all $\vec{x}, \vec{y}$ in this space. It follows from the inner product defined by Eq. (A.1), that

$$A^\# = K^{-1} A^\dagger K. \quad (A.2)$$

$A$ is called $K$-normal if it commutes with its $K$-adjoint, i.e. when $AA^\# = A^\# A$. Let us consider a complete set of vectors $\vec{u}_i$ which are pairwise $K$-orthogonal and maximally normalized, i.e.

$$\vec{u}_i^\dagger K \vec{u}_j = \begin{cases} 0 & \text{if } j \neq i \\ 1 & \text{if } j = i \end{cases}. \quad (A.3)$$
The normalized $\mathbf{K}$-dyads $E_{i,j}$ are defined as

$$E_{i,j} \equiv \tilde{u}_i \tilde{u}_j^\dagger \mathbf{K}. \quad (A.4)$$

Since the set of $\tilde{u}_i$ was assumed to be complete, the set of $\mathbf{K}$-dyads $E_{ij}$ must be complete as well and may serve as a basis for the expansion of square matrices. An arbitrary square matrix $A$ can be thus written as

$$A = \sum_{i,j} a_{ij} E_{ij} = \sum_{i,j} a_{ij} \tilde{u}_i \tilde{u}_j^\dagger \mathbf{K}. \quad (A.5)$$

Multiplying by $\tilde{u}_m^\dagger \mathbf{K}$ from the left and by $\tilde{u}_m$ from the right the expansion coefficients read

$$a_{mn} = \tilde{u}_m^\dagger \mathbf{K} A \tilde{u}_n. \quad (A.6)$$

If the $\tilde{u}_i$ are eigenvectors of the matrix $A$, one finds for $m = n$ that $a_{m,n} = \lambda_n$, where $\lambda_n$ is an eigenvalue of $A$, while $a_{mn} = 0$ in all other cases.

Suppose now that

$$A = A_0 + \epsilon A_1, \quad (A.7)$$

where $\epsilon$ is a small parameter. We assume that $A_0$ is $\mathbf{K}$-normal and that the eigenvalue problem of $A_0$ has been solved. Furthermore, the eigenvalues $\lambda_i$ of $A_0$ are non-degenerate and the eigenvectors $\tilde{u}_i$ are pairwise $\mathbf{K}$-orthogonal and maximally normalized (i.e. normalized with respect to the inner product defined by $\mathbf{K}$). Following (A.5) we can expand

$$A_0 = \sum_i \lambda_i E_{ii} = \sum_i \lambda_i \tilde{u}_i \tilde{u}_i^\dagger \mathbf{K} \quad (A.8)$$

where all $\lambda_i$ are distinct. Following (A.5) and (A.6), we can also write

$$A_1 = \sum_{i,j} (\tilde{u}_i \mathbf{K} A_1 \tilde{u}_j) E_{i,j}. \quad (A.9)$$

In order to obtain the exact eigenvectors and eigenvalues, we make the ansatz $\tilde{u}_i' = \tilde{u}_i + \epsilon \tilde{v}_i + \epsilon^2 \tilde{w}_i + \mathcal{O}(\epsilon^3)$ and $\lambda_i' = \lambda_i + \epsilon \mu_i + \epsilon^2 \nu_i + \mathcal{O}(\epsilon^3)$. Collecting the first order terms yields

$$A_1 \tilde{u}_i + A_0 \tilde{v}_i = \mu_i \tilde{u}_i + \lambda_i \tilde{v}_i. \quad (A.10)$$

Since the set of eigenvectors is complete, we can expand

$$\tilde{v}_i = \sum_j a_{ij} \tilde{u}_j. \quad (A.11)$$
With (A.8) and (A.9) and the relation

$$E_{ij} u_k = \bar{u}_i \bar{u}_j^\dagger K \bar{u}_k = \begin{cases} 0 & \text{if } k \neq j \\ \bar{u}_i & \text{if } k = j \end{cases}$$

(A.12)

by comparing the coefficients of the eigenvectors in (A.10) for \( i = j \) we obtain the first order correction of the eigenvalue,

$$\mu_i = \bar{u}_i ^\dagger K A_1 \bar{u}_i .$$

(A.13)
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Damping by radiation

In this chapter we discuss radiative losses and estimate their strength compared to Gilbert damping.

We first discuss the multipole fields created by a precessing magnetic moment following the presentation in [1]. When a time-dependence of $e^{-i\omega t}$ is assumed, Maxwell’s equations in a source free region read

\begin{align}
\nabla \times \vec{E} &= i k \vec{B}, \quad \nabla \times \vec{E} = 0 \quad \text{(B.1)} \\
\nabla \times \vec{B} &= -i k \vec{E}, \quad \nabla \times \vec{B} = 0, \quad \text{(B.2)}
\end{align}

where $k = \omega/c$. A general solution for electromagnetic fields in a source free region is given by

\begin{align}
\vec{E} &= \sum_{l,m} \left[ a_E(l,m) f_l(kr) \tilde{X}_{l,m} - \frac{i}{k} a_M(l,m) \nabla \times g_l(kr) \tilde{X}_{l,m} \right], \quad \text{(B.3)} \\
\vec{B} &= \sum_{l,m} \left[ \frac{i}{k} a_E(l,m) \nabla \times f_l(kr) \tilde{X}_{l,m} + a_M(l,m) \nabla \times g_l(kr) \tilde{X}_{l,m} \right], \quad \text{(B.4)}
\end{align}

where $\tilde{X}_{l,m}$ denote the normalized vector spherical harmonics. These are defined as

\begin{equation}
\tilde{X}_{l,m} = \frac{1}{\sqrt{l(l+1)}} \tilde{L} Y_{l,m}, \quad \text{(B.5)}
\end{equation}

with angular momentum operator $\tilde{L} = -i \vec{r} \times \nabla$ and spherical harmonics $Y_{l,m}$. The functions $f_l$ and $g_l$ are both linear combinations of the spherical Hankel func-
tions of first and second kind $h_1^1(kr)$. The multipole moments created by a time-varying magnetic moment $\vec{M}e^{-i\omega t}$, where we take the real part as the physical quantity, are given by [1]

\[ a_E(l, m) = -\frac{4\pi k^3}{\sqrt{l(l+1)}} \int d^3 \vec{r} Y^*_l,m [\nabla \cdot (\vec{r} \times \vec{M})] j_l(kr) \]

(B.6)

and

\[ a_M(l, m) = \frac{4i\pi k^4}{\sqrt{l(l+1)}} \int d^3 \vec{r} Y^*_l,m (\vec{r} \cdot \vec{M}) j_l(kr), \]

(B.7)

where $j_l$ denotes spherical Bessel functions. The power radiated away by a source is given by

\[ P = \frac{c}{8\pi k^2} \sum_{l,m} [ |a_E(l, m)|^2 + |a_M(l, m)|^2 ]. \]

(B.8)

We now consider a magnetic moment that precesses with frequency $\omega$ and at an angle $\tilde{\Theta}$ around the z-axis. Assuming that the magnetization density $m_0/V$ is nonzero in a source region of radius $a$, we can write

\[ \vec{M}e^{-i\omega t} = \Theta(r-a) \frac{m_0}{V} \sin \tilde{\Theta} \begin{pmatrix} i \\ 1 \\ 0 \end{pmatrix} e^{-i\omega t}. \]

(B.9)

One immediately sees from Eq. (B.6) that $a_E(l, m) = 0$, since the magnetization density is assumed to be constant in the source region. By parametrizing the position vector $\vec{r}$ as $\vec{r} = r(\sin \tilde{\Theta} \sin \phi, \sin \tilde{\Theta} \cos \phi, \cos \tilde{\Theta})^T$ one finds

\[ a_M(l, m) = -4\pi k^4 \sqrt{\frac{4\pi}{3}} \frac{m_0}{V} \sin \tilde{\Theta} \delta_{1,l} \delta_{m,1} \int_0^a dr r^3 j_l(kr), \]

(B.10)

where we exploited the orthogonality of the spherical harmonics. In the limit $ka \to 0$, one finds

\[ \frac{k^4}{V} \int_0^a dr r^3 j_l(kr) \xrightarrow{ka \to 0} -\frac{3}{4\pi} k^3 \]

(B.11)

and thus

\[ a_M(l, m) = i\sqrt{12\pi} m_0 \sin \tilde{\Theta} k^3 \delta_{1,m} \delta_{1,l}. \]

(B.12)

As only the magnetic multipole moment with $l = m = 1$ is nonzero, using Eqs. (B.8) and (B.12) we find for the power radiated away by the precessing magnetic moment $m_0$

\[ P = \frac{3}{2} c k^4 m_0^2 \sin^2 \tilde{\Theta}. \]

(B.13)
A rotating magnetic moment rotating with frequency $\omega$ has the potential energy $-m_0\omega/\gamma$. Thus we can estimate the time $\tau_R$ in which this energy is radiated away as

$$\tau_R = \left| \frac{m_0 \omega}{P} \right| = \frac{2}{3} \frac{1}{|m_0 \gamma k^3 \sin \Theta|}.$$  \hspace{1cm} (B.14)

The time scale at which Gilbert damping leads to the alignment of a rotating magnetic moment with the rotation axis is given by $\tau_G = (\alpha \omega)^{-1}$. Thus

$$\frac{\tau_R}{\tau_G} = \frac{2}{3} \frac{\alpha c^3}{m_0 \omega^2 |\gamma\sin \Theta|} \approx 10^{32} \frac{\alpha}{N(\omega/(1 \text{ Mhz})},$$ \hspace{1cm} (B.15)

where we have used $m_0 = N\mu_B$. We may thus conclude that radiative losses are negligible in comparison to Gilbert damping.
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The first technological application of magnetic phenomena has been the compass, which ultimately enabled the colonization of the world by Europeans in the late middle ages and thus shaped the early modern era. A compass is also an example for a magneto-mechanical device, i.e. a device in which the magnetic and mechanical degrees of freedom are coupled. There had been no conclusive theory on the origin of magnetism until the advances in electrodynamics in the 19th century led to the formulation of the molecular current theory of ferromagnetism. In order to test this theory, gyromagnetic experiments were devised: The Barnett effect, i.e. magnetization by rotation, and the Einstein-de Haas effect, where a mechanical rotation induced by a change of magnetization is studied. These two experiments, in particular Barnett’s work, provided first evidence of the anomalous $g$-factor and thus a hint at the quantum nature of the electron spin.

The most notable technological developments of the last decades have been in microelectronics. Advances in fabrication techniques and an ever increasing control of materials enabled the microelectronics industry to comply with Moore’s law, i.e. that the number of transistors on an integrated circuit doubles roughly every two years by continuously shrinking the size of the building blocks of the integrated circuits. Not only did the sizes of electric elements on integrated circuits shrink, but by employing the same techniques the sizes of mechanical elements, such as cantilevers, were miniaturized in similar fashion, giving rise to the field of micro-electro-mechanical devices (MEMS) and eventually nano-electro-mechanical devices (NEMS).

In line with the emergence of the fields of MEMS and NEMS, the interest in gyromagnetic experiments has revived. In particular, the Einstein-de Haas effect in a cantilever with ferromagnetic tip has been studied previously both experimentally and theoretically. In this thesis, we focused on the Barnett effect and the interplay of this effect with its close relative, the Einstein-de Haas effect. In Chapter 1 of this thesis we introduce the field by reviewing the classical Einstein-de Haas and Barnett effect as well as the Landau-Lifshitz-Gilbert equation, which we use extensively in the following chapters.

In Chapter 2, we perform a feasibility study concerning the Barnett effect in magnetic nanostructures and thin films. To this end, we introduce a modification in the damping term of the Landau-Lifshitz-Gilbert equation, which takes into
account the viscous damping of the magnetization motion relative to the frame of reference defined by the lattice. This gives rise to a Barnett gauge field in the Landau-Lifshitz-Gilbert equation in the lattice frame of reference. We study the effect of this gauge field on the magnetization density and estimate the mechanical rotation frequencies required to observe the Barnett effect in a thin film by, e.g., the magneto-optical Kerr effect. In addition, we discuss the feasibility of moving domain walls by mechanical rotation of a ferromagnetic wire.

In Chapter 3 we continue our discussion of the Barnett effect in magnetic nanostuctures in terms of the magneto-mechanical dynamics of a suspended quasi one-dimensional magnetic wire containing a tail-to-tail domain wall. The system may be driven out of equilibrium by a mechanical torque and/or an applied magnetic field. Applying Onsager’s reciprocity relation, we find a unified description of the Barnett effect – magnetization by rotation – and Einstein-de Haas effect – mechanical rotation induced by magnetization.

In Chapter 4, we focus on the dynamics of rapidly rotating cosmic dust grains. The polarization of starlight passing through clouds of cosmic dust is attributed to the fact that the dust grains align their large axis of inertia with respect to the direction provided by cosmic magnetic fields. As the exact mechanisms of this alignment and the magnitude of the relevant time-scales remain under discussion, we investigate the alignment of particles with ferromagnetic inclusions by formulating the coupled magneto-mechanical equations of motion. To this end, we use the Landau-Lifshitz-Gilbert equation, modified to take into account the effects of mechanical rotation, in order to model the magnetization dynamics. We find that the relevant time-scales for the alignment of the major axis of inertia with the external magnetic field is independent from the mechanical angular momentum of a particle in contrast to previous works.

In Chapter 5, we discuss the effects of mechanical rotation on a free electron gas. By taking into account the orbital degrees of freedom of the electrons in the rotating frame of reference, we find eigenstates that resemble the Landau levels in a free electron gas subjected to an external magnetic field. However, in the case of rotation, the electron’s spectrum in the plane perpendicular to the rotation axis is not degenerate as is the case with the electrons in Landau levels and the plane perpendicular to the applied magnetic field. Furthermore, we find the Barnett magnetization induced in a free electron gas to be a purely paramagnetic effect in contrast to the response to a magnetic field.
SAMENVATTING

De eerste technologische toepassing van magnetische effecten was het kompas, dat uiteindelijk de kolonisatie van de wereld door Europeanen in de late Middel-eeuwen mogelijk maakte, en daarmee vorm gaf aan het begin van de Moderne Tijd. Een kompas is ook een voorbeeld van een magneto-mechanisch apparaat, d.w.z. een apparaat waarin de magnetische en mechanische vrijdheitsgraden gekoppeld zijn. Er was geen sluitende theorie van de oorsprong van het magnetisme totdat de voortschrijdende inzichten in electrodynamica in de 19e eeuw leidden tot de theorie van ferromagnetisme op basis van moleculaire stromen. Om deze theorie te testen werden gyromagnetische experimenten bedacht: het Barnett effect, wat neerkomt op magnetisatie door rotatie enerzijds, en het Einstein-de Haas effect, waar een mechanische rotatie wordt veroorzaakt door een veranderende magnetisatie anderzijds. Deze twee experimenten, het werk van Barnett in het bijzonder, vormden het eerste bewijs van de afwijkende g-factor en gaven daarmee een hint van het kwantum karakter van de elektronspin.

De meest opmerkelijke technologische vooruitgangen van de afgelopen decennia hebben zich voorgedaan in de micro-electronica. Vooruitgang in fabricage-technieken en een steeds betere beheersing van materiaaleigenschappen hebben de micro-electronica industrie het mogelijk gemaakt om de wet van Moore bij te benen, wat wil zeggen dat het aantal transistoren op een geïntegreerde schakeling ruwweg elke twee jaar verdubbelt, door de bouwstenen van de circuits continu te verkleinen. Niet alleen de afmetingen van de elektrische componenten zijn verkleind, maar door dezelfde technieken toe te passen op mechanische componenten, zoals buigbare balken, zijn deze op soortgelijke wijze verkleind. Dit leidde tot de opkomst van het vakgebied van de micro-elektromechanische systemen (MEMS), kort daarna gevolgd door de nano-elektromechanische systemen (NEMS).

In lijn met de opkomst van onderzoek aan MEMS en NEMS is er hernieuwde belangstelling voor gyromagnetische experimenten ontstaan. In het bijzonder is er zowel theoretisch als experimenteel onderzoek gedaan aan het Einstein-de Haas-effect in een buigende balk met een ferromagnetische tip. In dit proefschrift hebben wij ons gericht op het Barnett effect, en het samenspel met het nauw verwante Einstein-de Haas effect. In hoofdstuk 1 introduceren we het vakgebied door een overzicht van de klassieke Einstein-de Haas en Barnett effecten, tesamen met
de Landau-Lifschitz-Gilbert-vergelijking te geven, waar we in de daaropvolgende hoofdstukken uitvoerig gebruik van maken.

In hoofdstuk 2 voeren we een haalbaarheidsstudie uit over het Barnett-effect in magnetische nanostructuren en dunne films. Hiertoe introduceren we een modificatie van de dempingsterm van de Landau-Lifschitz-Gilbert vergelijking, om rekening te houden met de visceuze demping van de beweging van de magnetisatie relatief aan het referentie-assenstelsel van het kristalrooster. Dit veroorzaakt een Barnett ijkveld in de Landau-Lifschitz-Gilbert vergelijking. We bestuderen het effect van dit ijkveld op de magnetisatiedichtheid en schatten de mechanische rotatiefrequenties die benodigd zijn om het Barnett-effect te meten in een dunne film, bijvoorbeeld door gebruik te maken van het magneto-optische Kerr effect. Daarnaast bespreken we de mogelijkheid om domeingrenzen te verschuiven door mechanische rotatie van een ferromagnetisch draadje.

In hoofdstuk 3 zetten we onze discussie van het Barnett-effect in magnetische nanostructuren voort in termen van de magneto-mechanische dynamica van een vrijhangend quasi 1-dimensionaal draadje die een staart-op-staart domeingrens bevat. Het systeem kan uit evenwicht gedreven worden door een mechanische koppel en/of een aangelegd magneetveld. Door Onsager’s reciprociteitsrelatie toe te passen vinden we een verenigde beschrijving van het Barnett-effect (magnetisatie door rotatie) en het Einstein-de Haas-effect (rotatie door magnetisatie).

In hoofdstuk 4 richten wij ons op de dynamica van snel roterende kosmische stofkorrels. De polarisatie van sterlicht dat door wolken kosmische stof schijnt wordt toegeschreven aan het feit dat de stofkorrels hun dominante traagheidsas uitlijnen op de richting van de kosmische magneetvelden. Aangezien de precieze mechanismen van deze uitlijning en de relevante tijdschalen nog steeds onderwerp van discussie zijn, onderzoeken wij de uitlijning van ferromagnetische stofkorrels door de gekoppelde magneto-mechanische bewegingsvergelijkingen te formuleren op basis van een Landau-Lifschitz-Gilbert-vergelijking die aangepast is om rekening te houden met de effecten van mechanische rotatie, teneinde de magnetisatiedynamica te modelleren. Ons resultaat is dat de relevante tijdschalen voor de uitlijning van de dominante traagheidsas op het extern magneetveld onafhankelijk zijn van het mechanisch impulsmoment van een deeltje, in tegenstelling tot eerder werk.

In hoofdstuk 5 bespreken we de effecten van mechanische rotatie op een vrije-elektronengas. Door rekening te houden met de orbitale vrijheidsgraden van de elektronen in het roterende assenstelsel vinden we eigentoestanden die lijken op de Landau niveaus van een vrije-elektronengas in een extern magneetveld. Maar, in het geval van rotatie, zien we dat het spectrum van het elektron in het vlak loodrecht op de rotatie-as niet ontaard is, in tegenstelling tot het spectrum van elektronen in Landau niveaus (in het vlak loodrecht op het aangelegde magneetveld).
Verder zien we dat de Barnett-magnetisatie geïnduceerd in een vrije-elektronengas een louter paramagnetisch effect is, in tegenstelling tot de respons op een aangelegd magneetveld.
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When I moved into F328, I found a friendly Dutch guy sitting there: Marnix. In order to thank him for being my guide to everything Dutch as well as serving as my chauffeur whenever I needed one, I propose that the following empirical sociological law should be named after him:

If a conversation only lasts long enough, Marnix will inevitably comment on Stefan's biblical age and/or ask for the return of his grandfather's stolen bicycle.

Without Chris, I would probably have never realized that there is not only a speed limit on highways but also on treadmills – the latter not being police but fuse enforced. Speaking about gym, I also need to mention Ciprian, who for a long time
was only our theoretical gym partner before moving to the experimental side, and Giorgi. Thanks to Giorgi, I also learned how to open front doors without keys.

With both Fabian and Mihajlo I share a previous supervisor. In fact, Mihajlo used to be my “virtual” office mate in Konstanz until he suddenly materialized one day. I owe thanks to Fabian for creatively decorating our office in my absence, but I will probably never forgive him for putting the most interesting poster at a place not visible from my desk. Soon after Alina joined the group, we realized a remarkable correlation between hers and Fabian’s absence (the rest of that story is left to the reader as an exercise). I owe my first exposure to poker – a game I usually lose but still love playing – to Jeroen who ran the “Casino Flamingstraat” at the start of my PhD. The first common adventure Rakesh and I had, was resetting the language preferences on Fabian’s computer from Hungarian to something more understandable – a traumatic experience we analyzed at regular Wednesday-evening sessions at t’Klooster.

I thank Xuhui not only for giving me ample opportunity to disassemble IKEA furniture, but also making me his paronym. I still have troubles distinguishing his pronunciations of Floyd and Freud, thus I always want to ask “Do you mean Pink or Siegmund?” whenever he talks about one of them (my guess is that he usually refers to the latter). There is a lot I have to thank Jiang for: Not only was he a valuable source of advice during his stay in Delft, but he also invited me for a six week visit to Fudan University, where he is now a faculty. In addition, he hosted our group’s poker evenings for a long time and he was a good business partner – for offering a place to stay during his last weeks in Delft, I received whatever he couldn’t sell or take with him to China. Among that such valuable items as numerous Chinese bowls and an odd number of chopsticks. Now, Yan-Tin, Hu-Jun and Peng represent “China” in our group.

In 2009 I had enough of living in downtown Delft and thus started looking for new accommodation. Incidentally, so did Mireia and Joost. We ended up renting the probably safest place in Delft – just opposite of the police, fire and ambulance stations. I should thank Mireia not only for organizing a vast amount of kitchen equipment but also for throwing a number of (surprise – at least they were surprising to me) parties at our place. Without Joost I would never have learned that eating fla after dinners is mandatory in this country and that there are about 264 different kinds of stamppot. After a couple of months Mireia moved out and Nestor in. With Nestor I had many interesting discussions about almost everything ranging from politics to the endless topic “Spain compared to Germany resp. the Netherlands”. There is one more Spanish I have to mention: Toni, who diligently served as my Spanish-English translator whenever I was the only non-Spanish present. Rodriggo – so it seems – joined the group for the sole purpose of reminding Toni of Spain’s or Barcelona’s most recent defeat in soccer matches.
Without Tungky I would have never learned that there are three levels of spiciness in Indonesian cuisine: Spicy, insanely spicy and some degree of spicyness that can be considered chemical warfare. Thanks to his frequent invitations for dinners, I learned to eat food of the second spicyness degree without turning too red. To Kim and Erin I am indebted for reviving my long neglected infatuation with board games. Almost two years into my PhD, Fatemeh J. came for an interview to Delft. I still remember that after her interview I had to give her – at Moosa’s insistence – extremely detailed instructions on how to get from Delft to the doorstep of a hotel in Konstanz, her next destination. Thanks to her, I now know that dried peppermint leaves can be used for more than making infusions, that “The Big Bang Theory” is an accurate depiction of real life (as long as academia can be considered “real life”) and just about everything I ever wanted to know about Iran. The latest addition to our group is Akash. At the start of his PhD, I was his cooking-hotline (“I bought Frankfurters. Now what?”). However, he has since then progressed far beyond my cooking skills – at least when it comes to Indian-style dishes. I need to thank Frans for giving me opportunity to do anthropological field work concerning “Dutch weddings” and to Fatemeh M. for providing essential BBQ equipment.

One riddle I could not solve during my PhD is from where Miriam takes her constant joyfullness and liveliness, which I not only witnessed during the two semesters I taught for her but also whenever she came to see my office mates. I will remember Yaroslav for his stories about travelling, in particular border checks, and for being the human backup of wikipedia (I guess he’ll even know the current population of Langenargen – it is 7803). Yuli is somewhat of an oracle to me: He often would remark something during coffee breaks that proved hard to understand first, but eventually turned out to be something very deep. He also demonstrated, that Siberian wilderness skills can be easily transferred to Colorado. Jos is one of the few true Dutch in the theory group, although his accent suggests he’s British. When our previous secretary Yvonne retired, the question who would now make coffee and fetch the mail erupted. After a couple of months of heated discussion we were finally saved by Marjolein, who has replaced “coffee anarchy” with a “coffee making schedule” and is also extremely good at organizing things more important.

During my years in Konstanz, I shared an apartment and a research assistantship with Michael, who became my partner in countless Skype marathons during the last years. Furthermore, I need to thank him for his heroic effort to comment just about every article on my blog. Going even further home, I need to mention my Friedrichshafen friends: Öli, with whom my scientific career started as our high school’s chemistry nerds, is the other member of “PhD students anonymous, section Friedrichshafen” and my cross-country skiing buddy every winter. Annette has pretty much kept me up to date the last years with everything Friedrichshafen related that did not make it to the newspapers as well as being a patient listener.
whenever I needed one. My oldest friends are Wolfgang and Andi, whom I met in
a sandbox during our early kindergarden days. They have been my cycling com-
panions (undefeatable opponent would be closer to truth for Wolfgang, however)
during my summer vacations in Oberschwaben.

Last but not least, I’d like to thank my family. Since space is limited, a general
“huge thank you” goes to all my cousins, aunts, uncles and so on. In particular, I’d
like to thank Christian, Ingrid and Christopher for their continous efforts to con-
vince me that a “real job” might be indeed something worthwhile. In addition, I’d
like to thank my uncle Georg, who was always there for advice when I needed one
and for hooking me up with a drug called “cycling” – one of my earliest childhood
memories is when he carried me on his bicycle all the way to Waldenburg somewhen
in the early 1980s.

As a small child, I must have been a nuisance since I continously asked a never
ending stream of questions – or so my parents tell me. Anyway, Mama, Papa, danke
dass ihr meine Wissbegierigkeit gefördert habt – das Ergebnis haltet ihr gerade in
den Händen. I also owe you a lot for their support when doing a PhD proved to
be everything but a joyride – without you and your love I wouldn’t have made it. I
also have to thank my mother for being the mysterious artist designing this thesis’
cover, while thanks goes to my father for distracting me from hard PhD student life
with a continous stream of emails with fun stuff he came up with.

Speaking about emails: For the first half of my PhD I received periodically
emails with subject lines like “For the search party” or “Current location” – my
brother Thomas’ way of making me envious of his backpacker life in South-East
Asia and Australia. I need to thank him for letting me crash his couch last Easter as
well as his continous efforts to improve my musical taste, which – so far – proved
to be futile. When I started studying, Karin and Lisa were still in primary school.
Now, at the end of my PhD studies, they are students themselves – time must have
progressed in leaps. I owe thanks to Lisa for giving me a running tour – in the literal
sense of the word – of her university’s campus as well as letting me crash her place
in Cologne. Thanks to Karin’s nosy questions I learned how to explain physics at
a kindergarden, primary and high school level. I hope one day she reciprocates by
explaining me what this “life” thing is the biologists are constantly talking about.