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Sensors have been promising devices for a long period of time. Sensors in general, because these are essential elements in measurement systems and silicon sensors in particular, because of the potential to be merged with integrated circuits in silicon. In the footsteps of sensor research also the actuators have become of importance due to the fact that an information processing system is usually composed of both a measurement and control unit. Downscaling of the dimensions of the entire system has prompted research on microsystems. However, all these devices and especially the silicon sensor, have a problem in making the promise come true. Much scientific work has been done and the field has been gradually recognized as mature, which is reflected by the number and quality of international conferences devoted to these devices. However, if the sensor is really such a strategic component with a lot of room for improvement in terms of performance-to-price ratio when compared e.g. to integrated circuits, it should also have given rise to a considerable industrial infrastructure.

The reasons for the limited transfer of the impressive results of (basic) research into industrial activity is due to many factors of which some are intrinsic to the device, such as low volume production, application specific package and a component cost that is in a far lesser extend set by wafer processing compared to integrated circuits, but also by a number of factors that can be influenced, such as the flow of information between research and industry and the bridging of the (long) time interval between concept and product. This mismatch and the widely recognized strategic importance of sensors, actuators and microsystems has prompted initiatives at the National and European level to support the bidirectional flow of information between research (universities, institutes and industrial laboratories) and industry, as well as to provide financial support to bridge the time gap between the academic feasibility study and the prototype (the basic research and subsequent pre-competitive phase). These initiatives are expected to give a strong increase in the number of successful commercial applications.

In the Netherlands the Platform "Sensor Technology" has been established to take initiatives that are aiming on stimulating industry in using scientific results. One method to improve the flow of information is by organizing conferences and the 1996 National Sensor Conference is the second in a series of biennial events organized for this reason under the auspices of the Platform and the Cross Coordinating Committee "Sensor Technology" as part of the STW/NWO joint priority programme "Sensor Technology". Therefore, the purpose of this Sensor Conference is both to provide an opportunity for the presentation of recent results in all relevant aspects of research on sensors, actuators and microsystems as well as to serve as a meeting point between researchers from universities, institutes and industry and managers and systems designers involved in promising application areas of sensors, actuators and microsystems.

This book contains 5 invited papers and 44 contributed papers covering most aspects of the field. This event has only been possible as a result of the efforts of the programme committee, the local organizing committee, STW, many members of the Laboratory for Electronic Instrumentation of the Delft University of Technology and the authors, which are highly appreciated.
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ABSTRACT

Oxygen sensors play a crucial role in obtaining low exhaust gas emissions in gasoline-powered vehicles. More stringent emissions control legislation and the new requirement of having on-board diagnostic systems (OBD) to monitor the performance of a number of emissions-related vehicle components and systems for 100,000 miles or 10 years, necessitate research on Exhaust Gas Constituent (EGC) sensors, i.e. sensors for measuring hydrocarbons, carbon monoxide, and oxides of nitrogen. First, this paper briefly reviews the emissions standards, test procedures and OBD requirements, and then explains the present engine control system and the functioning and role of the \( \text{ZrO}_2 \) oxygen sensor. The remainder of the paper discusses some EGC sensor technologies under investigation at the Ford Research Laboratory, e.g., oxygen pumping devices and catalytic (micro)calorimetric sensors.

INTRODUCTION

Since the mid-1960s, when emissions standards for motor vehicles were introduced (first in California and then throughout the USA), a worldwide effort has been underway to reduce the exhaust emissions from automotive internal combustion engines, as well as the evaporative emissions from the fuel system. The undesirable emissions fall into four categories: hydrocarbons HC (including oxygenated HC, such as aldehydes and ketones), carbon monoxide CO, oxides of nitrogen NO\(_x\), and particulates (mainly from diesel engines). In addition, carbon dioxide ("greenhouse gas") emissions have come under scrutiny as well. The emissions standards have become increasingly stringent since their first introduction to the point that gasoline-powered vehicles sold in the US market between 1983 and 1992 had their hydrocarbons and carbon monoxide exhaust emissions reduced by 96% and...
their oxides of nitrogen exhaust emissions by 76%, compared to the uncontrolled levels. These reductions are made possible through the application of several advanced technologies including electronic fuel injection systems, on-board computers, catalytic converters, exhaust gas recirculation, and feedback control systems (based on the oxygen sensor) for metering air and fuel mixture [1]. Further reductions in emissions, to be phased-in over a number of years, have been legislated in the USA (1990 Clean Air Act Amendment), European Union ("Stage III" emissions regulations), and other parts of the world. For example, the levels of hydrocarbons in California (which imposes very strict standards because of unique air quality problems in some of its metropolitan areas) must be reduced by a factor of 10 compared with 1992 levels, and carbon monoxide and oxides of nitrogen must be reduced at least in half. In addition, emissions requirements have been extended from 50,000 to 100,000 miles (or 10 years, whichever comes first).

The emissions standards in the USA are expressed in grams/mile as measured over the Federal Test Procedure (FTP). The FTP is a drive cycle that simulates an average trip in a city area and includes cold start, several accelerations and decelerations, idling and cruises. It is carried out on a chassis-dynamometer under well-controlled, standardized conditions. The FTP is shown in Fig. 1 and consists of three (driving) parts: the cold phase (0-505 s), the stabilized phase (505-1372 s), a 10 minute break with the engine off, and the hot phase (1972-2477 s, a repeat of the 505 s cold phase with a warmed-up engine). Other countries have either adapted this US test cycle or devised their own. As exhaust gas emissions have come down considerably over the years, the relative contribution of the "cold start" (approximately the first minute) has increased. In this portion of the test, the catalyst is not yet functional, because it has not heated up to its ideal operating temperature of approximately 400-800 °C. The exhaust gases produced during the FTP test are collected in three bags using the so-called constant-volume sampling method [2]. In this procedure the exhaust gas is greatly diluted with air to prevent condensation of water vapor (and water-soluble emissions) and inhibit reactions between emissions. Subsequent analysis is carried out to determine the total emissions mass in each three bags and a weighted average emissions mass (over the entire test) in grams/mile is obtained.

![Figure 1: Speed (mph) during the Federal Test Procedure (FTP) drive cycle.](image-url)
It is also possible to selectively obtain second-by-second volume concentrations of (total) hydrocarbons (by using a flame ionization detector), carbon monoxide (by using an infrared detector), and oxides of nitrogen (by using a detector based on chemiluminescence).

In addition to the lowering of emissions levels worldwide, the US regulations also require on-board diagnostic systems (OBD) to monitor the performance of a number of emissions-related vehicle components and systems. One of the challenging tasks is to determine the degradation in catalyst hydrocarbon conversion efficiency as the vehicle and its components age. Accurate measurements have to be made on the vehicle under real-world driving conditions and converted to an equivalent FTP emissions mass. Some other OBD tasks include detection of engine misfires, and determination of oxygen sensor, exhaust gas recirculation, and evaporative fuel recovery system performance.

THE ENGINE CONTROL SYSTEM AND THE OXYGEN SENSOR

Engine design and operation, and exhaust gas after-treatment with a three-way-catalyst are the main methods today used to achieve low emissions in gasoline-powered vehicles. To obtain a maximum efficiency of the three-way-catalyst for oxidizing hydrocarbons and carbon monoxide to carbon dioxide and water on one hand and reducing oxides of nitrogen to nitrogen and oxygen on the other hand, the engine must run at or close to the stoichiometric air/fuel mixture, as is shown in Fig. 2. Electronic fuel injection to precisely supply the amount of fuel is necessary, but not sufficient. Also needed is an oxygen sensor in or close to the exhaust manifold to detect the stoichiometric point. This and other information (i.e., engine speed, load, and coolant temperature, etc.) is feedback to the microprocessor-based engine control system to fine-tune the air/fuel ratio and modify other engine inputs (i.e., exhaust gas recirculation, ignition timing, etc.) in order to optimize the catalyst conversion efficiency, the fuel economy, and the vehicle driveability.

The oxygen sensor predominantly used today is a thimble-shaped yttria-stabilized zirconia solid-state electrochemical Nernst cell, as shown in Fig. 3. The inner surface is exposed to air and acts as the reference, and the outer is in contact with the exhaust gas. Both surfaces have porous platinum electrodes. In most cases, the sensor has a heater in the center of the thimble to enhance the equilibration of the exhaust gas on the outer platinum electrode. With a metal shroud for protection (with openings to allow for gas circulation) the sensor is approximately the size of a spark plug. At elevated temperature (when ZrO₂ becomes a good ionic conductor) the sensor generates an emf given by the Nernst equation:

\[
\text{emf} = V_s = \frac{kT}{4e} \ln \left( \frac{P_1}{P_2} \right)
\]

where \( k \) is the Boltzmann constant, \( e \) the electron charge, \( T \) the absolute temperature, and \( P \) the equilibrium oxygen partial pressures at the electrodes. Because the equilibrium oxygen partial pressure in the exhaust gas changes by many orders of magnitude around the stoichiometric air/fuel ratio (Fig. 4), the emf of a ZrO₂ oxygen sensor shows a large step change around stoichiometry.
**Figure 2:** Three-way-catalyst conversion efficiency (%) for hydrocarbons (HC), carbon monoxide (CO), and oxides of nitrogen (NO\(_x\)) as a function of air mass to fuel mass ratio. Stoichiometry is at approximately 14.7.

**Figure 4:** Oxygen partial pressure in the exhaust gas as a function of air mass to fuel mass ratio. Stoichiometry is at approximately 14.7.

**Figure 3:** Schematic view of a ZrO\(_2\) oxygen sensor.
EXHAUST GAS CONSTITUENTS SENSORS

It would be very desirable to know more about the composition of the exhaust gas and use that information to further optimize engine control and OBD strategies. Currently, gas sensors for hydrocarbons, carbon monoxide, and oxides of nitrogen suitable for automotive exhaust gas applications do not exist. The detectors mentioned earlier to measure hydrocarbons, carbon monoxide, and oxides of nitrogen are expensive bench-type analytical instruments that need frequent calibration and sophisticated gas sampling. The challenge is thus to devise gas sensors that are low-cost, durable and stable (no need for recalibration), sensitive and selective, fast, able to withstand high temperatures, soot/particulates, water/water vapor, and capable of operating in conditions of variable temperature, flow, and gas composition. For a hydrocarbons sensor the additional challenge is to be able to measure the mix of over 200 hydrocarbon species that are present in the automotive exhaust. NOx sensors should be able to measure NO in the exhaust, because most of the NO2 is formed in the ambient air. Two areas of exhaust gas sensing technology under investigation will be described below.

COMBUSTIBLE GAS SENSORS BASED ON OXYGEN PUMPING

Because the ZrO2-based oxygen sensor has proven to be a reliable automotive sensor, the question arises whether this or related sensor configurations can be used to measure combustible gases, in particular hydrocarbons. Our research shows that sensors based on the oxygen-pumping principle can (to some extent even selectively) be used for measuring combustible gases [3]. When an external voltage is applied across a ZrO2 cell, oxygen is transferred (pumped) from the gas phase adjacent to the platinum electrode connected to the negative side of the external voltage supply to the gas phase adjacent to the platinum electrode connected to the positive side by means of the electric current passing through the cell by oxygen ion conduction. The rate at which oxygen is pumped by the electric current I_p is equal to I_p/4e. This is the principle of oxygen pumping with ZrO2 electrochemical cells, which has been used in the past to develop sensitive oxygen sensors [4].

Figure 5 shows a schematic of a combustibles sensor, consisting of two ZrO2 electrochemical cells arranged in a structure that defines a restricted volume v that communicates with the ambient gas through an aperture a. One of the cells is used to pump oxygen into or out of the restricted volume v. As a result the oxygen concentration inside v changes and an emf develops across the sensing cell. Under steady-state conditions the rate at which O2 is pumped out or into volume v by the pumping current I_p is equal to the diffusional flux of O2 (in molecules per second) into or out of volume v:

\[ I_p/4e = A(D_{O2}/kT)(P_2-P_1) \]  

(2)

D_{O2} is the diffusion coefficient of oxygen, P_1 are the equilibrium oxygen partial pressures at the sensing cell electrodes, and A is a constant that depends on the geometrical characteristics of the aperture a. Combining equations (1) and (2) results in:
Figure 5: A double-ZrO$_2$-cell device consisting of a pumping cell and a Nernst sensing cell.

Figure 6: The calculated sensing cell emf $V_s$ as a function of the pumping current $I_p$ for various concentrations of methane in air at $T=1000 K$.

Figure 7: The calculated sensing cell emf $V_s$ as a function of the pumping current $I_p$ for various concentrations of propane in air at $T=1000 K$.

Figure 8: The measured sensitivity of the combustibles gas sensor as a function of the sensing cell emf $V_s-V_{\text{offset}}$ for methane in air and propane in air.
At constant $V_s$ and $T$, the pumping current $I_p$ is proportional to the oxygen partial pressure $P_2$. A feedback circuit can be used to adjust the pumping current to keep $V_s$ constant. In the presence of a combustible gas with concentration $C_{comb}$ and (binary) diffusivity $D_{comb}$, equation (3) becomes [3]:

$$I_p = 4eBD_{O_2}[\{1 - \exp(-4eV_s/kT)\}C_{O_2} - nC_{comb}\{D_{comb}/D_{O_2} - \exp(-4eV_s/kT)\}]$$

where $B$ is a constant determined by the geometrical characteristics of aperture $a$ and $n$ is the number of oxygen molecules required to oxidize one molecule of the combustible gas. A measure for the sensitivity of the sensor is the change in pumping current (at constant $V_s$ and $T$) with respect to the pumping current when no combustible is present, i.e. $I_{p,\text{air}} - I_{p,\text{comb}}$. Examination of equation (4) for the pumping current reveals that for every combustible with (binary) diffusion coefficient $D_{comb}$ there is a value of $V_s/T$ for which $D_{comb}/D_{O_2} - \exp(-4eV_s/kT)$ equals zero, i.e. the sensor is insensitive to the combustible for that particular value of $V_s/T$. Figures 6 and 7 show calculated results at constant temperature for methane in air and propane in air, respectively. Around $V_s = 12$ mV the sensor does not respond to propane, i.e. for any concentration of propane, the required pumping current to obtain $V_s = 12$ mV is identical to the current required for air. At $V_s = 12$ mV the sensor does respond to methane. On the other hand, the sensor becomes selective to propane in a propane/methane/air mixture if $V_s$ is chosen to be equal to -2 mV. Figure 8 shows the measured sensitivity of the sensor for methane in air and propane in air. A qualitative agreement between the experimental results and the combustibles sensor model is obtained; the quantitative discrepancies are believed to originate from diffusion effects at the electrodes of the sensing cell (neglected in the model) and incomplete thermodynamic equilibrium (as assumed in the model) at the electrodes and inside volume $v$, and might be eliminated by optimizing the design of the sensor structure. In summary, differences in a physical property of the combustible gases (i.e. their diffusivity) can be used to obtain chemical selectivity in gas sensors based on oxygen pumping.

The results of our research show that concentrations below the lower explosive limit can easily be measured, but these combustible gas sensors do not have the sensitivity to accurately measure combustible gas concentrations substantially below 1%. However, the principle of oxygen pumping could still be applied to provide oxygen or a constant oxygen concentration environment to other types of sensors [5]. For example, metal-oxide semiconducting materials are very sensitive and could potentially be used as gas sensing materials. However, the resistance changes in these materials are not only dependent on the concentration of the combustible gas, but also on variations in oxygen concentration (as present in the automotive exhaust), which could be eliminated or reduced by using the oxygen pumping principle.

**CATALYTIC (MICRO)CALORIMETRIC GAS SENSORS**

Catalytic calorimetric gas sensors typically operate in the 300-550 °C temperature range, making
them in principle applicable for automotive applications. Although generally of lower sensitivity than semiconducting-type gas sensors, catalytic calorimetric sensors appear to be considerably more stable, faster responding, and less susceptible to varying amounts of water vapor and to varying amounts of oxygen (provided enough oxygen is present). Catalytic calorimetric gas sensors measure the rise in temperature of a (low thermal conductivity) substrate caused by the oxidation of combustible gases on a catalytic layer deposited on the substrate [6,7]. The temperature rise can be measured with a resistance thermometer, e.g., Pt; thermistors or thermocouples/thermopiles could also be used. To improve the detection limit of the sensor the temperature rise is usually measured differentially by adding a second element (e.g., a Pt resistor) with thermal characteristics identical to those of the sensing element, but without a catalytic layer. The resistances of the two elements are:

\[
\begin{align*}
R_{\text{catalytic}} &= R_0 (1 + \alpha T + \alpha \Delta T_{\text{comb}}) \\
R_{\text{ref}} &= R_0 (1 + \alpha T)
\end{align*}
\]

with \( R_0 \) the resistance at 0 °C, \( \alpha \) the temperature coefficient of resistance, \( T \) the temperature of operation in °C, and \( \Delta T_{\text{comb}} \) the rise in temperature caused by the oxidation of combustible gases on the catalytic layer. \( \Delta T_{\text{comb}} \) is given by:

\[
\Delta T_{\text{comb}} = \frac{(R_{\text{catalytic}} - R_{\text{ref}})}{\alpha R_0} = \frac{\Delta R}{\alpha R_0}
\]

Existing calorimetric sensors, based on different fabrication technologies, have been characterized, and found not to be compatible with the automotive exhaust gas environment. Most of our research has been concentrated on silicon micromachined calorimetric sensors. One of our silicon implementations is shown in a perspective view and a cross-sectional diagram in Fig. 9 [8]: two thin-film resistors are fabricated on two micromachined membranes of low thermal conductivity, and one is covered by a catalytic layer. No heater was incorporated in this particular design and the devices were heated externally. Other approaches to obtain micro-hotplates for gas sensor applications have been published by other research groups [9-18]. Reducing the size of a calorimetric sensor by using silicon micromachining as the method of fabrication results in a faster response time by reducing the thermal mass (a 20 ms thermal response time was measured) and a potentially lower detection limit by better temperature compensation between reference and catalytic element while still minimizing cross-talk between the two elements (an approximately 5 ppm C₁ detection limit under laboratory conditions was measured). Other reasons to study silicon micromachined gas sensors are lower power consumption for operation, a potentially lower manufacturing cost, and the possibility to easily manufacture sensor arrays. Resistive heating elements can also be embedded in these differential structures to control the catalyst temperature.

Extensive thermal modeling was carried out. It was found and confirmed by experimental measurements that most of the heat on the membrane is lost through the surrounding gas. A substantial part of that heat travels only a short distance through the gas to the silicon bulk substrate. This latter contribution necessitated computational fluid dynamical calculations in order to obtain the correct results. Numerical and experimental results in air, vacuum, and helium are shown in Fig. 10,
Figure 9: A perspective view (a) and a schematic cross-sectional diagram (b) of a silicon micromachined catalytic calorimetric gas sensor.

Figure 10: Resistance of the platinum resistance thermometer as a function of the input current for air, helium and vacuum. Numerical results (dotted) obtained from the thermal modeling are in good agreement with the experimental results (lines).
where the average rise in temperature on the membrane (as measured by the change in resistance) is shown as a function of input current. To get a good agreement between experiment and theory, it was important to use experimentally determined thermal conductivities for the various layers, because use of the monocrystalline, bulk values resulted in large errors [19].

Figure 11 shows the outputs $\Delta T_{\text{comb}}$ and $\Delta R$ as a function of the concentration for a number of combustible gases for the device shown in Fig. 9 using a high surface area noble metal catalyst. The sensor was mounted in a quartz tube, externally heated by a temperature-controlled furnace surrounding the tube (to approximately 360 °C), and subjected to a gas flow parallel to the plane of the sensor with a flow velocity of about 1 cm/s. The gas mixture contained 10% O$_2$ (by volume). Figure 12 shows the sensitivities ($\Delta T_{\text{comb}}/1000$ ppm of combustible gas, and $\Delta R/1000$ ppm of combustible gas) of a commercial calorimetric sensor (used for boiler control [20]) as a function of the number of carbon atoms for a number of combustible gases at 400 °C in 20 cm/s flow and in 5% O$_2$/N$_2$ mixtures for two different catalysts. In this experiment, the calorimetric sensor was mounted in a temperature-controlled aluminum block to obtain a uniform temperature. The dashed lines are a best fit through the data obtained for the paraffins/alkanes methane, ethane, propane, and n-butane. The sensor sensitivity for these paraffins is different for the two catalysts tested. The difference in sensitivity between sensors with the two different catalysts for the other combustible gases (e.g. olefins/alkenes, hydrogen, and carbon monoxide) is much smaller.

When the rate of oxidation of combustible gas molecules on the catalyst of the calorimetric sensor is much larger than the rate of arrival of the molecules, the device operation is mass-transfer limited. When the opposite is true, the operation is limited by the chemical-reaction rate. It is possible that neither the mass-transfer rate nor the chemical-reaction rate completely dominates. Mass-transfer limited operation is preferable, because a modest deterioration in the catalyst activity would not result in a change in the sensor response. We believe that for hydrogen, carbon monoxide and the olefins tested (ethylene and propylene) the sensor operation is mass-transfer limited for all catalysts we have tested. On the other hand, the oxidation of the paraffins tested seems to be limited by the reaction rate on the catalyst, resulting in different sensor outputs for different catalytic layers [21]. Studies of catalytic layers under well-controlled conditions are underway to further elucidate this issue.

In many applications the gas contains a mixture of combustible gases, e.g., different hydrocarbons, carbon monoxide, and hydrogen. In general, gas sensors have different sensitivities to the different combustible gases. Good selectivity for individual species is, at present, impossible to obtain. Even if selectivity were adequate, the additional problem of an insufficient detection limit exists, because individual gas species are present, in many cases, in very low concentrations. The problem is then how to interpret the output of a gas sensor which responds to several combustible gases. Preliminary results obtained on engine-dynamometers indicated some degree of correlation between the catalytic calorimetric sensor output and the concentration of hydrocarbons as measured by a flame ionization detector. More studies are in progress.
CONCLUSIONS

Since the 1960s, significant progress has been made in reducing automotive emissions, but stricter legislation and on-board diagnostic system (OBD) requirements dictate further improvements in emissions control systems. In the future, these systems may include gas sensors that measure exhaust gas constituents such as hydrocarbons, carbon monoxide or oxides of nitrogen. Work on a variety of sensing technologies is continuing to develop on-vehicle EGC sensors for this purpose.

REFERENCES


Glucose sensor based on microdialysis

A.J.M. Schoonen and K.J.C. Wientjes

Farmaceutische Technologie RUG

Anthonius Deusinglaan 1, 9613 AV Groningen.

ABSTRACT

A glucose sensor is developed based on microdialysis. This sensor system has been tested in vivo on healthy volunteers and diabetic patients by implanting a hollow fibre probe in the abdominal subcutaneous tissue. Reliable results were obtained for several days up to a week. At this moment a new miniaturised system is tested for use in humans. Pump, electrode, flow system, electronics and battery are mounted in a box, sized: 12.4 x 7.9 x 2.0 cm.

In the literature there is an ongoing discussion about the glucose concentration measured in the interstitial subcutaneous fluid. Often lower values than blood glucose are reported. Also glucose sensors working properly in vitro show a considerable drift in vivo due to a loss of sensitivity. Using the microdialysis technique it could be shown that not the biocompatibility of membranes in contact with tissue causes these problems. Implantation itself is damaging capillaries, resulting in a severe limitation of blood supply around the probe during the first few days. Sensors designed without a barrier between selector and detector will show signal drift in vivo, due to fouling of the detector by substances diffusing from the body into the detector.

I - INTRODUCTION

The first step in designing a biosensor is the choice of a method of analysis for the substance of interest. For glucose sensors several methods are tried: Optical methods (Near Infra Red; optical rotation) and electrochemical methods (direct oxidation of glucose on a platinum black electrode; enzymatic oxidation followed by amperometric detection of oxygen or hydrogenperoxide with or without mediators for electron transport). In principle optical methods (NIR) could be used for non-invasive measurement of glucose through the skin. As yet the NIR-method is far from reliable and basic research is needed before the glucose signal
can be sufficiently separated from the fluctuating noise generated by the complex structure of skin and tissue during normal daily life.

Most investigators have chosen the subcutaneous adipose tissue for implanting their sensor. The blood compartment should be ideal for measuring blood glucose, but complications as thrombophlebitis prevent routine use of this compartment. Moreover a sensor should be implanted by the diabetic patient himself.

Implantation of an artificial pancreas consisting of an insulin pump and a glucose sensor is not yet possible. This may be contemplated only when the glucose sensor produces a stable signal for at least half a year. So for the near future subcutaneous adipose tissue is the preferred site to test the performance of glucose sensors. Ideally the sensor should be applied with a small catheter. Therefore the glucose sensor should have a diameter as small as possible. A sensor based on a peroxide electrode, a layer of immobilised glucose oxidase as a selector and dipped in some coating solution for the outer membrane can be very small indeed (1). A microdialysis probe also satisfies this condition, but it has the advantage that the measuring cell, placed outside the body, need not be so very small and is accessible for study and maintenance during the in vivo experiments.

2 - SELECTOR & DETECTOR

Crucial in the concept of a biosensor is the on-line processing of selection and detection of the analyte resulting in an electrical signal as output. The main problem of a hydrogen peroxide electrode is the violation of this definition. Hydrogen peroxide is a solute and the molecule is very small, so it is almost impossible to separate this molecule by filtration. This means no barrier can be mounted between the selector and the detector, so hydrogen peroxide diffuses into the electrode space together with all types of small molecules from the body. The enzyme selector produces a specific signal that is proportional with the glucose concentration, but it does not separate this signal from the background noise. As the electrode is not specific for hydrogen peroxide, fouling of the electrode space and loss of sensitivity occurs. Selection implies separation of the analyte from the noise. Oxygen is a gas and can be separated by a hydrophobic membrane that acts as a fluid/fluid barrier. Only gas molecules pass a Teflon membrane so no solutes from the body can enter the electrode space. Therefore glucose sensors based on oxygen detection with a fluid/fluid barrier do not show a loss of sensitivity in vivo as compared to hydrogen peroxide detectors.

For glucose sensors tested in vivo almost exclusively the enzyme glucose oxidase (GOD) has been used as a selector. This enzyme is relatively robust with a shelflife of about 2.5 months at 37° C. However the glucose oxidation catalysed by GOD is producing hydrogen peroxide, a highly reactive substance to the enzyme itself. In nature the enzyme is working in close collaboration with the enzyme catalase that reduces peroxide to water. So adding catalase will reduce the denaturation of glucose oxidase by peroxide, but this is not possible when hydrogen peroxide is the analyte.

Another measure to reduce drift caused by degradation of glucose oxidase is to apply a substantial excess of the enzyme. Below a certain enzyme concentration the amount of enzyme will become the rate limiting step in the reaction. As long as this critical concentration is not reached, no drift of the sensor signal will be noted.
For immobilised enzyme layers this approach may complicate the measurement as the position of the reaction site in the layer may vary in time. For instance the produced hydrogenperoxide diffuses into the electrode space, but mostly (80%) through the outer membrane into the body. In time when the reaction site is moving due to degradation of enzyme molecules close to the outer membrane, the proportionality between peroxide diffusing into the electrode and into the body may change.

In this respect introducing a microdialysis probe as a bridge between the body and the reaction site offers two advantages. First of all no reagents can enter the body, preventing inflammation and immunogenic reactions. Second there is more freedom in designing enzyme reactors and detectors to secure a stable operation of the measuring device.

3 - MICRODIALYSIS FIBRES AS OUTER MEMBRANES

The microdialysis technique is well suited to study the permeability of membranes and the behaviour of the surrounding tissue after implantation. The outer membranes of measuring instruments are the interface between the biological organism and the technological device. Their proper performance in tissue is vital for devices aiming retrieval of information from the organism. Therefore glucose flow from the body into microdialysis probes is studied for three weeks in healthy volunteers.

Preliminary results show a substantial increase of glucose uptake by the fibres during the first week, after which a more or less constant recovery is measured. So biocompatibility problems resulting in a decreased sensitivity do not occur during this time period. The first hour after implantation recovery of glucose decreases from a high value (about 100%) to values of about 50%. It is hypothesised that the catheter used for implantation of the probe damages capillaries resulting in a flow of blood into the interstitial space. Than capillaries are closed and blood and interstitium are separated again. During this period recovery is falling, because the closed up capillaries are dead ends in the blood circulation. Around the probe adipose cells are relatively shut off from the nutritive blood flow. If a probe is perfused with glucose, uptake of glucose from the fibre is significantly increased, whereas glucose flow into a fibre perfused with saline is significantly reduced.

In the first week after implantation blood supply of the adipose cells around the probe is restored and the recovery of glucose by the probe increases to 100% again.

These results clearly imply that the ultimate goal should be total implantation of a sensor, if an invasive technique is used. Leaving a sensor or a microdialysis probe for only a week in the subcutaneous tissue, is not a sound approach when repair processes take a week to complete.
4 - PROSPECTS

Microdialysis may be fruitfully used to study in vivo monitoring, but could microdialysis also play a role in designing a totally implantable sensor? Main disadvantage of the microdialysis technique is the need of a pump, a battery and a reservoir with perfusion fluid and a waste bag.

As a first step on the road to total implantation we designed a closed loop dialysis system, eliminating the reservoir and waste bag. After measurement by the oxygen electrode, the remaining glucose is eliminated, the used oxygen is replenished and possible traces of enzyme from the reactor are adsorbed on a coal filter (fig. 1).

Needless to say it will take quite a long time before total implantation may be achieved. Further miniaturisation of the microdialysis system is very well possible, but the more general problems of long term electrode and enzyme stability are yet to be solved or circumvented.

Fig. 1: Glucose sensor with closed loop dialysis system.
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Abstract: In-situ generation of gas bubbles by electrolysis is reported in this paper for the measurement of dynamic surface tension of aqueous solutions. Special microelectrodes having only one single nucleation site (SNS) were designed for this purpose. Two kinds of electrodes were fabricated, microcavity electrodes (MCE) and gas phase nucleation core (GPNC) electrodes. The frequency of the electrogenerated bubbles is monotonously dependent on the dynamic surface tension showing the suitability of the proposed method.

1. INTRODUCTION

The measurement of the surface tension in liquids is important for various applications like, for instance, those employing surface active materials for wetting and washing. The surface tension is defined as half of the free energy due to cohesion of the material in vacuum per unit area. Distinction should be made between the static surface tension which characterises the equilibrium situations and the dynamic surface tension, which characterises the situations far from equilibrium. Wetting and cleaning processes are usually far from equilibrium and this is why the dynamic surface tension is the parameter that should be monitored.

To measure the dynamic surface tension, a surface or interface with changing area is needed. At this surface a dynamic process of coverage with surface active molecules takes place. A possibility to create a changing surface is to grow gas bubbles in the liquid giving rise to a controlled dynamic surface. A reproducible way to generate gas bubbles with a well defined size in a liquid is by blowing gas through a tube directly into the bulk of the liquid. The method is called sparging and the theory is quite well understood [1]. This method is widely used for dynamic surface tension measurements [2, 3]. The disadvantage is that a pump with a constant gas flow is needed resulting in quite a big set-up.

Electrolysis at metal electrodes is used in this paper as an alternative method of gas bubble generation. The challenge was to generate monosized bubbles in a controlled way and only on one specified site, such that the method is analogue to sparging. Single Nucleation Site (SNS) electrodes were made to generate bubbles on a specified site and with a reproducible size. Understanding of the nature of the nucleation processes resulted in two SNS
Electrode designs, micro cavity electrodes (MCEs) [4] and gas phase nucleation core (GPNC) electrodes. The evolution of the gas bubbles on the SNS electrodes induces fluctuations of the electrode overpotential and of the impedance. The bubbles generated at SNS electrodes by constant current electrolysis were used for the measurement of the dynamic surface tension in aqueous solutions. The constant electrolysis current corresponds to a constant gas production (in analogy to the already mentioned sparging method). It is shown that the frequency of the electrogenerated bubbles is monotonously dependent on the dynamic surface tension.

2. EXPERIMENTAL

For practical reasons concerning mainly the reproducibility of the fabrication process, the SNS electrodes were made in silicon technology. Silicon wafers with a <100> crystal orientation were used. The SNS electrodes are schematically drawn in fig. 1. Surface shaping in the form of a reversed pyramid is used for the MCEs (fig. 1 left) to get a higher dissolved gas concentration on the bottom of the cavity than in the bulk of the aqueous solution. In other words, dissolved gas is concentrated on the bottom of the cavity until heterogeneous nucleation takes place. The result is a single bubble nucleation site. The cavities of the MCEs were anisotropically etched through a SiO₂ mask. By choosing the size of this mask (40x40 μm), the dimensions of the reversed pyramid were completely specified.

A gas phase nucleus (Harvey nucleus) is created in the isotropically etched cavity under the working electrode (WE) of a GPNC electrode (fig. 1 right). This is achieved by electrolysis between the bulk electrode (BE) and a remote counter electrode. The single nucleation site is obtained in this case because the gas generated at the working electrode is diffusing to the already existing gas phase nucleus rather than nucleating a new bubble. The GPNC electrodes were made by isotropical etching through a SiO₂ mask. The mouth of the cavity was a circle with a diameter of 10 μm. The cavity depth was controlled by changing the etching time.

After the etching step, the fabrication process of both SNS electrodes followed the same steps. This process was described in [4]. Here only the layout differences between the two electrodes are mentioned. The active area of the SNS electrodes is determined by the SiO₂, Si₃N₄, polyimide window. For the MCEs, the active area was a square of 60x60 μm² whereas for the GPNC electrodes the active area was a circle with the diameter of 35 μm. The circuitry used for the bubble monitoring is given in fig. 2 and was also described in paper [4]. The current source (I2) was added to the scheme to drive the bulk electrode (BE) of the GPNC electrode.
The experiments were done in 10 mM solutions of sodium acetate (NaAc) or sodium sulphate (NaSO₄). The surface tension was changed by adding various concentrations of nonionic surfactant (Synperonic NP9 and Novel EO 4.5, courtesy of Unilever).

3. RESULTS AND DISCUSSION

The principle difference between the nucleation mechanisms used by the SNS electrodes, can be illustrated by an experiment in a liquid which was uniformly saturated with dissolved CO₂. If no current is passed through the working electrodes, bubbles should only grow on the GPNC electrode in the presence of the gas phase (Harvey) nucleus. It was observed that bubbles grew indeed on the GPNC electrode, only after the gas phase nucleus was generated by applying a short current pulse with I2 (fig. 2). No bubble was observed on the MCE. It means that the dissolved gas diffuses to the gas phase nucleus rather than nucleating a new bubble. The observed phenomena point out the difference between the heterogeneous nucleation and the nucleation in Harvey nuclei.

In fig. 3, typical wave forms are presented of the overpotential and impedance fluctuations at the SNS electrodes. The bubble frequency can be estimated from the recording of either the overpotential or the impedance. It can be seen that the form of the fluctuations is different for the two SNS electrodes. This difference can be explained by the differences between the nucleation mechanisms and the surface shapes. The different surface shape leads to different
concentration profiles of dissolved gas during the bubble evolution process. Moreover, there is a time interval for the MCEs, when no bubble is present on the electrode. This time is used to reach again the critical concentration that is needed for the nucleation of a new bubble. No such time can be seen in the case of the GPNC electrodes.

The results of the measurements of the bubble frequency dependence on the surfactant concentration are given in fig. 4, left for the MCEs and right for the GPNC electrodes. The surfactant concentration is proportional to the dynamic surface tension of the liquid. A monotonous dependence of the bubble frequency on the surfactant concentration can be seen which means that the SNS electrodes are suited for the monitoring of the dynamic surface tension.

![Graph](image)

**Fig. 4:** Measured dependency of the bubble frequency on the surfactant concentration (dynamic surface tension). (left) measurements with MCEs in 10 mM Na$_2$SO$_4$ and with various concentrations of nonionic surfactant (Syneronic NP9) (right) measurements with GPNC electrodes in 10 mM NaAc with various concentrations of nonionic surfactant (Novel EO 4.5).

4. CONCLUSIONS

It is shown in this paper that the in-situ generation of gas bubbles by electrolysis is suitable for the measurement of dynamic surface tension of aqueous solutions. The differences between the working principles of the two SNS electrodes are pointed out. Both electrodes can be used for the monitoring of the dynamic surface tension because the frequency of the bubbles is monotonously dependent on the surfactant concentration. The SNS electrodes work as actuators because they can generate ("actuate") bubbles with a controlled size on a specified place as well as sensors because they can detect ("sense") the presence and the size of the electrogenerated bubbles.
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ABSTRACT

A novel electrochemical microactuator has been developed as active valve, which may be used in microliquid systems or biomedical applications. The microactuator with a size of 5x5x1 mm^3 was made with the use of silicon micromachining and thin film techniques. This paper discusses the principle, fabrication and characterisation of the actuator.

1. INTRODUCTION

Micromechanics is a broad area, with a wide range of applications in many fields, e.g. in microliquid handling systems [1]. Basic components like pumps and valves, activated by different principles such as electrostatic, piezoelectric or thermopneumatic [2], have already been realised. The reported active valves differ in supply voltage, power consumption and dimensions (Table 1). An extensive comparison of active valves can be found in refs. [3, 4].

<table>
<thead>
<tr>
<th>Actuation principle</th>
<th>Pressure [10^3 Pa]</th>
<th>Stroke [μm]</th>
<th>Voltage [V]</th>
<th>Power consumption [mW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrostatic</td>
<td>&lt; 0.5</td>
<td>&lt; 10</td>
<td>100 - 200</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Thermopneumatic</td>
<td>1 &lt; P &lt; 100</td>
<td>30 &lt; d &lt; 100</td>
<td>5 - 20</td>
<td>2000 - 5000</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>&lt; 0.5</td>
<td>&gt; 100</td>
<td>20 - 50</td>
<td>50 - 300</td>
</tr>
<tr>
<td>Piezoelectric</td>
<td>&lt; 1</td>
<td>10 &lt; d &lt; 50</td>
<td>100 - 200</td>
<td>&lt; 5</td>
</tr>
</tbody>
</table>

Table 1: Different types of micro-valves

Depending on the application, some principles may be preferable. For example, for large strokes, coil valves, shape memory alloys and thermally excited valves can be used; large forces can be obtained with electrostatic devices; for high speed operation, thermally operated valves are too slow, so that in that case piezovalves are preferred. Most of these types of actuation need either high voltages (electrostatic, piezoelectric) or have quite high power consumption with low efficiency (heat dissipation in case of thermal actuation), which limits the applications. To obtain a low energy consumption and to have the possibility of discontinuous supply of power, we chose for electrochemical actuation, which is based on the
electrolysis of an aqueous electrolyte solution [5, 6]. The reversible chemical reactions, which are driven by an external current source, lead to gas evolution or gas reduction, depending on the direction of the current. In a closed system the pressure rise or drop resulting, from this gas generation or reduction, can be used to change the deflection of a membrane, which again can be used to close or open a liquid channel. If such an electrolytic cell is operated under open-circuit conditions, the pressure and thus the deflection state of the membrane will (in an ideal situation) be maintained. This means that no energy is required to maintain the state of the valve. The electrochemical micro-valve is attractive for use in microfluidics or medical applications, since relatively large pressures (up to tens of bar) can be reached in the electrochemical actuator with only low energy consumption (in the range of μW).

In this paper, the design, fabrication and characterisation of a micromachined electrochemical actuator are described.

2. PRINCIPLE

A solution of copper sulphate and platinum (Pt) and copper (Cu) electrodes were chosen to have reversible reactions. The Pt electrode acts as a catalyst for the formation of oxygen gas. The overall cell reaction for O₂ production is:

\[
2\text{H}_2\text{O} (l) + 2\text{Cu}^{2+} (aq) \leftrightarrow \text{O}_2(g) + 4\text{H}^+ (aq) + 2\text{Cu}(s)
\]

A serious problem with the chosen electrolyte-electrode combination is the following: Under open circuit conditions, the oxygen pressure built up in a previous electrolysis step should in principle remain constant. However, this "steady-state" can be disturbed by the reduction of the O₂ gas at the copper electrode. This unwanted reaction decreases the gas pressure and consequently the efficiency of the actuator. To reduce this effect, the copper electrode has to be protected against O₂, which can be done with e.g. an ion-exchange polymer membrane like Nafion® [8]. Nafion® is permeable to polar compounds and many positive ions, so that the current loop during electrolysis is closed, but impermeable to negative ions and nonpolar compounds such as O₂ gas. A serious problem with this material, however, is that it does not adhere very well to metals, SiO₂ or Si₃N₄.

The gas pressure developed by electrolysis is used to deflect a membrane. We modeled the pressure-deflection behaviour using the theory for small and large deflections of flat and corrugated membranes described in ref. [9]. For small deflections, the relationship between pressure and deflection is linear (only bending of the membrane occurs). The non-linearity which occurs for large deflections is the result of tensile stress caused by the stretching of the membrane. For a flat, square membrane of thickness \( h \), length \( 2a \), Young's modulus \( E \), Poisson's ratio \( \nu \), and initial stress \( \sigma \), the relationship between the pressure difference \( P \) over the membrane and the corresponding centre deflection \( y \) is described by:

\[
P = \frac{341\sigma h}{a^3} \cdot y + \frac{Eh}{a^3} \cdot \frac{1.98 \cdot (1 - 0.295 \nu)}{1 - \nu} \cdot y^3
\]

Analytical simulations for square, 1.2 mm wide and 1 μm thick silicon nitride membranes, \( E = 300 \text{ GPa} \), \( \nu = 0.3 \), \( \sigma = 100 \text{-MPa} \), and 8 μm thick polyimide membranes, \( E = 5 \text{ GPa} \), \( \sigma = 40 \text{-MPa} \), \( \nu = 0.3 \) were carried out. The deflection of all membranes was measured with the use of air pressure, and membrane deflections were recorded by a Sloan DEKTAK 3030 profiler.
Good agreement is found between calculated and experimental data (see Fig. 1). The amount of gas produced can be calculated from the deflection/pressure "calibration curve" in Fig. 1, the volume of the cell cavity and measurements of the deflection during oxygen pressure build up. The deflecting membrane can be used in a micro-valve, e.g. designed in such a way that the membrane closes a (circular) hole in a plate above the membrane (called "disk" case), or the membrane is situated inside the channel (called "channel" case). In order to get an impression of the behaviour of such a valve, we estimate the pressure drop across the membrane for both two cases. In the simulation we assumed laminar flow, and fully developed velocity profile, with outer radius of 300 µm and inner radius of 150 µm for the "disk" case, and 150 µm the gap length for the "channel" case. Low volume flow rates were used, 1 µl/min ("low flow") and 3 µl/min ("high flow"). The behaviour of the pressure drop for the two cases is shown in Fig. 2. The real situation in a valve of the design discussed above will be different; this situation can only be modelled accurately with numerical methods, e.g. with the aid of coupled fluid dynamically and mechanical finite element calculations.

3. Experiment
The microactuator of total size 5x5x1 mm³ was fabricated with silicon micromachining and thin film techniques from two silicon wafers and consists of two main parts: the electrochemical cell and the deflecting membrane, which is used for pressure-to-deflection transformation (Fig. 3). The deflecting membranes are either made of low-stress LPCVD silicon nitride or of polyimide. The 1 µm thick silicon nitride membranes are either flat or with corrugations; the fabrication process can be found in ref.[6]. The process of polyimide membranes is as follows: a silicon wafer with a layer of 1 µm LPCVD silicon nitride is etched from the backside in KOH solution; on the front side a polyimide layer is spun and cured, over a 20 nm sputtered Cr adhesion layer, and finally the silicon nitride layer is removed by Reactive Ion Etching in an O₂/CHF₃ plasma, while the Cr layer is removed by wet etching. The two electrodes, Pt and Cu, are deposited by sputtering and patterned by lift-off. Full details of the complete fabrication procedure can be found in ref.[6].
In order to improve the adhesion of Nafion® on the Cu electrode and to allow thicker Nafion® films with a smaller area, so that oxygen diffusion to the Cu electrode is reduced [6], a polyimide mesh was used (Fig. 3). Tests have shown that the mechanical stability of this polymer membrane is sufficient for our application. In principle the two processed wafers can be bonded at 300°C to form a perfectly sealed cavity, however, this temperature is not allowed because it would change the properties of Nafion®. Therefore bonding and closing of the electrochemical cell cavity were done at room temperature with epoxy. Some measurements of the electrochemical behaviour of the actuator were conducted at constant current. Using as little as 7 μW for 100 s, a pressure of 20 mbar was easily obtained, which deflected a flat membrane over 1.25 μm. If the microvalve is actuated at 1.6 V and currents below 50 μA, pressures of 2 bar could easily be obtained, causing membrane deflections in the range of 30 to 70 μm. We also demonstrated that, by short-circuiting the cell or applying a reverse current, the membrane deflection can be reduced in an accurate way.

In conclusion, it was demonstrated that the electrochemical actuation presented here is an efficient and flexible method for the deflection of membranes, which can be applied in e.g. active microvalves with good characteristics.
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Abstract
This paper describes a wide variety of mechanical, photonic and magnetic microsystems, as well as integrated circuits developed and fabricated by CSEM. Advanced research activities focus on perceptive systems. The microsystems development methodology addresses the design flow in an industrial environment.

CSEM in brief
CSEM is a Swiss center of international stature which provides the synergies necessary between research, industrial development and education, in order to successfully tackle the technological challenges of the future.

CSEM's principal mission is to generate new high-tech business, based on leading-edge know-how and expertise in microelectronics, microtechnologies, and related systems and materials. By assisting industry through a dynamic shuttle action between research and industrial production, CSEM contributes to the development of novel products. This is particularly the case in the framework of European programs.

CSEM is a private company, the shares in which are held by leading Swiss enterprises. Advanced research programs and capital equipment are supported by the Swiss federal government. Beside Switzerland, CSEM is internationally active in a dozen European countries, as well as overseas.

CSEM's core competencies are in the field of microtechnology:
- Integrated circuits and systems, especially for low-power applications
- Microsystem techniques
- Subsystems and instrumentation
- Bio-inspired techniques.

Strategic Areas
Based on trends of the economy, CSEM's medium-term strategy focuses on:
- Analog and mixed analog/digital circuits and systems.
- Circuit design concepts to enable new breakthroughs in low power consumption.
- Extending the variety and performance of technological processes in silicon, particularly for sensors, actuators, and smart microcomponents.

Mastering micro-system and subsystem technologies, both with respect to hardware (methods, tools, components, packaging, assembly and test), and software aspects (processing, learning, networking and interfacing).

Bio-inspired technologies and architectures for perception and action, as well as smart nanostructure interfaces.

Creating a competitive advantage for new products. CSEM's front-edge know-how and core competencies rely on the combination of several key technologies. Since these are available from a single source, truly original and innovative product concepts are feasible.

Applications for micropower circuits and components extend from biomedical instruments to portable measuring equipment, through paging and time-keeping systems. Key elements are also being used more extensively for sensing and interfacing in industrial automation and process control units.

CSEM's approach to microsystems and subsystems relies on the integration of electronics, mechanics, optics, magnetics and materials to develop multicomponent devices with enhanced performance.

They address the strongly growing market of miniaturized and portable applications which have exacting technical requirements. They also include the aerospace and heavy industry sectors. Applications range from computer mice to subsystems for transport equipment, through novel printing systems and atomic-scale measuring equipment.

Technological means. At CSEM, projects are handled from the research phase, through technology feasibility studies, product design and development, to prototyping, production and testing. This unique feature is due to the full availability of in-house technological capabilities and services, as well as to the expertise and success in running projects from basics all the way to full industrialization.

In particular, CSEM, operates a versatile and modular silicon processing line with state-of-art production equipment for micromachining, optical microstructures, particle sensors, special microelectronic components, and other specialities.

LITOMASK is CSEM's own mask-shop facility with complete optical, e-beam and laser writing capabilities. As an external service, it has obtained quality certification according to ISO 9002 industrial standards.

Other technological services are also provided for chip integration, multi-project wafers, IC testing, and thin film deposition.

CSEM has been appointed by the European community as leader of one of the four Microsystem Manufacturing Clusters. In a joint collaboration with the Twente Micro Products (TMP) and Holland Signaal, both in The Netherlands, CSEM will offer microsystems development competence, technology service and microsystem production, as well as consulting.
Multi-disciplinary research and development

CSEM's microsystems development and production activities cover four main specialities: mechanical, photonic and magnetic microsystems, and integrated circuits.
The advanced research activity is concentrated on perception systems inspired on biology, bio-chemical sensors and process technology.

The following examples of products and research results will illustrate the multi-disciplinary aspects of the developments.

Firstly, mechanical microsystems combine low-power signal processing with capacitive sensing devices such as accelerometers and pressure sensors for high accuracy applications [1], [2], [3], [4]. Figure 1 shows a microsystem which measures the frequency of a differential pressure as part of a fluidic oscillator for flow measurements. Based on an oil-filled capacitive sensor, the system is capable of measuring frequencies from 0.15 to 45 Hz for differential pressures from 0.6 Pa to 60 kPa. The ASIC permanently compensates for large quasi-static pressure offsets in the presence of small differential pressure variations. Consuming less than 10 μA over 5 - 90 °C, the microsystem can operate 10 years from a 3 V lithium battery. The development was carried out in the frame of the European ESPRIT project SLOPSYS [1].

Figure 1  Differential capacitive pressure sensor with low power ASIC [1].

Classical and flexural mechanics are used to realise high precision actuators for fine-positioning devices, as is shown in Figure 2. Based on a silicon bulk micromachined flexible structure and a classical miniature motor, the microslit realises precision apertures in an optical application. The silicon device has been designed and
fabricated at CSEM, and the complete unit is assembled and functionally tested in house.

Figure 2  Microslit for precision optical application.

Magnetic microsystems combine integrated electronics with electroplated coils and magnetic materials to form dense arrays of magnetic actuators, antennas-on-chip, and coil-on-chip positioning sensors. Figure 3 shows a detail of a 1-inch silicon chip containing 480 electromagnets. The electromagnets are composed of FeNi writing poles, connected through a FeNi back plate, and are surrounded by gold coils which are addressed by on-chip multiplexing diodes. Several 1-inch silicon chips are assembled to form a magnetographic printer head [7].

Photonic microsystems may be composed of arrays of diffractive or classical microlenses, shutters and massive parallel analog signal processing based on arrays of photodiodes. They are used in light measuring and modulation systems and perceptive vision. Applications are found in colour, motion and obstacle detection, position encoders and optical imaging systems [5], [6].
One of the early industrial applications of perceptive vision research is an encoder for a trackball, as illustrated in Figure 4. A displacement of the speckled image on the ball of the pointing device (trackball) is detected by an artificial retina mounted under a microlens. The silicon retina contains an array of 93 smart pixels, each based on a photodiode and associated analog read-out electronics. Inspired on the biological vision system, local and global information from the pixels are combined to extract displacement in a digital format. This feature is obtained without processing a sequence of sampled images, as would be the case in a CCD-based system. The result is a robust and low-cost encoder realised in standard CMOS technology [5].

A vital building block of microsystems is the ASIC, which may contain a combination of sensor and actuator interface electronics, A/D and D/A converters, power management functions, a micro-controller for calibration, communication protocol handling and self-test. High voltage drivers, bus interfaces as well as emerging wireless links are possible peripheral options which enable highly integrated intelligent microsystems [8], [9], [10], [11].
This pointing device (mouse) is based on a silicon retina which uses parallel analog signal processing to perform movement detection [5].

Low power consumption and/or low voltage operation becomes an issue in portable and remotely located applications, as well as in products with increasing functionality with a constantly reducing power budget. Figure 5 shows a detail of a 3-axes portable shock-detector with 10 years autonomy. The product is based on three CSEM capacitive accelerometers and an ASIC incorporating sensor read-out, programmable filtering, 11 bit per-channel A/D conversion, r.m.s.-to-DC converter, a real-time clock, built-in test features and a microprocessor interface. The circuit is powered at 3 V, consuming 450 µW in standby mode, and 1.5 mW during full operation. The accelerometers and their interface assure a sub-ms wake-up to full functionality [8].

One of the driving forces in advanced research today is the study of how sensing, actuation and computational tasks are implemented in nature. This biological study teaches many things about robust, flexible and efficient techniques that can be implemented in microsystems.

The exploration areas include bio-inspired perception systems for vision, audition and olfaction (smell). VLSI (very large scale integration) circuit technology is used to conveniently interface cellular architectures of sensors and actuators with massively parallel electronics [12], [13].

In the area of bio-chemical microsystems research, CSEM focuses on bio-chemical sensitive layers, detection techniques, liquid handling and signal processing techniques.
Design methodology

Unlike in integrated circuit design, which relies on standard IC technologies, the microsystem designer has a virtually infinite liberty to combine a variety of semiconductor process steps and dedicated wafer technologies, assembly techniques and packaging concepts. In order to handle this freedom in an industrial environment, we have identified three product creation phases:

1. the technology set-up phase, in which the feasibility of new wafer processes and assembly and packaging concepts are proven and documented in a 'technology cook-book'.
2. the development phase, in which the actual microsystem design takes place, using proven and documented technology steps. This phase includes the manufacturability study.
3. the production phase, including the industrialisation phase during which test procedures and yield are determined.

Market introduction, distribution and sales are carried out by CSEM's customers.

In developments where the technical and commercial specifications are within reach using existing and well characterized technologies, the product development phase can be started directly.
For the product development phase, CSEM has defined a microsystem development methodology. Following the product definition and system design are addressed: detailed design, fabrication of components, prototype assembly and qualification. Upon customer approval, the definitive design, fabrication, assembly and test phases are accomplished.

The system design phase is vital for successful microsystems development, since it is in this phase that design concepts in terms of technical performance, manufacturability and production costs. Global specifications are translated into component specifications. Transducer physics, process knowledge, flexible packaging techniques, ASIC design and system simulation skills are required in this multi-disciplinary activity. Intensive project management and communication between development engineers are key success factors.

Behavioural microsystem simulation is becoming a valuable tool in development. By using HOLA, the analog complement of the digital hardware description language VHDL, it is possible to simulate together physical elements and electronic circuits, as to compare the performance of different microsystem architectures, and to assure that system specifications are translated into feasible sub-system specifications.

Conclusion

Microsystems represent a key technology for the future. CSEM’s microsystems research, product development and production activities cover mechanical, magnetic, photonic and bio-chemical devices. Biological inspiration forms a driving force in today’s microsystem research. Complemented by the in-house ASIC design skills, all microsystem development elements are available under one roof.
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Design, fabrication and characterisation of a planar microcoil inductor for power supply in and data exchange with implantable microsystems
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ABSTRACT

In this report a summary will be given of some considerations which are important when powering implants by telemetry. The fabrication process and electrical characterisation of planar receiver coils of small dimensions (~5 mm²) will be described. Optimising the diverse variety of parameters, a receiver coil of sufficient efficiency has been developed.

1. INTRODUCTION

Over the last few years, interest and use of implants in the human body has increased. Permanent implants can be useful when there is a need for monitoring for example the insulin level, intraocular pressure or actuation of specific nerves. As the implants get smaller, much attention is directed towards downscaling of the electronics, data transmission circuitry and power supply. Considering the latter, the use of a battery is not always feasible or desirable because of size and lifetime limitations [1]. Wire connections can not be placed for long periods of time. An alternative for powering of implants is transmission of energy by inductive coupling of a pair of coils (fig. 1).

Making the receiver smaller has several consequences. First of all, as the area encapsulated by the turns of a receiver gets smaller, a more dense magnetic field is necessary to transfer the desired amount of energy. A dense field may induce eddy currents in human tissue, resulting in resistive heating or actuation of nerves. It has been reported that inductive heating can cause damage to the human tissue [2]. Coupling of coils by air (fig. 1), is inefficient compared to coils coupled by a core. Therefore, to increase efficiency, a small distance between transmitter and receiver is

![Figure 1 cross-section of a transmission-receiver set-up showing magnetic fieldlines.](image-url)
preferred. For the same reason, a planar receiver coil is preferred over a solenoid.

In this paper we will concentrate on two configurations of a planar micro coil with dimensions of 4.5 mm in diameter, a wire thickness of 10 μm and more than 112 turns. The first coil has a wire height of 1 μm and the second a height of 11 μm. Insight has been gained in the importance of parasitic effects, which start dominating at frequencies of several megahertz.

2. DESIGN PARAMETERS FOR PLANAR COILS

A one layer planar coil deposited on a silicon substrate with a SiO₂ insulation layer (fig. 2) can be modelled by an electrical equivalent as shown in figure 3. The lower limit of the working frequency for transmission is determined by the physical size of the components in the electronic circuitry and the decrease of the quality factor, Q, of the coil, which, for \( R_p \rightarrow \infty \), is determined by:

\[
Q = \frac{\omega L}{R_p}
\]

The upper limit of the working frequency is not only determined by the absorption in human tissue, but also by the quasi-static condition and the change of resistance at higher frequencies. Regarding the quasi-static condition, it is necessary that the dimensions of the electronics are small compared to the wavelength in order to use conventional circuit theory [4]. To increase the inductance of a planar coil, many turns are necessary. The total length of the wire in our coils is about 1 m, implying that the working frequency should be much smaller than 300 MHz.

A theoretical prediction of the series resistance \( R_s \) of the coil was found to be difficult. As the operating frequency increases, the penetration depth of the current decreases, resulting in a redistribution of the current in the wire. This effect is amplified by the magnetic fields induced by neighbouring wires. Modelling of these effects indicates that the total series resistance may be several times the dc resistance, according to the formula [3]:

\[
R_s = R_k \left[ 1 + \frac{1}{48} \left( \frac{r_t}{\delta} \right)^2 \left( 1 + n \cdot \frac{12}{(d/\delta)} \right) \right] \quad \text{[Ω]}
\]

\( \delta \) is the penetration depth, \( r_t \) is half the width of a turn and \( d \) is the distance between the centre of two neighbouring wires. For a planar coil wound to the centre, the constant \( n \) is 8.64. The increase in resistance can be prevented by a careful choice of the dimensions of the coil and working frequency of the aimed circuitry.

The capacitance in the circuitry is dominated by the capacitance between the turns and the substrate. The self-inductance depends on the number of turns \( N \) and the mean diameter, \( a \), and a factor \( P \) which depends on the coils dimensions[5]. \( P \) is 13.9 for the coils in this paper.

\[
L_s \approx 0.1 \cdot N^2 \cdot a \cdot P \quad \text{[μH]}
\]

3. POWER HANDLING AND DATA TRANSFER

To drive an implant's circuitry, the transmitted power needs to be rectified and smoothed to a dc voltage of at least 1.5 to 2.0 volts. Furthermore this voltage needs to be kept constant. An
accidental increase of the magnetic field strength should not result in a sudden voltage increase, risking damage to the implant. Besides voltage regulation, there needs to be some kind of feedback from the implant to the external environment, because it is not always possible to see how and where the implant is placed. Therefore, a signal needs to be sent back as soon as the transmitter is correctly placed and enough power is coupled into the implant. Besides synchronisation, the implant may have to signal back when it is ready performing the desired action.

Passive rectification is done by using a bridge of Germanium diodes. They have the advantage over silicon diodes that the voltage drop is only 0.3 V instead of 0.6 V, so that less power is lost. The circuitry can be protected from a (sudden) voltage increase by a zener diode (see figure 4).

Feedback can be given by changing the impedance of the receiver circuitry. A significant change of the impedance can be measured at the transmitter. The impedance can be changed by applying a signal on the gate of a CMOS or JFET. This technique prevents the need for transmitter circuitry in the implant.

4. FABRICATION

Two different fabrication techniques have been used to make planar coils. The first is preparation of a conductive wire by lift-off and sputtering. The second is by electroplating of copper. In both cases an oxidised silicon substrate is used.

To make a coil with the lift-off technique, conventional photoresist is patterned, a 1 μm layer of copper is deposited by sputtering. The sputtering set-up does not give perfect perpendicular incidence of copper atoms on the substrate, which is the cause for the ledges on the side of the turns (fig. 5).

Fabrication of a coil by electroplating was done by sputtering a blanket layer of 20 nm of chromium followed by 0.5 μm of copper. Two layers of 7.5 μm thick resist (Ma-P275, Micro allresist) were spun on the wafer with a 1 min. 90°C baking period in-between. After exposure, the resist was partially developed. It was then aligned, exposed and developed for a second time. This two step development was done because there seemed to be a significant change of refractive index between the upper and lower resist layer. An electroplating set-up was made using a commercial Cu electrode and electrolyte with surface active agents. A layer of 11 μm of copper was grown in 30 min. The resist was stripped with acetone in an
ultrasonic bath. Finally the seed layer was removed by ion beam etching. Figure 6 shows the result.
Although fabrication of coils by sputtering produces much smoother surfaces, it is expected that it can not be grown as high as 10 μm due to the expected residual stresses in the copper. In fact, the rough surface on top of the electroplated layer (± 0.5 μm) does not seem to influence the electrical parameters very much.

5. MEASUREMENTS

Impedance measurements of the coils are shown in figure 7. The 1 μm high coil does not show inductance, due to the relatively high resistance. It has a resonance frequency at 2 MHz and a dc resistance of 2200 Ω. The other coil clearly shows inductance properties. The resonance frequency is 3 MHz and the dc resistance 130 Ω.

A transmitter-receiver set-up was made using the receiver circuitry from figure 3. The transmitter was placed at a distance of 3 mm. Using the electroplated coil, it was possible to have at least 1mW / 1.5V available on the output terminals. The efficiency between power delivered by the transmitter generator and available power on the output terminals was 0.1%.

6. CONCLUSIONS

Coils have been fabricated which may find practical use for powering of implants as well as data exchange. Although the efficiency is low, the power transmission can be high enough to power electronics. At small dimensions it seems that not only absorption in human tissue is a limiting factor but also the quasi-static condition and effective resistance increase at higher frequencies.

Currently attention is directed to produce multi-layered planar coils with a more optimal ratio of winding depth and number of turns.
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ABSTRACT

In the present paper we introduce a smart image sensor, the PSD-chip, designed for sheet-of-light range imaging. The sensor area consists of an array of Position Sensitive Detector (PSD)-strips. The on-chip signal processing electronics is built up from both analog and digital circuitry. Our aim is to be able to record 1.5 million range values (RangeIs) per second at a 12-bits resolution.

1. INTRODUCTION

The urge for optical 3D scanning devices arises in fully automated processes or assembly cells, where image sensors can serve as inspection tools. The development of smart sensors is a natural result of the removal of people from the industrial process. A smart image sensor is a chip where an image sensor and signal-processing circuits have been put together on the same silicon die [3]. The smart image sensor of our investigations will be able to record 1.5 Mrangels/s at a 12-bits resolution.

3D information can be obtained with the aid of 3 reference points (in the human system two eyes and an object). The measurement technique that is based on this principle is called triangulation (see Fig. 1): the beam of a laser diode is converted into a sheet of light. The light sheet cuts the object under observation in a profile-line. This intersectional line is projected onto an image sensor containing an array of Position Sensitive Detector (PSD)-strips.

A PSD consists of a planar p-n (or n-p) junction. Each PSD-strip produces two currents caused by the lateral photo-effect [1]: one to the left and one to the right side of the PSD. The ratio of these currents is a measure for the center of gravity of the incident light-distribution, from
which the range values can be computed. A complete range image can be obtained by recording
a number of adjacent profile lines. An interesting property of the production of PSD's is that it
is compatible with processing of bipolar transistors, and this creates the possibility to integrate
PSD's and readout electronics on the same silicon die. We will exploit this for the PSD-chip to
let on-chip electronics take care of amplification, and of demultiplexing of the sensor signals to
a single output channel.

Several sensors have been reported that are able to perform the task of sheet-of-light range
imaging [3-6]. The smart sensor of our investigations is the first that contains both a PSD-array
and readout electronics on a single die, thus reducing the number of bonding pads to our chip
(because demultiplexing of the sensor-signals occurs "on-chip”).

![Fig. 1 Active triangulation.](image)

II. THE SMART IMAGE SENSOR

As mentioned in Sec. I, the smart image sensor that is presently being developed, will contain
the PSDstrips as well as a part of the readout electronics [see Fig. 2a for a sketch of the PSD-
chip]. The on-chip electronics consist of an analog as well as a digital part :

- Analog: amplification and low-pass filtering of the sensor signals
- Digital: demultiplexing (i.e. selection of the PSD-strips)
II-A Analog electronics (on-chip)

Amplification and low-pass filtering occurs using an operational amplifier, connected in a resistive and capacitive feedback circuit. The -3dB cut-off frequency of the opamp with feedback is 20kHz. Low-pass filtering is necessary to eliminate the high-frequency transistor-noise that is present in integrated circuits. The opamp is designed to deliver a large amount of gain using a minimum number of transistors. The high opamp gain will make sure that the (small) photo-currents will be lifted above the noise-level of the rest of the signal-processing electronics. The Signal to Noise Ratio must be sufficient to support 12-bits representation of the range values.

Fig. 2 a) sketch of the dimensions of the PSD-chip, b) sketch of the signal-processing that takes place on the sensor-chip: amplification (A), low-pass filtering (F) and demultiplexing of the signals to a single output-channel.
II-B Digital electronics (on-chip)

The strip-selection circuit will be implemented in Emitter Coupled Logic (ECL). Strip-selection proceeds with a ring-counter, which is designed from standard ECL OR/NOR-gates and D-type flipflops. Using ECL, switching speeds of over 10 MHz can be obtained. Each strip is selected once every 64 µs, in order to make the PSD-chip compatible with video-standards. Fig. 2b) shows (schematically) the idea of the signal processing that takes place on the sensor-chip.

II-C Off-chip signal processing

Apart from supply voltage and ground-connections the only connections to the outside world are a clock signal "in", and an amplified, filtered and demultiplexed signal "out". The rest of the signal processing (off-chip) consists of:

- variable gain amplification
- 12-bits AD-conversion
- correction for amplifier off-sets, using look-up tables
- computation of the range values using Digital Signal Processors (DSP's)

II-D Concatenation of more PSD-chips

A special feature of the PSD-chip of our investigations is the possibility of increasing the number of PSD-strips with a multiple of n (i.e. the number of strips on a single die). This is achieved by making the dice (that contain n PSD-stripe each) suitable for concatenation, which will give us the opportunity of increasing the number of samples in the V-direction [see Figs. 1 and 2a)] without the need of making a single, very large die. The digital electronics are designed such that two (or more) PSD-chips can be interconnected in order to form a ring-counter that selects between 2n (or a multiple of n) strips. This feature, of placing a number of PSD-chip next to each other, will also set high demands on the physical size of the dice (containing the sensors and the electronics) if periodicity in the V-direction has to be maintained.

III. CONCLUSIONS

The simulation results (simulations have been performed on Pstar 3.0, using DIMES01 transistor parameters) we have obtained so far provide a sound reason to believe that the PSD-chip will be able to meet the demands concerning accuracy (83 dB SNR) and speed (1.5MHz range frequency). A prototype of the PSD-chip is being processed at the Delft Institute for Micro Electronics and Submicronotechnology (DIMES).
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ABSTRACT
An optical sensor for operation in the visible spectrum with integrated
electronic read-circuits has been realised in a BIFET process. The output
signal is a pulse series with a frequency proportional to the intensity of the
incident light. Furthermore, the duty-cycle of the output pulses depends on
the spectral distribution of the incident light, enabling measurement of
colour. The electronic circuits have been designed for operating a large
dynamic range and a relatively small chip area. No internal or external
capacitor is needed for the current-to-frequency conversion, since the
photodiode operates in a charge integrating mode. This enables fabrication of
arrays of smart image detectors where a large area can be used for the
photodetector.

INTRODUCTION
Light is generally characterised by its intensity (Luminance) and its spectral distribution
(Colour). Utilising the very large dynamic range of sensors like silicon photodiodes in analog
systems would require an expensive high-performance AD converter. Therefore recently
several sensor interface circuits with a frequency output both in MOS [1] [4] and bipolar
technology [2] [3] have been introduced. A frequency output generally allows a high dynamic
range since frequencies from a few Hz up to several Mega-Hertz can be easily counted using
simple logic. Modern microcontrollers have on-chip counter/timer logic allowing a direct
interface of these type of sensors, also a digital output of the sensor allows a simple interface
to bus systems. Commercially available Light-to-Frequency converters realised in MOS
technology [4] consists of a current amplifier covering an input current range of about four
decades followed by a current-to-frequency converter. The current amplifier is programmable
in 3 steps of one decade to cover the entire dynamic range of the detector ($10^5$-$10^1$ W/cm$^2$).
These devices perform very well in terms of dynamic range and linearity, but in many

applications e.g. object recognition, also the spectral distribution of the incident light is needed. The circuit presented here uses the photocurrents of two stacked junction diodes in the epilayer. Due to the wavelength-dependent absorption of light in the epilayer these currents can be used to extract information on the spectral distribution of the impinging light [7].

INTEGRATING MODE OPERATION

One of the photodiodes in this novel sensor system is used in the Integrating Mode [5][6]. Figure 1 shows the basic circuit of the diode as the timing element in an astable oscillator configuration.

The current source $I_c$ charges the junction capacitance of the reverse biased photodiode. The voltage $U_j$ across the diode is then given by:

$$\frac{dQ}{dt} = C_j \frac{dU_j}{dt} + U_j \frac{dC_j}{dt} = -I_c + I_{ph} \quad (1)$$

where $C_j$ is the depletion capacitance of the diode, $A_j$ is the diode area, $k$ is a constant and $m$ is a constant depending the doping gradients of the P and N side of the junction ($m$ equals $\pm 1/2$ for an abrupt junction). Substitution in (1) yields:

$$\frac{dQ}{dt} = k A_j U_j^m \frac{dU_j}{dt} = k A_j U_j^m (1 + m) \frac{dU_j}{dt}$$

If $U_H$ and $U_L$ are the high and low threshold voltage of the comparator, the charge time $t_c$ can be derived from:

$$\triangle Q = \int_{i=0}^{t_c} (I_c-I_{ph}) dt = (I_c-I_{ph}) \int_{i=0}^{U_{ph}} U_i dU_i$$

$$t_c = \frac{k A_j}{(I_c-I_{ph})} (U_H^{m+1} - U_L^{m+1}) \quad (2)$$

After reaching $U_L$ the comparator will switch $I_c$ to ground and the photocurrent $I_{ph}$ will discharge the junction capacitance again to the high threshold voltage $U_H$. The discharge time $t_d$ can be found by substitution of $I_{ph} = \frac{PA_j \lambda n_c}{h_c}$ in (2) giving:

$$t_d = \frac{k h c}{A_j \lambda n_c P} (U_H^{m+1} - U_L^{m+1}) \quad (3)$$

So the discharge time $t_d$ is inversely proportional to the light intensity $P$. Also note that the discharge time $t_d$ does not depend on the diode area $A_j$ and the voltage across the junction is non-linear. However since the threshold voltages $V_H$ and $V_L$ are constant this does not influence the linearity in the current-to-frequency conversion. A disadvantage of this circuit is that the fixed current $I_c$ must always be larger than the photocurrent $I_{ph}$ to be able to charge $C_j$ again. This results in a large difference between the charge- and discharge times at a low
photocurrent, meaning a very low duty-cycle of the output pulses at low illumination levels. The circuit and sensor combination described in the next paragraph avoids this problem.

"STACKED-DIODE" STRUCTURE

The structure of the sensor is shown in figure 2a. It is a vertical PNP device consisting of a P-implanted layer, the epilayer and the substrate. Figure 2b shows the spectral responses of the reverse biased upper(a) and lower(b) photodiode.

![Figure 2](image)

**a)** Sensor structure.

**b)** Photodetector responsivities.

Figure 3 shows the basic read-out circuit. The shallow PN diode is used in the charge integrating mode. The sum of both photocurrents $I_e = I_{ph} + I_s$ is mirrored by transistors $Q_9$-$Q_{10}$ and replaces the fixed charge current $I_c$ in figure 1.

![Figure 3](image)

**Figure 3** Electronic circuit
Substitution of $I_c=I_e+I_{ph}$ in equation (2) shows that the discharge time $t_d$ is inversely proportional to the photocurrent generated in $D_2$, while the charge time $t_e$ is inversely proportional to the photocurrent in the shallow junction $D_1$. From figure 2b can be seen that the responsivity at short wavelengths of the shallow PN junction is much higher than that of the epilayer-substrate junction. Since both the charge- and the discharge current are proportional to the incident light, the duty-cycle of the output pulses remains constant at a varying luminous intensity. Due to the wavelength-dependent absorption of light in silicon the ratio of these currents will change with the wavelength [7]. This results in a varying duty-cycle as a function of the average wavelength (colour) of the light on the sensor. The junction FET input pair $(Q_1-Q_2)$ of the comparator features a very low input current and a good noise performance. The positive feedback loop to the gate of $Q_2$ introduces the required hysteresis for astable oscillator operation. The fixed current sources $I_1$ and $I_2$ bias the JFET’s and the output switches $Q_5$ and $Q_6$. The comparator threshold voltages are given by: $U_L=R_1(I_1+I_2)$ and $U_H=R_1I_1$. The NPN current mirror $(Q_7-Q_8)$ as well as the output switches $(Q_5-Q_6)$ do not operate well at a collector current ($=$ the total photocurrent $I_e$) lower than $1nA$. Therefore, the fixed current $I_f$ is added. Photo 1 shows the L-shaped photodiode with the electronic circuits in the lower left corner.

Photo 1 The sensor with electronic circuits.

MEASUREMENT RESULTS
Figure 4 shows measurement results of the output frequency of the converter using a 2x2 mm photodiode as a function of the light intensity. The lower and upper limit of the output frequency have been measured to be 0.1 Hz and 120 kHz respectively. Frequency scaling is possible by adding external capacitors.
The dynamic range mainly depends on the photodetector characteristics. The large series resistance of the epilayer, limits the charge- and discharge-time of the junction capacitance.
Figure 4  a) Output period = f(P)  b) Duty cycle = f(λ).  c) Output frequency = f(λ)

(≈500pF @ 3V) resulting in an upper frequency limit. Devices with a lower series resistance would allow operation limited merely by the speed of the comparator. The lower limit of the output frequency is determined by the leakage current of the PN junction (≈65pA). Figure 4b shows that the duty cycle of the output signal has an unambiguous spectral response from 450 to 700nm.

CONCLUSIONS

A fully integrated silicon light-to-frequency converter has been realised in a BIFET process without an external capacitor. Batch production is possible since no external components are needed and colour can be measured without the use of optical filters or extra mask steps. The system covers a measurement range of about 5 decades of intensity. Temperature compensation may be a next step in the development of the system. As many applications in the future require "plug-and-play" sensor systems, adding an interface for a bus system on the same chip is required.
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Abstract
APDs can be used to count single photons. To achieve this, they can be used in
the so called geiger mode, in which the diode is operated above the breakdown
voltage. The absorption of a single photon initiates an avalanche breakdown,
which can easily be detected. Prototypes of geiger mode APDs were fabricated
and tested. Initial results show that these diodes function correctly. However,
because of trapping centers in the depletion layer, they show a considerable
amount of afterpulsing.

Introduction
Photon counting is a technique that is used in many application areas for the detection of weak
optical signals, for example in astronomy [1]. If not only very weak, but also very fast optical sig­
als have to be analyzed Time correlated single photon counting can be used [2]. This technique
is used in applications such as the analyses of fast fluorescent decays [2].

Usually, photomultiplier tubes and microchannel plates are used for (time correlated) photon
counting. In some applications these conventional, photocathode based, devices can be replaced
by avalanche photodiodes (APDs). Advantages of APDs are a larger quantum efficiency, smaller
size, lower bias voltage and insensitivity to magnetic fields. Disadvantages are a limited active
area and a larger number of false counts, both dark counts and counts resulting from afterpulsing.

APDs can be used in two operation modes, the multiplication mode and the geiger mode. Both
modes can be used for photon counting [3]. Our work concerns the development of a new, geiger
mode dedicated, silicon APD structure. This structure is area efficient and readout-electronics
compatible, and therefore suited for the fabrication of arrays. In this paper we describe geiger
mode operation of APDs, followed by a presentation of the first results on our own devices.

Photon counting in the geiger mode
In the geiger mode, the APD operates like a Geiger Müller counter [3]. The diode is biased a few
volts above the breakdown voltage, which results in an instable situation. As soon as a single
charge carrier enters the depletion layer of the diode, this carrier is multiplied infinitely by the
impact ionization process. This results in an avalanche breakdown, and a large breakdown current starts to flow. This process can be used to count photons. The absorption of a photon in the APD will trigger an avalanche breakdown. This breakdown is detected and subsequently it is quenched electronically. There are two ways to quench a breakdown: passive and active quenching.

Passive quenching [4] is illustrated in figure 1. The APD is connected to the power supply through a large series resistor $R_s$. If the current through the diode equals zero, the voltage across the diode equals $V_{\text{bias}}$ which is larger than the breakdown voltage. If the diode breaks down, the series resistor reduces the voltage across the APD which quenches the avalanche. This can only be achieved with a large series resistor. A large resistor forces the current through the diode to be small; the number of charge carriers in the depletion layer will also be small and therefore statistical fluctuations will cause the current to drop to zero. After the breakdown is quenched, the diode is recharged to the bias voltage with a time constant that is determined by the depletion layer capacitance and the series resistor. Photons are counted by counting the number of voltage pulses at the output $V_0$.

Active quenching [5] uses an active electronic circuit to bias the APD and to detect the breakdown. As soon as a breakdown current starts to flow through the diode, the voltage is reduced to a few volts below the breakdown voltage for a well determined quenching time. Subsequently the diode is quickly recharged to the operation voltage to allow the detection of a new photon.

![Passive quenching](image)

Figure 1: Passive quenching

Properties of geiger mode APDs
A few properties of geiger mode operated APDs deserve some attention here:

• Photoelectron detection efficiency
  Not every photoelectron will initiate an avalanche. Some photoelectrons may traverse the depletion layer without ionizing any lattice atoms. Also, the avalanche may extinguish after a few ionizations. The probability that a photoelectron does initiate a breakdown increases with the applied bias voltage. At a few volts above the breakdown voltage, it approaches unity.

• Dead time
  Geiger mode operated APDs always show a certain dead time after the detection of a photon. Photons absorbed within this dead time can not be counted. With passive quenching the photoelectron detection efficiency increases gradually from zero to its steady-state value during the recharge. With active quenching the dead time is determined by the quenching time of the electronic circuit. The dead time limits the maximum count rate of geiger mode APDs.

• Dark counts
  Thermal generation of e-h pairs in the diode causes dark counts. These are false counts, not caused by a photon. The number of dark counts can be reduced by cooling the diode.

• Afterpulsing
  During a breakdown a large number of charge carriers flows through the diode. Some of these
carriers may be captured by trapping centers inside the depletion layer. Later the captured carriers may be released, which causes another type of false count: an afterpulse. The probability that an afterpulse occurs increases with the amount of charge that flows through the diode during a breakdown. Because this charge discharges the APD from the bias voltage to the breakdown voltage, the afterpulsing probability increases with increasing bias voltage.

**Fabrication of prototypes**

Prototypes of geiger mode APDs were created in the DIMES processing facilities. The structure of the prototypes is given in figure 2. The diodes are fabricated in a p-type epilayer on a p+-type substrate. The active area is defined by a Boron implantation (dp) followed by a drive in. The cathode of the diode is created by an Arsenic implantation (sn). This implantation is also used to create a guard ring around the diode. A boron implantation around the guard ring (sp) is used as an anode contact. After the implantations an anneal, oxidation and metallization are performed. The sn implantation overlaps the dp implantation to avoid very high field strengths at the junction edge.

To enable cooling of the APDs, the dies were glued to a small copper plate that is mounted in a hole in a small printed circuit board. Bond wires connect the bond flaps of the dies to the PCB. The resulting devices can be mounted on a peltier element inside a small vacuum chamber. The vacuum avoids condensation of water vapor on the diodes when the devices are cooled.

![Figure 2: Structure of the fabricated prototype geiger mode APD](image)

**Measurement results**

Counting experiments were performed at 20°C and at -50°C with passive quenching using a series resistor of 110 kΩ. An LED was used to illuminate the APDs. The area of the measured diodes equals 40*40 μm². During the experiments the bias voltage was varied between 25 and 35 volts. In another experiment the dark counts of a 20*20 μm² APD were measured at room temperature over the same bias voltage range. Figure 3 shows the resulting count rates.

Figure 3 clearly shows the increase of the photoelectron detection efficiency with increasing bias voltage. Because the breakdown voltage decreases with decreasing temperature, the curve for -50°C is shifted to the left with respect to the curve for 20°C.

At -50°C the count rate saturates at 100 kHz. After dead time correction [6], the counted photon flux therefore equals 7.8*10⁹ cm⁻²s⁻¹ (a dead time of 2 μs was determined with an oscilloscope). The photon flux measured using a regular photodiode was 1.38*10¹⁰ cm⁻²s⁻¹. The difference is not yet explained.

At room temperature the count rate does not saturate. This is assumed to be caused by afterpulsing. At -50°C the decay time of the traps is very long. Therefore they always remain occupied and have no influence on the results.

The presence of trapping centers is also indicated by a the measurement of the dark counts At large voltages the afterpulsing probability becomes very large and the afterpulses become self perpetuating. This results in a sharp increase of the count rate. This increase occurs for voltages
larger than 34 volt as can be seen in figure 3.

Count rate (kHz) 160

Dark count rate (Hz) 2000

Figure 3: Illuminated count rate and dark count rate as a function of bias voltage

Conclusions

APDs can be used for photon counting. Geiger mode APDs were fabricated at DIMES. Initial measurements show that these diodes can be used for photon counting, but they are not yet optimal because they show a considerable amount of afterpulsing caused by trapping centers in the depletion layer of the diode.

Currently we are working on an improved measurement setup that includes an active quenching circuit. Future research will concentrate on processes to reduce the concentration of trapping centers in the APD.
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Abstract
The concentration of acids or bases is determined with an ISFET-based sensor-actuator device in two steps: First H\(^+\) or OH\(^-\) ions are generated by the electrolysis of water and the resulting pH change is measured as a function of time. Then a part of the measured pH-time curve is fitted to an equation derived from a two-dimensional model describing the diffusion from the actuator to the sensor. It is shown that the concentration of strong acids and bases can thus be experimentally determined with an error of less than 5% when the concentration is between 1 and 30 mM. The whole procedure takes place in less than twenty seconds and can be automated easily.

1 Introduction

On-line determination of the concentration of acids and bases is required in a variety of production processes, but will only be useful if at least the following conditions are met:

1. The determination is fast and can be automated.
2. The measuring device can be miniaturised.
3. No knowledge about the specimen is needed beforehand.

Coulometric acid to base titration devices using the Ion Sensitive Field Effect Transistor (ISFET) as a sensor and a platinum film deposited around the ISFET-gate acting as a coulometric H\(^+\)/OH\(^-\) actuator were described by Olthuis in [1] (Fig. 1)

Fig. 1 Impression of the coulometric sensor actuator system
A constant flux of \( \text{OH}^- \) ions is generated coulometrically at the actuator surface, titrating the sample near the actuator and sensor. Originally, only the end point of the completely recorded titration curve was used to determine the acid concentration, a method well known from classical titrations. This method meets the first two conditions, but not the third one, since either the diffusion coefficient of the acid has to be known in advance or a calibration curve has to be made. In this paper we introduce a new approach that enables us to determine the concentration of both strong acids and bases by one measurement only, without the need of prior knowledge of the acid diffusion coefficient.

2 Theory

2a The \( \text{pH} \) change at the sensor surface

In a solution having a \( \text{pH} \) below 4 the concentration of the \( \text{OH}^- \) ions is negligible. When from \( t=t_0 \) until \( t=t_0 + \Delta t \) a concentration \( q \ [\text{mol/m}^3 \text{s}] \) of \( \text{OH}^- \) ions is continually released from a volume \( dx_0 \ dy_0 \ dz_0 \) at \( x=x_0, y=y_0, z=z_0 \), the concentration of protons at a point \( (x,y,z) \) is described by subtracting Green's function \( G(x-x_0, y-y_0, z-z_0) \) from the original proton concentration \( C_0 \) [2]:

\[
C_{\text{H}^+}(x,y,z,t) = C_0 - G = C_0 - \frac{q \ dx_0 \ dy_0 \ dz_0 \ dt_0}{8(\pi D(t-t_0)^{3/2}} \exp\left(\frac{(x-x_0)^2 + (y-y_0)^2 + (z-z_0)^2}{4D(t-t_0)}\right)
\]

where \( D \) is the proton diffusion coefficient. In order to describe the temporal change of the proton concentration at the sensor surface at \( (0,0,z) \) by diffusion from the actuator plates, Green's function has to be integrated over the surface of the electrodes and in time (Fig. 2):

\[
C_{\text{H}^+}(0,0,z,t) = C_0 - 2 \int_{t=t_0}^{t} \int_{y=-d}^{d} \int_{z=-d}^{d} G - 2 \int_{t=t_0}^{t} \int_{y=-d}^{d} \int_{z=-d}^{d} G
\]

The factor of two in equation 2 is caused by the inability of ions to diffuse out of the backside of the surface. It can be shown that:
\[ C_n(0,0,z,t) = C_0 - \frac{q}{\pi D} \left( 2\sqrt{\pi \frac{D \text{erfc}}{2\sqrt{D}t}} - d \frac{Ei}{4Dt} \right) \]  \hspace{1cm} (3)

where \( q dx_0 \) [mol/m² s] is the surface concentration released from the surface and \( Ei(1,n) \) is known as the exponential integral, which is equal to \( \int e^{-nt}/t \) dt.

2b Processing of the experimental data and fitting

The experimental data must be translated and scaled to enable a fit to equation 3. The ISFET amplifier output voltage \( V_{\text{ISFET}} \) depends linearly on the pH; \( V_{\text{ISFET}} = a - b \log[\gamma H^+] \).

Assuming a constant proton activity coefficient \( \gamma \) due to the large amount of background electrolyte, both the factor \( a \) and the activity coefficient cancel when the signal is normalised with respect to \( V_{\text{ISFET}}(t=0) = V_0 \). Thus we obtain:

\[ \frac{C_{\text{H}}(t)}{C_0} = 1 - 10^{\frac{pH-V_0}{b}}. \]  \hspace{1cm} (4)

In order to use equation 3 as a fitting formula, both sides are divided by \( C_0 \) and its series expansion is taken around \( d/2\sqrt{D}t = 0 \). The equation then is fitted to the measured data using \( q/\pi dC_0 \) and \( d/4\sqrt{D} \) as fitting parameters. As \( q \) and \( d \) are known, both the value of \( C_0 \) and \( D \) are obtained as a result of the fit.

3 Experimental

Chemicals. Solutions of 2-10 mM HNO₃ in 1M KNO₃ were made by dilution of a (1±0.0025)M HNO₃ solution with a 1M KNO₃ solution. Demineralised water was used and all chemicals used were of analytical grade (Merck).

Equipment. The measuring device is shown in Fig 1, the measurement set-up is shown in Fig. 3. For the data acquisition we used the data retrieval program ASYST™.

Fig 3
Measurement set-up

The ISFET pH-sensitivity was obtained by measuring the ISFET signal in Radiometer buffers with pH 4.01 and 7.00 and was found to be -58.4 mV/pH at room temperature.
4 Results and discussion

A constant current density of 50 A/m² (q=0.52 mmol/m²s) was applied between the actuator and the counter electrode. The ISFET signal, $V_{ISFET}$, was recorded for four seconds in HNO₃ solutions of different concentration at room temperature. This signal was processed using equation 4 and fitted to the series expansion of equation 3 using the Levenberg-Marquardt algorithm implemented in Slide Write® Plus. An example of the transformed signal measured in 5mM HNO₃ and the fit are shown in Fig 4. Note that for short times the fit fails due to the limited range in which the series expansion is valid, and that for longer times it fails because hydroxyl ion diffusion becomes significant. For this reason, only the part of the curve between $t=0.5$ sec and $C/C_0 = 0.4$ is fitted. It was shown that the quality of the fit did not depend on the number of points when at least three were used. When a fitting algorithm using three points was implemented in ASYSTM, the measurement and fitting procedure took less than twenty seconds. Fig 5 shows the acid concentration we found as a function of the actual acid concentration. The regression line shows that we have a good linear response but we have a small systematic error of 0.244 mM, possibly caused by oversimplifications in the model.

5 Conclusions

We made a small device that is successful in fast and automated acid titrations. No prior knowledge of the sample solution is needed. By this method we can calculate both the diffusion coefficient and the concentration of the acid. Since only a small part of the titration curve is needed the pH change is limited to less than a decade, which is favourable for future use in biosensors.
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Abstract. This paper describes the use of an integrated optical Bragg-reflector as a chem-o-optical sensor. It is shown that Bragg-reflectors for a wavelength of 630nm can be realised with a bandwidth smaller than 0.2nm in a Si₃N₄/SiO₂ optical waveguide. Measurements show that a refractive index change of the waveguide cladding of \( \Delta n_{c,\text{min}} = 2 \times 10^{-5} \) can be detected.

I. Introduction

The use of integrated optical devices for chemical sensing has several advantages [1], such as their high sensitivities and small weight and size. Furthermore, there is no electro-magnetic interference and remote sensing in harsh environments is possible using optical fibers. Finally, large sensor families can be created, whose individual members only differ by the applied chem-o-optical transduction layer.

So far several types of integrated chem-o-optical sensors have been investigated. Among them are the Mach-Zehnder interferometer [2], the surface plasmon sensor [3,4] and the grating input/output coupler [5]. In this paper we will concentrate on the use of a Bragg-reflector as a chem-o-optical sensor. In contrast with the grating output coupler, where the light is coupled out of the waveguide into free space, the use of a grating as a Bragg-reflector, allows for all beams propagation inside the planar system. The sensor principle will be explained, the fabrication process of a Bragg-reflector in Si₃N₄/SiO₂ will be described and measurements on the sensor sensitivity will be presented.

II. Sensor principle

We will focus on a transduction layer which converts a change in analyte concentration into a refractive index change. If such a layer is applied on top of an optical waveguide, a change of the refractive index of this cladding layer will be felt by the evanescent tail of the guided optical field (see fig. 1a). This will result in a change in the effective refractive index, \( N \), of the waveguide (\( N \) is a measure for the light velocity in the waveguide).

A Bragg-reflector is used to convert the change in effective refractive index of the waveguide into a shift in the reflection wavelength; a quantity which is easy detectable. In a Bragg-reflector, which is basically a periodic disturbance in a waveguide (see fig. 1a), a sinc-
type behaviour of the reflected light is observed (see fig. 1b). The central wavelength, $\lambda_0$, obeys the phase match condition

$$\Lambda = \frac{\lambda_0}{2N}$$

(1)

where $\Lambda$ is the period of the grating. It is clear that (since the period is fixed) a change in $N$ will result in a change in $\lambda_0$.

![Figure 1. (a) Schematic representation of the optical field in a waveguide with a grating. The evanescent tail penetrates the cladding. (b) Typical reflection spectrum for a Bragg-reflector.](image)

The wavelength shift, $d\lambda$, resulting from a change in the refractive index of the cladding, $dn_c$, can be expressed as

$$d\lambda = \frac{\partial \lambda}{\partial N} \cdot \frac{\partial N}{\partial n_c} \cdot dn_c$$

(2)

In order to obtain a large wavelength shift, the two partial sensitivities need to be optimised. From the phase-match condition we can find

$$\frac{\partial \lambda}{\partial N} = \frac{\lambda_0}{N} = 2\Lambda$$

(3)

This means that for given central wavelength the effective refractive index of the sensing waveguide needs to be minimised. It can be shown [5] that for $n_c < n_s$, $\delta N/\delta n_c$ can be optimised by taking the difference $n_c - n_s$ as large as possible, while a waveguide thickness of approximately twice the cut-off thickness of the guided mode should be chosen. This last requirement will also result in a low value for $N$, which means that both partial sensitivities can be optimised at the same time.

The minimum shift in wavelength that can be detected, is strongly determined by the bandwidth of the reflection peak, $\Delta \lambda_{\text{FWHM}}$. Assuming that a wavelength shift of one bandwidth can be detected in $\Gamma$ steps, the minimum detectable refractive index change, $dn_{c,\text{min}}$, can now be expressed as

$$dn_{c,\text{min}} = \frac{\Delta \lambda_{\text{FWHM}}}{\Gamma \cdot 2\Lambda} \left( \frac{\partial N}{\partial n_c} \right)^{-1}$$

(4)
As a demonstrator we will concentrate on a sensor for measuring ethanol (n=1.36) concentrations in water (n=1.33). A cross-section of the used (channel) waveguide configuration, parallel to the propagation direction, is shown in figure 2. First a LPCVD Si₃N₄ waveguiding layer was deposited on a thermally oxidised silicon wafer. Then a 2.5μm wide channel waveguide was defined by etching a 2nm ridge in the waveguiding layer using a HF:NH₄F;1:7 etch liquid. The grating period was defined by holographic exposure [6] of a 60nm thick layer of photoresist. The pattern was transferred into the waveguide by exposing the system to an O₂-plasma. In the short time it takes the plasma to remove the resist, it also introduces a very small disturbance by periodically oxidising the surface of the Si₃N₄ layer. Finally the waveguide was cladded with a PECVD deposited SiO₂ layer which was removed in the sensing area by the etch liquid mentioned before.

The thickness of the waveguide was chosen to optimise δN/δnₑ for TM-polarised light at λ₀=630nm. The calculated partial sensitivity [5] is (δN/δnₑ)_TM=0.27. For TE-polarisation we find λ₀=670nm and (δN/δnₑ)_TE=0.15.

IV. Experimental results

The Bragg-reflector was characterised using a dye laser tuneable between 620nm<λ<680nm with 0.03nm steps. The laser bandwidth is Δλ=0.2nm. Figure 3a shows the reflection spectra for TE-polarisation when the sensor is exposed to different mixtures of water and ethanol. The refractive indices of the mixtures were measured with an Abbe-refractometer for λ=589nm. The measured bandwidth is 0.2nm which is the same as that of the laser. This means that the bandwidth of the Bragg-reflector is smaller, Δλ_FWHM<0.2nm. It also explains the absence of a sinc-type behaviour. This extremely small bandwidth, is the result of the new method of grating implementation, that we have developed.

The relation between the reflection wavelength and the refractive index of the cladding is shown in figure 3b. From a least square fit on the measured data, (δN/δnₑ)_TE=0.17 was found. For TM-polarisation (δN/δnₑ)_TM=0.24. These values agree very well with the theoretical sensitivities. The large error bars are mainly caused by the temperature dependence of the refractive index of water and ethanol. The temperature dependence of the grating itself was measured to be δλ/δT=0.01nm/°C.

When a mono-mode tuneable semi-conductor laser is used, a conservative estimate of the number of steps in which a shift of one bandwidth of the reflector can be detected is Γ=100,
provided the system is stabilised for temperature changes. Substituting the measured data in equation 4, the minimal detectable refractive index change of the cladding can be calculated to be \( dn_{c,\text{min}} = 2 \times 10^{-5} \). This is equivalent to a fraction of 0.02% sucrose in an aqueous solution \([7]\).

Work is in progress for developing a detection scheme, where the tuneable laser can be replaced by a cheaper broadband light source.

![Figure 3](image)

**Figure 3.** (a) Reflection spectra measured for different water-ethanol mixtures. (b) Measured relation between the reflection wavelength and the refractive index of the cladding. Also the theoretical sensitivity curve is shown.

**V. Conclusion**

A Bragg-reflector for a wavelength of 630nm was realised with a bandwidth smaller than 0.2nm in a Si\(_3\)N\(_4\)/SiO\(_2\) optical waveguide. Furthermore it was shown that a refractive index change of the waveguide cladding of \( dn_{c,\text{min}} = 2 \times 10^{-5} \) can be detected. This makes the Bragg-reflector a suitable candidate for chemo-optical sensing. The specific sensitivity can be adjusted by selecting an appropriate transduction layer for the cladding.
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ABSTRACT

Protein molecules immobilized in a membrane deposited on top of an ISFET can be detected by performing acid-base protein titrations. Model simulations show a linear relation between titration time and immobilized protein concentration in the membrane. Experimental results of two different titration methods show a clear dependence of the titration curve on the incubation time in a protein solution.

INTRODUCTION

ISFET-based biosensors that can determine protein concentration have been extensively studied throughout the past decades. The acid-base behaviour of a protein is one of the properties that can be further exploited in ISFET-based protein sensors, by performing acid-base protein titrations.

After deposition of a membrane in which protein molecules can be bound, an ISFET-based coulometric sensor-actuator device can be used for this purpose. A device without a membrane was used for the measurement of acid or base concentrations by titration [1] and, after adding a porous gold actuator electrode, for the determination of protein buffer capacity [2]. Titrant is generated coulometrically by sending a current between the actuator electrode, deposited closely around the ISFET gate, and a distant counter electrode. The titrant causes a local change in the pH, which can easily be measured by the ISFET. The measured pH as a function of time results in a titration curve. We define the time needed to reach pH=7 at the ISFET surface as $t_{\text{pH7}}$.

As a second, more conventional method for titrant generation a step-wise change in pH can be applied at the membrane-electrolyte interface, after mounting the ISFET in a flow-through system. After a pH step from pH=4 to 10, hydroxyl ions will diffuse towards the ISFET, whereas protons will diffuse in the opposite direction. The pH at the ISFET surface will slowly change from pH=4 to 10. Again, we define $t_{\text{pH7}}$ as the time needed to reach pH=7 at the ISFET surface.

By using a simulation model, for both titration methods the relation between protein
concentration in the membrane and \( tpH7 \) is obtained. Measurements that show the dependence of \( tpH7 \) on incubation time in a protein solution are presented.

**MODEL DESCRIPTION**

A one-dimensional model based on the Nernst-Planck and Poisson equations [7], in which all the acid-base reactions occurring in the membrane are taken into account, has been used to describe the titration process. Model simulations for both titration methods result in a linear relation between \( tpH7 \) and the concentration of lysozyme in the membrane, as shown in fig. 1. This linear relation may be understood by making use of a modified form of Fick's second law of diffusion [3], that describes the first part of our coulometric titration until the time at which the \( pH=7 \) at the actuator electrode, defined as \( t_a \).

\[
\frac{\partial c_m^{H+}(x,t)}{\partial t} = D_{m}^{H+} \frac{\partial^2 c_m^{H+}(x,t)}{\partial x^2} - \frac{\partial c_m^{H^+\text{prot}}}{\partial t}
\]

where \( c_m^{H+} \) is the concentration of mobile protons in the membrane, \( D_{m}^{H+} \) is the diffusion coefficient of these protons and \( c_m^{H^+\text{prot}} \) is the concentration of undissociated protein groups.

According to eqn. 1, the change in the proton concentration at a location \( x \) in the membrane is a function of both diffusion (first term on the right-hand side) and dissociation reactions of protons with immobile protein groups (second term on the right-hand side). These immobile protein groups should be regarded as an extra source of protons. Our model simulations show that the proton concentration profile at \( t=t_a \), and thus the depleted volume in the membrane is independent of protein concentration. Consequently, the time needed to deplete this fixed volume depends linearly on the total amount of protons in it. Since the amount of immobile protons is large compared to the concentration of mobile protons (at least several mM compared to 0.1 mM), a linear relation between \( t_a \) and the number of protein groups is found. The same line of reasoning can be followed for \( t_a \leq t \leq tpH7 \) and for the \( pH \)-step method, resulting in a linear relation between \( tpH7 \) and the protein concentration. It should be noted that this linear relation could not be verified experimentally, since the concentration of immobilized protein in the membrane is a function of the incubation time in a protein solution via a complex adsorption process that is not included in the simulation model.

**EXPERIMENTAL**

ISFETs with a \( Ta_2O_5 \) gate insulator, having a sensitivity of 58.5 mV/pH, and a platinum actuator electrode deposited around the gate were fabricated in the MESA cleanroom following the usual processing steps. With a polyimide mask an active actuator area of 1 mm\(^2\) was defined. After mounting the chips on a piece of printed circuit board, they were encapsulated using hysol epoxy, leaving a circular area around the gate with a diameter of 1.7 mm and a depth of 150 \( \mu m \) uncovered. Polystyrene beads/agarose membranes, with a
thickness of about 8 µm were casted in this area [4]. Fig. 2 shows a cross-section of this measuring device. Lysozyme (from chicken egg white, Sigma) was adsorbed in the membrane by incubation in a solution containing 0.5 or 5 mg/ml lysozyme in 100 mM KNO₃, pH=7.4. After each incubation step the devices were rinsed for one minute.

The measurement set-up for the coulometric titrations is described elsewhere [5]. All measurements were performed in an unbuffered 1 M KNO₃ solution of pH=4.0, in order to avoid migration effects. After inserting the ISFET in the measurement solution, we waited 2 min. before starting the titration, in order to minimize convection. A current of 10 µA/mm² was sent between the actuator and the counter electrode at t=0 for 10 to 25 sec.

For the pH-step measurements, the device is mounted in the wall-jet cell of a flow-through system. The liquid flow (5 ml/min) is perpendicular to the ISFET surface [6]. The pH-step can be applied in 0.1 s. All experiments were performed in 1 M KNO₃, using HNO₃ and KOH to adjust the pH to respectively 4.0 and 10.0. After mounting the devices in the wall-jet cell, they were rinsed with the pH=4 solution for 3 min., before the pH step was applied. The ISFET response, measured with a source-drain follower, was recorded with a Nicolet 310 digital oscilloscope.

RESULTS AND DISCUSSION

Fig. 3a shows typical titration curves, as a function of the cumulative incubation time in a 0.5 mg/ml (3·10⁻⁵ M) lysozyme solution. A time shift of the titration curves, resulting in a clear dependence of tₚH₇ (intersection with dashed line) on the incubation time in a lysozyme solution is found. The value tₚH₇=9.0 s. before incubation (curve 1) indicates that the bare membrane already contains a large amount of proton-dissociating groups.

---

**Fig. 2 Cross-section of the measuring device with actuator electrode deposited around the ISFET gate and the membrane covering both.**

**Fig. 3 Typical titration curves (a) measured with coulometric sensor-actuator device: before incubation (1), after 5 min. (2), 35 min. (3), and 95 min. (4) of incubation in a 0.5 mg/ml lysozyme solution. (b) measured with the pH-step method: before incubation (1), after 1 min. (2), 6 min. (3) and 21 min. (4) of incubation in a 0.5 mg/ml lysozyme solution. The dashed lines indicate the ISFET voltage at pH=7.0.**
Typical results of pH-step protein titrations are shown in fig. 3b. Again a clear dependence of $t_{pH7}$ on the incubation time in a lysozyme solution could be measured. Also here, curve 1 shows an offset in $t_{pH7}$ (1.85s.) for the titration of the bare membrane.

Fig. 4 shows the titration results of both methods for incubation in 0.5 and 5.0 mg/ml lysozyme solutions. It shows $t_{pH7}^*$, being the measured $t_{pH7}$ minus $t_{pH7}$ of the bare membrane, as a function of the cumulative incubation time. It should be noted that the order of magnitude of the measured $t_{pH7}^*$ values corresponds well with the values found by simulations (fig. 1). Using the linear relation between $t_{pH7}$ and the protein concentration in the membrane found by simulations, the curves in fig. 4 clearly reflect the shape of adsorption isotherms.

CONCLUSIONS

Protein can be detected by means of acid-base titrations, after immobilization in a membrane. Model simulations show a linear relation between $t_{pH7}$, the time at which pH=7 is reached at the ISFET surface, and the immobilized protein concentration. With two different titration methods a clear dependence of $t_{pH7}$ on the incubation time in solutions containing 0.5 and 5.0 mg/ml lysozyme is found. Using the simulation results, this dependence clearly reflects the shape of an adsorption isotherm.
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ABSTRACT

There is a lack of modern biochemical sensors capable of real-time monitoring of biological warfare agents and related substances. The present family of detection equipment is rather slow, heavy and expensive and needs a lot of manpower for sampling, analysis and servicing. General requirements for this type of sensors are: high sensitivity, short response times and high selectivity resulting in low false alarm rates. This paper reports on a study concerning a biochemical sensor for Staphylococcal Enterotoxin B (SEB), a representative of a biological warfare agent. A 20 MHz piezoelectric quartz crystal sensor device was employed in a flow injection system. The assay for SEB is based on a competition scheme. A detection limit of 0.1 \( \mu \)g/ml is obtained, whereas at concentrations of SEB of 10 \( \mu \)g/ml or higher the sensor response is completely inhibited.

1. INTRODUCTION

Biochemical sensors are measuring devices that transduce (bio)chemical signals into the appropriate electrical signals. There is a lack of modern biochemical sensors capable of real-time monitoring of biological warfare agents and related compounds. General requirements for this type of sensors are: high sensitivity, short response times and selectivity resulting in low false alarm rates. In addition, small size, light weight, ruggedness, long shelf life, long operational life and low cost are important. The present family of detection equipment is rather slow, heavy and expensive. Biochemical sensors incorporate a biologically active sensing material: the biochemical interface, which interacts with the analyte as selectively as possible. For the biochemical interface, one can make use of either the selectivity of molecular biological systems such as enzymes, antibodies, DNA probes and receptors, or of integral biological systems such as a bacterium, an organelle or even a piece of an organism.
This paper reports on a study concerning a piezoelectric crystal sensor for a representative of a biological warfare agent: the toxin Staphylococcal Enterotoxin B (SEB). SEB is one of the toxins produced by the bacterium Staphylococcus Aureus and is known to cause food poisoning. Piezoelectric crystal sensors are simple to operate and because the sensor can be integrated with the signal transducing electronics on a single chip, they can be made at low cost.

The current literature includes a number of papers dealing with piezoelectric crystal biochemical sensors employing antibodies or antigens as the biochemical interface, some of which are dealing with the detection of pathogenic micro-organisms like viruses such as HIV (Aberl et al., 1994) or herpes (König & Grätzel, 1991) or bacteria such as Escherichia Coli (He et al., 1994). Only a few papers report on the detection of potential biological warfare agents with a piezoelectric crystal biochemical sensor. Staphylococcus Aureus was detected with a piezoelectric crystal sensor using antibodies (Le et al., 1995) and with the same kind of sensor in which one electrode was separated from the quartz disc measuring living bacteria. (He et al., 1995). Vibrio Cholera bacterium was detected with an antibody based piezoelectric crystal sensor (Carter et al., 1995). The same approach was used for ricin and goat anti-ricin antibody (Carter et al., 1995).

2. MATERIALS AND METHODS

2.1. Reagents

Affinity purified rabbit anti-SEB, lot 395BI, cat. no. LBI202 was obtained from Toxin Tech. Inc. Saratosa Florida (USA). SEB toxin, batch 16137, cat. no. 0734, was obtained from Makor Chemicals ltd. Jerusalem (Israel). Bovine serum albumine (BSA) was obtained from Sigma Chemie (Belgium). Phosphate Buffered Saline (PBS) was home made at pH 7.2. Anti-Rabbit-PO was obtained from Boehringer Mannheim Biochemica, product no. 1238850.

2.2. Sensor test system

The piezoelectric crystals are 20 MHz AT-cut quartz plates sandwiched between two gold electrodes obtained from Quarzkeramik, Stockdorf (Germany). The oscillator was purchased from Fraunhofer Gesellschaft-Institut für Festkörper Technologie (Germany). The frequency output of the oscillator was measured with a Hewlett Packard 5334B universal counter. The counter was connected to a Personal Computer via an IO-tech IEEE data aquisition board. Data were acquired, displayed real time in a plot on the computer screen and stored on disk. The experiments were performed in a flow through system. A pulse free flow was delivered by a Harvard 22 Syringe pump (Massachusetts, USA). Samples were injected through a six way valve and a sample loop of 40 µl. The experimental set-up is pictured in Figure 1.

2.3. Sensor experiments

A new 20 MHz crystal was cleaned with hot methanol in a Soxlett apparatus for about 20 minutes followed by mounting the crystal on the lower part of the flow cell (Figure 1). The electrical connections to the pins of the oscillator were made using conducting glue (Elecolit). A 5 µl solution containing 1 mg/ml SEB was pipetted on the sensor surface. After one hour the upper part of the cell was connected and a flow rate of 25 µl/min was adjusted. The carrier buffer was PBS containing 1% BSA to minimize unspecific effects. The competition assay was performed as follows:

50 µl of a solution of 100 µg/ml anti-SEB was mixed with 50 µl SEB solutions of different concentrations and incubated for twenty minutes. Hereafter the sample loop was flushed with the mixture (100 µl) followed by injection of the sample. For the zero concentration of SEB
50 µl of the 100 µg/ml anti-SEB solution was mixed with 50 µl buffer solution. The response of this solution was set to 100%.

Figure 1: Experimental setup

3. RESULTS AND DISCUSSION

Preliminary experiments were carried out using a static measuring system testing the possible immune responses of the combination of SEB and antibodies on the sensor surface. No responses were obtained when antibodies were coated on the surface followed by addition of SEB. However, the reverse approach demonstrated that immune responses were possible. Further experiments were performed in a flow injection system, in which SEB was detected by means of a competition assay. SEB was immobilized on the sensor surface by physical adsorption. Polyclonal antibodies were allowed to react with SEB in solution whereafter the remaining antibodies were allowed to bind to SEB on the sensor surface. The sensor response is thus inversely proportional to the concentration of SEB in solution.

To verify the sensor experiments an Enzyme Linked Immunosorbent Assay (ELISA) was performed using the same competition scheme.

In Figure 2 the normalised responses of both the ELISA and the sensor experiments are plotted on the Y-axis. The normalised response is the response of a certain sample divided by that of pure anti-SEB. At concentrations of SEB of 10 µg/ml or higher the sensor response is completely inhibited meaning that all antibodies are bound to SEB in solution. The ELISA shows a somewhat smaller dynamic range. The detection limit of the sensor amounts to approximately 0.1 µg/ml where the inhibition of the sensor response is in the order of 10%.
Figure 2: Response curves for the biosensor assay and ELISA of SEB
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ABSTRACT

We describe the realisation of a symmetric integrated channel waveguide Mach-Zehnder sensor which uses the evanescent field to detect small refractive index changes ($\Delta n_{\text{min}} = 1 \times 10^{-4}$) near the waveguide layer surface. The feasibility of this sensor as an immunosensor detecting directly the binding of antigens to an antibody receptor surface is shown with immunobinding experiments.

INTRODUCTION

Optical evanescent wave sensors based on the Mach-Zehnder principle show a very high sensitivity for the detection of refractive index changes on the waveguide surface within the evanescent field of this waveguide. Due to this high sensitivity this type of sensors is suitable for direct detection of antigen binding to antibody receptor molecules immobilised on the waveguide surface. With a direct detection measurement the number of preparation steps in an immunoassay will decrease, and also on-line measurements will become possible.

A disadvantage of the earlier developed Mach-Zehnder sensors [1] is the 'bulky' construction, making them more complex in operation than for example SPR based evanescent wave sensors. Also the development of future multichannel sensors is impossible when this concept is used. In this paper we will demonstrate that with Si technology more integrated and, therefore, less complex Mach-Zehnder sensors can be made. The use of a channel Mach-Zehnder interferometer as a gas sensor has been demonstrated before [2,3]. It will be shown that with waveguiding channels consisting of 3 nm ridges also immunoreactions can be monitored. The device presented here could be the forerunner of a new generation of immunosensors capable of sensitive multichannel operation.

DEVICE STRUCTURE AND MANUFACTURE

The design of the Mach-Zehnder device can be seen in Fig.1. A 1.5 $\mu$m thermally oxidised SiO$_2$ layer with a refractive index of 1.46 is used as the lower cladding layer. On this SiO$_2$ layer a high index LPCVD Si$_3$N$_4$ waveguide layer with a refractive index of 2.0, and a 1.5 $\mu$m PECVD SiO$_2$ cladding layer with a refractive index of 1.46 is deposited. The high refractive indexcontrast between waveguide layer and cladding is chosen to obtain a maximum sensitivity.
at a wavelength of 633 nm [4]. This is especially needed for immunosensing experiments where the average thickness of the layer grown on the surface will be smaller than 1 nm. For a TE0 mode the highest sensitivity is found at a waveguide layer thickness of around 100 nm [1].

![Image of the integrated Mach-Zehnder sensor design](image)

**Fig. 1** The design of the integrated Mach-Zehnder sensor

The realisation of channel waveguides in this structure is not straightforward, in view of the very small ridge height of a few nm required for monomode operation. With RIE technology it turned out to be possible to make a ridge height of ~3 ± 1 nm in the Si3N4 layer, as measured by atomic force microscopy. In this way (semi-monomode) waveguide channels with a width of 4.0 ± 0.5 μm could be realised.

The Y junction splitter and combiner are designed with S bend structures. In our design radii of 50 or 100 mm were used. With these bend radii no extra light losses due to the bending were observed. The total length of the Y junction splitter and combiner is kept at 30 mm. With this length the light is split in two branches that are 50 or 100 μm separated from each another. On both branches of the interferometer a sensor area is created with a length L = 5 mm. This is done by removing the SiO2 cladding in a HF etching step. A sensor area is created on both branches of the interferometric device to keep the optical differences between the branches as small as possible. In this way temperature drifts that normally limit the performance of a Mach-Zehnder sensor are kept small.

**RESULTS AND DISCUSSION**

**1. Model verification**

The Mach-Zehnder sensor as an immunosensor detects the binding of analyte molecules to receptor molecules immobilised on the sensor surface. The effect of the binding is comparable to a change of the bulk refractive index of the analyte medium itself [1]. Therefore, to verify the applicability of model calculations to the sensor response, the use of solutions with different bulk refractive indices is practical. To this end, solutions with different concentrations of glucose in water were used. The response of the Mach-Zehnder sensor to these solutions is measured and compared to the model expectations. The results of these measurements can be seen in Fig. 2. The line in this graph gives the theoretical response following from the slabguide model. As can be seen the measured phase change is in all situations comparable to the model calculations. This shows that the device works as expected and that a 'simple' slab guide waveguide model can be used to calculate the sensitivity. This measurements also provides a calibration for immunoexperiments (see next section). The differential sensitivity $df/dn$ of was found to be $(1.4 \pm 0.1) \times 10^3 \ 2\pi$. 
2 Immunosensing experiments

According to Heideman [1] the binding of a 40 kD antigen to an antibody receptor surface, prepared by physical adsorption, results maximally in an average layer growth of ~0.3 nm. According to our calibration experiments this results in a phase change of ~1*2π. This phase change should be detectable.

Experiments were done with human chorionic gonadotropin (hCG) as the antigen and (monoclonal) anti-hCG as the antibody. The preparation of the receptor surface is done by physical adsorption of 1*10⁻⁶ M anti-hCG to the surface. After the preparation of the anti-hCG receptor surface the specificity of this surface for the immunosensing of hCG is tested. This is done by adding a high concentration of BSA to the surface. Adding of 1*10⁻⁶ M BSA gives no response, as expected. After this test hCG is added in concentrations ranging from 10⁻⁸ to 10⁻⁷ M. In Fig. 4 we see the familiar binding curves, well known from previous reports. Both adding of 3*10⁻⁸ M and subsequently 6*10⁻⁸ M result in a response. Addition of 6*10⁻⁸ M antigen almost saturates the receptor layer as is seen by the subsequent addition of 8*10⁻⁸ M of antigen, where almost no response is found.

Fig. 3. Immunosensing experiment. The sensor surface is coated with anti-hCG. Before applying hCG the specificity of the surface is tested by adding 1*10⁻⁶ M BSA. A response is seen upon adding of 3*10⁻⁸, 6*10⁻⁸, 8*10⁻⁸ M hCG, respectively.
These experiments show that it is feasible to use the integrated Mach-Zehnder sensor as an immunosensor for the direct detection of the binding of antigens to antibodies on the sensorsurface.

CONCLUSIONS

We have demonstrated that it is possible to manufacture sensitive monomode channel waveguides by etching a small ridge of ~3 nm in Si₃N₄ waveguide layers. These waveguide layers have been optimized for the detection of optical changes at the waveguide layer surface. With glucose solutions with different refractive index it has been shown that the sensitivity of these devices can be calculated with a simple slab waveguide model. The feasibility of these devices as an immunosensor for the direct detection of antigens binding to an antibody receptorsurface has been shown with hCG/anti-hCG measurements.

The compact and simple design of the sensor opens possibilities for future development of multi-channel devices, which are difficult to realise with slab waveguide based Mach-Zehnder sensors.

For a further improvement of the sensor a phase tuning system is desirable. Especially for the direct detection of the immunobinding of antigens to an antibody receptor surface, where the expected phase change is much smaller than $2\pi$, fringe counting is not accurate enough. A measurement of a phase change smaller than $2\pi$ based on direct measuring the change in the intensity of the outcoupled lightbeam is highly non-linear and dependent on the initial phase difference between reference and signal beam. Only with a phase tuning system this problem can be solved.
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ABSTRACT
We describe a displacement immunosensor for the on-line detection of cortisol. The principle of the immunosensor is that cortisol displaces cortisol-HRP complex of the immobilized antibody. The cortisol-HRP can be detected on- or off-line with a colour reaction or electrochemically respectively. This displacement detection is a suitable method for on-line, in vivo or ex vivo detection of cortisol in physiological concentrations.

INTRODUCTION
Biosensors can support biomedical research and clinical treatments. For clinical use, optimal biosensors are on-line and bed-site. Accordingly, delays caused by laboratory analysis are prevented and direct information of the parameters measured can be obtained.

For the detection of components in body fluids, it is often necessary to use immunological recognition of the component (1). Rabbany et al. (2) developed a flow immunoassay using the displacement technique for off-line analysis. Here we describe the development of an immunosensor for on-line and bed-site applications.

AIM
Our goal is to develop an immunosensor to measure on-line specific components in body fluids, either ex-vivo or in-vivo. As a model system, we are aiming for an immunosensor for cortisol.

Fig 1: Displacement antigen analogues
METHODS

Our cortisol immunosensor is based on a displacement detection. The displacement technique uses immobilized cortisol antibodies, saturated with a labelled analogue of the cortisol, cortisol-HRP (horse radish peroxidase). In a flow system, the cortisol-HRP will be displaced by the cortisol present in the fluid perfused, e.g. body fluids (fig 1).

The schematic structure of the off-line detection are showed in figure 2a. We determined the cort-HRP off-line with an enzymatic OPD colour reaction, normally used in ELISAs. In the on-line detection (fig 2b), HRP is detected electrochemically. Immobilised glucose oxidase produces $\text{H}_2\text{O}_2$ from glucose in the buffer. The HRP reduces the $\text{H}_2\text{O}_2$, giving electrons via ferrocene (present in the buffer) to the electrode.

---

Fig 2: Experimental setup displacement detection
A: Off-line detection
B: On-line detection

- $\bullet$ = cortisol
- $\triangle$ = cortisol-HRP
- $\ast$ = GOD
- $\downarrow$ = flow direction
Fig 3: Results off-line displacement detection
RESULTS AND CONCLUSION

Figure 3 shows results of *in vitro* experiments of our off-line detection system, we were able to displace the labelled cortisol analogue at physiological cortisol concentrations, and this displacement was concentration dependent. Other components like glucose and cholesterol did not enhance the signal. Preliminary results are obtained with the on-line module.

These results show that displacement detection is a suitable method for on-line, *in vivo* or *ex vivo* detection of cortisol in physiological concentrations.
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In this contribution the development of durable anion sensors based on chemically modified field effect transistors (CHEMFETs) is presented. The ion-selective membrane in these sensors is made of well defined polysiloxane terpolymers which are synthesized according a new route. By this way the selectivity can be tuned by using different polar moieties in the polymer. This is shown for a durable nitrate-selective CHEMFET which is still well functioning after exposure for 190 days to running tap water.

1. Introduction

Ion-selective field effect transistors (ISFETs) have been used for the development of microsensors for many cations like sodium, potassium and heavy metal ions. For anion sensing only a small number of examples is known in literature. Most of these sensors make use of PVC based anion-exchange membranes. The selectivity of this type of sensors is governed by the relative dehydration energies of the anions (the Hofmeister series) and favours the more lipophillic ions over the hydrophillic ones, following the Hofmeister series:

\[ \text{ClO}_4^- > \Gamma > \text{SCN}^- > \text{NO}_3^- > \text{Br}^- > \text{NO}_2^- > \text{Cl}^- > > \text{AcO}^- > \text{CO}_3^{2-}, \text{SO}_4^{2-}, \text{HPO}_4^{2-} \]

Plasticized PVC membranes have some major drawbacks. These membranes are physically attached to the chip surface and easily peel off after prolonged contact with water. Another reduction of the durability of these sensors is caused by leaching of the plasticizers into the sample, which changes the polarity and strength of the membrane during time. Also the positively charged anion-exchange sites slowly leach from the membrane deteriorating the sensor characteristics.
Many other membrane materials have been investigated in an attempt to improve the adhesion and the durability of the micro sensors. Examples are copolymers of PVC, poly(vinyl alcohol) and poly(vinyl acetate), Urushi, acrylate, nitrile rubber, and solid-solvents like octadecyl alcohol. These materials, however, still need plasticizers and it is not easy to link the ion-exchange sites covalently to the membrane matrix to prevent it from leaching. Polysiloxane rubbers have proved to be good, durable membrane materials for the development of cation sensors. This polymer does not need a plasticizer, and ion-exchange site and ion receptors can be covalently bound to the polymer matrix. However, in production only moderate yield of good working sensors was obtained because the used polysiloxanes were chemically not well defined and inhomogeneous.

In this contribution the synthesis and use of chemically well defined and homogeneous polysiloxanes will be presented. These polymers were used as membrane material for ion exchange membrane based nitrate-selective CHEMFETs (chemically modified field effect transistors). The durability of these sensors was further improved by the covalent attachment of the ion exchange sites. The characteristics of the nitrate sensors will also be presented.

2. Results

The polysiloxanes are made by the polymerization of three monomers (scheme 1). Monomer 1 forms the bulk of the polymer, poly(dimethylsiloxane). Because the polarity of poly(dimethylsiloxane) is too low to obtain a good working sensor, polar side chains (2) have to be introduced in the polymer. For cross-linking of the polymer chains monomer 3 is added. Besides increasing the mechanical strength of the membrane, the photopolymerizable methacrylate moiety of this monomer can also be used for covalent anchoring of the membrane to the chip surface and binding of receptors and ion exchange sites.
To obtain a homogeneous random polymer the reactivity the three monomer has to be the same. Therefore all three monomers were synthesized based on a cyclotrisiloxane ring. This unit can be polymerized by the addition of CsOH as initiator. The obtained polymers were characterized by the use of GPC and NMR. The GPC chromatogram shows a molecular weight (M_w) of about 50000 and a distribution (M_w/M_n) of 1.5. This narrow distribution points out that the polymer is well defined. From the NMR spectra the relative amounts of the substituents in the polymer can be derived. These are almost the same as the relative amounts used in the monomers indicating that the monomers are all of the same reactivity. Besides the commonly used cyanopropyl polar moiety (2a) also other polar substituents like esters (2b), ketones (2c), and amides (2d) can be introduced in a similar way.

The above described polymers were used for the development of nitrate-selective CHEMFETs. Therefore 0.5 % w/w of lipophilic tetracycloammonium bromide (TOAB) sites were added. In table 1 the characteristics of these sensors are given.

<table>
<thead>
<tr>
<th>Polar monomer</th>
<th>Detection limit</th>
<th>Cl⁻</th>
<th>Br⁻</th>
<th>NO₂⁻</th>
<th>OAc⁻</th>
<th>SO₄²⁻</th>
<th>Phosphate²⁻</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>-3.7 [-57]</td>
<td>-1.0 [-55]</td>
<td>-1.2 [-50]</td>
<td>-2.5 [-54]</td>
<td>-3.0 [-58]</td>
<td>-2.7 [-56]</td>
<td></td>
</tr>
<tr>
<td>2b</td>
<td>-3.9 [-56]</td>
<td>-1.2 [-56]</td>
<td>-1.6 [-53]</td>
<td>-2.4 [-56]</td>
<td>-2.9 [-57]</td>
<td>-2.3 [-57]</td>
<td></td>
</tr>
<tr>
<td>2c</td>
<td>-3.7 [-60]</td>
<td>-0.9 [-54]</td>
<td>-1.2 [-51]</td>
<td>-2.8 [-49]</td>
<td>-2.6 [-50]</td>
<td>-2.7 [-55]</td>
<td></td>
</tr>
<tr>
<td>2d</td>
<td>-3.7 [-54]</td>
<td>-0.5 [-53]</td>
<td>-1.2 [-51]</td>
<td>-2.3 [-53]</td>
<td>-2.9 [-57]</td>
<td>-2.4 [-54]</td>
<td></td>
</tr>
</tbody>
</table>

[j] = 0.1 M, [Br] = 0.01 M, pH = 7.0

Using the common cyanopropyl polar substituent (entry 2a in table 1) a sensor is obtained with an almost Nernstian response of -57 mV/decade and a detection limit of 10⁻³ M nitrate. The selectivity coefficients are clearly following the Hofmeisters series. The obtained selectivity coefficients for sulfate and phosphate are determined by the detection limit of the sensor.

By using the ester 2b as polar substituent small deviations in the selectivity are obtained. In table 1 can be seen that nitrite is becoming less interfering and phosphate a little more compared to the cyanopropyl based polymer. The use of ketone moieties (2c) does nearly not influence the selectivity, and acetate and sulfate show minor changes in selectivity. However, the use of the amide moiety 2d has a very strong effect on the selectivity of the halogenides tested. Chloride and bromide have become significantly more interfering to nitrate. Also for phosphate there is somewhat more interference measured.

The above described sensors are still limited in their durability by the possibility that the positively charged TOAB sites leach from the membrane. Therefore ammonium site 4 was synthesized. The photopolymerizable methacrylate moiety of 4 will polymerize with the
synthesized. The photopolymerizable methacrylate moiety of 4 will polymerize with the methacrylate substituents of the polysiloxane during the UV-induced cross-linking. This anchors the positive ammonium sites to the membrane matrix. The use of 4 in stead of TOAB does not affect the good sensor characteristics, like slope, detection limit, or selectivity, but does increase the durability as was shown by a durability study.

\[ \text{Et} \quad \text{Me}^+ \quad \text{N}^+(-\text{CH}_2)_{11}\text{O} \quad \text{CH}_3 \]

\[ \text{Et} \quad \text{I} \quad \text{H}_2\text{C} \]

4

The durability of the sensors was investigated by placing them in running tap water. As can be seen in figure 1 the sensors based on immobilized ammonium sites 4 last for over 190 days (line ●). Compared with the response at the beginning of the experiment (line ●) only a small shift in the detection limit appeared, the slope remains the same. Also the tested selectivities for nitrite and chloride did not change during this period. This is in contrast with the sensors based on mobile TOAB sites (line ×) where due to leaching of the positive sites a high noise level and a slope of less than -50 mV/decade was obtained.

![Figure 1](image)

**Figure 1** Response of nitrate CHEMFETs at the beginning of the durability test (●), after 190 days with immobilized ammonium sites 4 (●) and after 190 days with TOAB (×).

3. Conclusions

The newly developed synthesis of siloxane terpolymers results in well defined polysiloxanes. The polymers can be used to produce in a reproducible way nitrate sensors with good characteristics. The selectivity of these sensors can be influenced by the type of polar moiety of the polymer. The durability of the sensors can be improved by covalent attachment of the ammonium sites to the membrane matrix. The fabricated sensors function well over a period of 190 days without loss of sensitivity or selectivity.
Durable Chemical Sensors for Heavy Metal Ions Based on Field Effect Transistors
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Abstract

In this contribution the development of polysiloxane based CHEMFETs for heavy metal ion detection is described. Well-structured polysiloxane membranes were synthesized and used as sensing membranes for Ag\(^{2+}\), Cd\(^{2+}\), and Pb\(^{2+}\)-selective CHEMFETs. Different polysiloxane based CHEMFETs were selective for these heavy metal ions in presence of different interfering ions. The intrinsic elastomeric properties of the polysiloxane membrane makes the use of a plasticizer superfluously and this should have favourable effect on the durability of these CHEMFETs.

Introduction

A chemical sensor connects the chemical domain and the physical domain. Our work is aimed at the design and synthesis of molecular receptors that can selectively recognize a guest species. When such a guest carries a charge, like in cations, the chemical recognition process converts the neutral receptor in a charged species. This allows us to use a Field Effect Transistor for the transduction of the (chemical) complexation reaction into an electronic signal [1].

Supramolecular chemistry involves the chemistry above the molecular level and allows to design molecules that selectively recognize certain species by using the principle of mutual complementarity of the receptor and the guest. Factors that determine the complementarity are the size of the species, the number of possible interactions between the receptor and the guest and the nature of the binding sites of both.

Cation selective receptors based on calix[4]arenes

Most of our work in the past decade has been focused on receptors for cationic guest species and we have been able to obtain receptors that can discriminate with a high degree of
selectivity between the different heavy metal cations (e.g. Ag⁺(1), Cd²⁺(2), and Pb²⁺(3)) [2]. The molecular platform that we use for the synthesis of such receptors is a calix[4]arene, a molecule with a high hydrophobicity and 4 positions for chemical modification. The latter introduces the desired selectivity.

![Calix[4]arene derivatives](image)

1. \( R_1 = \text{OH}; R_2 = (\text{CH}_2)_2 \text{SCH}_3 \)
2. \( R_1 = R_2 = (\text{CH}_2)_2 \text{O(CH}_2)_2 \text{C(S)N(Et)}_2 \)
3. \( R_1 = R_2 = \text{CH}_2 \text{OC(S)N(Me)}_2 \)

**CHEMFET architecture**

We have developed a new architecture for CHEMFETs which eliminates most of the existing drawbacks that have been reported in the literature [3]. The gate of the ISFETs has been covered with a buffered poly HEMA layer in order to eliminate CO₂ interference and pH sensitivity [4]. On top of this layer a hydrophobic membrane is cast. The membrane contains the selective molecular receptor (e.g. 1-3) and the hydrophobic anion that is commonly applied in ion selective electrodes to eliminate the interference of sample anions.

![CHEMFET structure](image)

CHEMFETs based on the calix[4]arene (1) responded selectively (60 mV decade⁻¹) to a change in silver activity in the aqueous solution in the presence of potassium, calcium, cadmium, and copper ions (log \( K_{ij} < -4 \)). The selectivity toward mercury (log \( K_{ij} = -2.7 \)) is comparable to the best neutral carrier based ISE so far. The calix[4]arene (2), which has four
dimethylthiocarbamoylmethoxyethoxy substituents, was selective in a CHEMFET (30 mV decade\(^{-1}\)) toward cadmium in the presence of calcium and potassium ions. Tetrasubstitution of the calix[4]arene with thioamide groups (3) is a prerequisite for the selective detection of lead and leads to a highly selective CHEMFET (log \(K_{ij}\) -3.4 to -5.2) [2].

**Novel membrane material**

For the practical applications of this CHEMFET technology the lifetime of such a sensor should be at least 3 but preferably 6 months. The hydrophobic membranes should be very thin in order to reduce the electrical resistance and in the continuous contact with aqueous sample solutions, the sensors response deteriorates in time because of the leaching of the essential electroactive components. The attention was focused on polysiloxane membranes. Polysiloxanes possess suitable elastomeric properties, because low glass transition temperature (-120°C), which makes the use of an additional plasticizer superfluously. The synthesis of well-structured reproducible siloxane copolymer is possible, based on the anionic copolymerization of cyclic trisiloxanes. These cyclic trisiloxanes are monofunctionalized with either a methyl, a polar or a methacrylate side group [5].

This novel membrane material does not require additional plasticizer, is IC compatible and, in addition, can be covalently attached to the gate oxide of the ISFET or the polyHEMA hydrogel.

**Polysiloxane based CHEMFETs for heavy metal ion detection**

The siloxane copolymers with methacrylate side groups enable the covalent attachment of the membrane to the polyHEMA surface. The different siloxane copolymers can be used as a membrane material for selective heavy metal ion detection with CHEMFETs. The polysiloxane
based CHEMFETs have the advantage that no plasticizer is used in the membrane, which should have favourable effect on the durability of the CHEMFETs. The results are shown in Table 1. CHEMFETs with the cyanopropyl functionalized siloxane copolymers, incorporating a Ag⁺-selective ionophore 1, are very selective for Ag⁺-ions in present of different ions. The interference of Hg²⁺ is most severe but still a selective response was found (log $K_{Ag,Hg} = -2.4$). CHEMFETs with an acetoxypropyl functionalized siloxane membrane containing the Cd²⁺-selective calix[4]arene derivative 2 gave the best Cd²⁺-selectivity. Good Cd²⁺/Pb²⁺-selectivity (-2.0) is obtained with these CHEMFETs, which is not possible using plasticized PVC membranes.

Table 1. Selectivity (log $K_i$) and sensitivity (slope, mV/decade) of polysiloxane based CHEMFETs for heavy metal ions.

<table>
<thead>
<tr>
<th>primary cation</th>
<th>membrane</th>
<th>K⁺</th>
<th>Cu²⁺</th>
<th>Cd²⁺</th>
<th>Ca²⁺</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag⁺</td>
<td>PS10CN</td>
<td>-4.3 [55]</td>
<td>-4.4 [58]</td>
<td>-4.0 [54]</td>
<td>-4.3 [54]</td>
</tr>
<tr>
<td>Cd²⁺</td>
<td>PS10AC</td>
<td>-2.6 [27]</td>
<td>a</td>
<td>----</td>
<td>-4.1 [29]</td>
</tr>
<tr>
<td>Pb²⁺</td>
<td>PS10KT</td>
<td>-3.3 [28]</td>
<td>-3.0 [26]</td>
<td>-3.8 [22]</td>
<td>-4.3 [27]</td>
</tr>
</tbody>
</table>

"Not selective for Cd²⁺-ions in presence of Cu²⁺."

CHEMFETs based on p-acetylphenyloxypropyl functionalized siloxane membranes with a Pb²⁺-selective ionophore 3 were selective for Pb²⁺-ions (Table 1, entry 3). The selectivities are similar to PVC/o-NPOE based CHEMFETs, but the polysiloxane based CHEMFETs should have an enhancement of the durability. Currently lifetime measurements are being carried out.
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Abstract:

A ventilation rate sensor is developed for the continuous measurement of ventilation rate in sections with turbulent flow. The measurement range of the sensor is 200 - 5000 m\textsuperscript{3}/h and this for static pressure differences over the ventilation unit from 0 to 120 Pa. The accuracy of the sensor is + and - 60 m\textsuperscript{3}/h. This low cost sensor is combined with a solid state ammonia sensor to measure the ammonia emission rate from eg. animal houses. The two sensors were installed in a pig compartment with hard environmental conditions. Ammonia concentration measured with ammonia sensor was compared with that obtained with an NO\textsubscript{x} analyser. The field test of the two sensors shows positive results for the realisation of a new low cost device to monitor and to control ammonia emission from ventilated buildings.

1. Principle of the ventilation rate sensor

In many applications of mechanical ventilation axial fans are used because of their high performance and their low cost control possibilities (voltage control). From the measurements of the characteristics of axial fans however, it is known that a back flow effect can appear if the static pressure drop over the fan increases. Because of the high pressure difference to overcome, especially in winter time at low ventilation rates, the fan still keeps his rotational speed but takes the air back through its own impeller. The resulting total ventilation rate is decreasing while the fan still is using a high voltage and power input. As a consequence, it is concluded that the ventilation rate sensor should at least cover the whole duct section. Consequently a sensor that measures in one point of the section like a point in a pitot tube traverse is useless in these circumstances. Taking into account the required working environment of the sensor (temperature from -5 to 60\textdegree C, humidity up till 90\%, high gas and dust concentrations, ...) and the condition of a low price (to become a sensor for control purposes) the choice was made for the principle of a free running
turbine covering the whole ventilation duct section. In literature it is shown that a pressure correcting measurement can be realised with turbine meters of smaller diameters (Lee et al., 1981, 1982).

A flow rate sensor of the considered principle will be subject to changes in air flow rate and variations in pressure difference over the test chimney. Because of the principle of a free running turbine the calibration measurements are focused on the relationship between rotational speed of the turbine, the measured air flow rate and the pressure difference over the test section. Consequently the procedures for fan testing with variation of pressure difference can be applied for testing this air flow rate sensor as well. A test installation that has been built according to the German Standards DIN 1952, the Belgian Standard NBN 688 and the British Standard BS 848 has been used for the development of the sensor.

To measure the characteristics of the air flow rate sensor standardised ventilation chimneys are used with diameters varying from 0.35 m to 0.56 m and a length of 1 m. In this test chimney it was possible during the experiments to realise an air flow rate from 50 to 5800 m$^3$/h and this for pressure differences (under pressures in the test room) from 0 to 120 Pa.

In 1982 a first prototype sensor has been developed, but some crucial adaptations were needed to improve it's accuracy (see calibration curve in figure 1). A first step was the reduction of the number of blades of the sensor from 8 to 2 in order to minimize the resistance to the fluid flow. A second adaptation was the position of the sensor in relation to the fan. From measurements on a test installation it could be concluded that the upstream position of the turbine with regard to the position of the fan does have an important positive influence on the characteristics of the turbine meter.

The most important step was the design of the turbine impeller. Based on the concept of velocity triangles the blade angle was calculated and evaluated experimentally.

![Existing Airflow Rate Sensor](image)

**Figure 1**: Calibration curve of an existing low cost sensor for ventilation rate measurement.
2. Principle of the ammonia sensor

The development of the NH₃ sensor was realised in IMEC v.z.w. (Interuniversity Microelectronics Center, Belgium). The sensor is a thick film semiconducting metal oxide sensor. These sensors are produced by a conventional screen printing technology on 96% alumina substrates. On these substrates a patterned multi-layer structure has been realized consisting of a heater element, a contact layer, a dielectric layer and a gas sensitive semiconductive metal oxide layer. On completion of the production process, the individual sensors are isolated from the substrate by laser scribing and suspended in a package by its contact wires. A typical sensor is illustrated in Figure 2.

The operating temperature of the sensor element is 300-400 °C, after which the conductivity of the gas sensitive layer is determined. With the help of the improved electronic control system, the sensor temperature is kept independent from the air velocity on the sensor surface. At the constant operating temperature, the conductivity, σₓ, is dependent on the concentration of the pollutant, which is often presented by the following equation (Van Geloven, 1992; Van Muylder, 1992):

\[ \sigma_x = \sigma_o + \alpha \cdot [R]^b \]  

(Equation 1)

Where:
- \( \sigma_x \) and \( \sigma_o \), the conductivity of the sensor material at a given temperature in the gas mixture under investigation and in un-polluted air respectively, in \( \mu \) Siemens;
- \( [R] \), the concentration of the pollutant, ppm;
- \( \alpha \) and \( b \), constants that depend on the composition and physico-chemical characteristics of the sensor material and the nature of the reducing gas.

The ammonia sensor was combined with a ventilation rate sensor and tested under field conditions in an animal house for a total of 279 days from September 1992-March 1994.
(Berckmans et al., 1994). Within the framework of the on-going project of IWONL 5538A, which dedicates to the study of ammonia emission and abatement techniques in Belgium, the test of the ammonia sensor combined with the ventilation rate sensor is incorporated. The test installation is located in a commercial fattening pig house in Riemst which is described in previous work (Berckmans and Ni, 1993).

3. Test results

3.1. Ventilation rate sensor

The result of the design procedure was a new prototype sensor with a pressure independent calibration curve. Figure 3 shows the corresponding linear regression covering the complete flow rate interval from 0 to 5000 m$^3$/h. It is clear that there is an improvement in the linearity of the steady state characteristics of the turbine meter used as an air flow rate sensor. The corresponding improvement in accuracy is important since the mean deviation has been reduced from 488 m$^3$/h to 91 m$^3$/h which value is 1.8% of the full scale (5000 m$^3$/h). Since the maximum deviation is occurring for the very low air flow rates, the reduction of this value might be of importance for automation of the set points of minimum ventilation rate.

![Figure 3: Calibration curve of new prototype sensor for airflow rate measurement](image)

Finally a mould for a new prototype sensor for field use was developed and five prototype sensors of different diameters were tested on the laboratory test rig resulting in an overall accuracy of $+\text{ and } -65\text{ m}^3/\text{h}$ in the higher mentioned measuring range. An overview of the technical results of the final sensor is given in table 1.

<table>
<thead>
<tr>
<th>Table 1: Technical characteristics for a prototype air flow rate sensor (diameter 450 mm) suitable for field use.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Linearity</td>
</tr>
<tr>
<td>Minimal rate</td>
</tr>
<tr>
<td>Time constant</td>
</tr>
<tr>
<td>Max. static pressure drop</td>
</tr>
<tr>
<td>Max. noise production</td>
</tr>
</tbody>
</table>
In can be concluded that most of the requirements are fulfilled with this new prototype sensor.

3.2. Ammonia emission sensor

The ammonia sensor was installed in one of the control compartments on 16 December 1994 close to the ventilation chimney. The output of the ammonia sensor was sampled every second and averaged every 12-minute. This output is compared with the output of an accurate Chemiluminescence NO\textsubscript{x} Analyzer (Thermo Instrument Systems, Model 42, measurement range 50ppm, Precision ±0.5ppb). With this "in situ NH\textsubscript{3} → NO converter with subsequent NO\textsubscript{x} analyzer," ammonia concentration can be measured with an error of only 2\% as indicated by the manufacture. With the combination of the accurate ventilation rate sensor (error of 3\% at 2000 m\textsuperscript{3}/h), this test installation allows to measure NH\textsubscript{3} emission rate, which is the product of ventilation rate and the ammonia concentration in the outflow air, with an error of 3-5\%.

Part of the measurement data (from 10 AM 11/03/1995 to 23 PM 14/03/95) is presented in Figure 4 as an example. The correlation coefficient between ammonia sensor output and ammonia concentration measured with NO\textsubscript{x} analyzer is 0.675.

![Figure 4. Ammonia concentration measured with NO\textsubscript{x} analyzer and ammonia sensor output from 11/03/1995 to 14/03/95](image-url)
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Abstract Silicon fusion bonding of wafers after KOH etching is almost impossible. The same is the case for wafers being heavily doped or having epitaxial layers of bad quality. In this contribution, we demonstrate that these wafers become spontaneously bondable after a very brief chemical mechanical polishing step.

1. Introduction

Silicon fusion bonding (SFB) is the joining of two silicon wafers without the use of any intermediate adhesives at room temperature (RT) and in ambient atmosphere, followed by a high temperature annealing. This technology has been used to fabricate silicon-on-insulator (SOI), silicon power devices, as well as silicon sensor and actuator (S&A) devices.

Chemical mechanical polishing (CMP) plays an important role in SFB in two ways: preparing very flat and smooth surfaces for successful room temperature bonding and mechanically thinning one side of the bonded wafer pair. While the latter is one of the key techniques in the fabrication of SOI wafers and silicon power devices [1-3], the first one, however, is a crucial and very critical process step for the fabrication of S&A devices, where bonding between a large range of materials and bonding silicon wafers with micro mechanical structures are of interest.

It has been reported that both the macroscopic surface flatness and the microscopic surface roughness are crucial for a successful wafer bonding [4-6]. Commercially available well-polished silicon wafers, with or without buried oxide layer or well grown epitaxial layers, having a flatness less than 10 μm and a micro roughness not exceeding 10 Å, can be easily pre-bonded at RT in a particle-free environment, as has been done so far in the SOI community. Haisma and his group, for the first time, have extensively investigated the feasibility of direct bonding of a variety of materials, applying their dedicated optical polishing technology [7]. However, up to now CMP has not been developed as an in situ process for SFB, which may offer more freedom for the application of bonding technology in the fabrication of S&A devices.

As an initial effort to implement CMP in SFB, in this paper, we demonstrate that silicon wafers after KOH etching, very heavy boron diffusion and LPCVD silicon rich nitride (Si3+2xN4) deposition, can be bonded yet after being shortly polished with a CMP machine, while normally such wafers are believed to be not spontaneously bondable (e.g. in [8]).

2. Experiments

Sample preparation: One side polished, 380 μm thick 3 inch (100) silicon wafers were used in the following experiments. Before KOH etching, boron diffusion or LPCVD Si<sub>3-x</sub>N<sub>4</sub> deposition, the wafers were treated with a standard wafer cleaning (SWC) to remove both the organic and metallic contaminants, followed by a HF dipping step to remove the wafer surface native oxide. The SWC procedure consists of 10 minutes dipping in the fuming nitric acid 100% HNO<sub>3</sub> (5 minutes in beaker I, and another 5 minutes in beaker II), rinsing in the quick dump rinser (QDR), 15 minutes dipping in the hot nitric acid 70% HNO<sub>3</sub> at 90 °C, again rinsing in QDR and spin drying. The HF dipping step consists of 1 minute dipping in 1% HF solution, rinsing in QDR and spin drying.

Then 8 wafers were etched in a 55 wt% KOH solution at 75 °C for 10 minutes. The etch rate of the KOH solution is about 1 μm/min.

Another 11 wafers were doped in a boron diffusion oven at 1100 °C for 3 hours. The boron oxide was removed from the wafers by BHF etching for 1 hour. The surface boron concentration is about 3x10<sup>20</sup> cm<sup>-3</sup>, and the doping depth is about 2.5 μm.

Finally, a LPCVD Si<sub>3-x</sub>N<sub>4</sub> layer was grown on 3 wafers from a gas mixture of SiH<sub>2</sub>Cl<sub>2</sub> (70 sccm) and NH<sub>3</sub> (18 sccm), in 200 mT at 850 °C. The thickness of the LPCVD Si<sub>3-x</sub>N<sub>4</sub> layer is about 430 nm [9].

Polishing: For comparison, part of the samples were polished before being brought together for SFB, by using E460 CMP machine. A schematic drawing of the CMP set up is shown in Fig. 1. The CMP process was specially optimized for silicon wafer polishing. The polishing slurry was Nalco 2350 that was diluted in DI water at the ratio of 1 to 30. The pH value of the slurry is 11. The work pressure and the plate temperature of CMP were 1 bar and 25 °C respectively. The polishing pad was UR 100, which is very soft and specially made for silicon wafer final polishing. After polishing, the wafers were cleaned for removing the silica particles. The silicon removal rate of CMP was 30 nm/min.. For a detail discussion of CMP process, readers are referred to [10].

For polishing LPCVD Si<sub>3-x</sub>N<sub>4</sub>, the same process was used as in silicon polishing. A removal rate of about 2.5 nm/min. was found, which is 12 times lower than the silicon removal rate. However, the LPCVD Si<sub>3-x</sub>N<sub>4</sub> layer surface quality after polishing was comparable to that of silicon wafer polishing.

Before and after CMP, the wafer surface topography was characterized by using a surface profiler. Surface roughness of the heavy boron doped wafers before and after CMP was also measured by using atomic force microscope (AFM).

Bonding: The SFB experiment was conducted in a class 100 clean room environment at RT and standard atmosphere. Before bonding, all wafers were treated with a standard RCA (H<sub>2</sub>SO<sub>4</sub>(1) +
H₂O(5) + 30% H₂O₃(1)) cleaning at 80 °C for 20 minutes, followed by a SWC. After spin drying, the wafers were brought together immediately for RT bonding in a self-made bonding set up, which has an IR camera that enables us to monitor the RT bonding process. A slight pressure was necessary for the first point contact of each successful RT bonding. Then the bond wave propagated over the whole wafer automatically. Once the wafer pairs were successfully pre-bonded, they were annealed for 2 hours at 1000 °C in N₂. The bond strength after annealing was checked by inserting a razor blade. The particles and voids captured between the wafer pair were detected by using an IR camera.

3. Results and discussion

The SFB results are summarized in Table 1.

Table 1, SFB of Silicon Wafers with Different Surface Conditions

<table>
<thead>
<tr>
<th>Wafer No.</th>
<th>Surface</th>
<th>CMP treatment</th>
<th>Bondability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>KOH etching</td>
<td>no</td>
<td>1+2</td>
</tr>
<tr>
<td>2</td>
<td>KOH etching</td>
<td>no</td>
<td>impossible</td>
</tr>
<tr>
<td>3</td>
<td>KOH etching</td>
<td>no</td>
<td>3+4</td>
</tr>
<tr>
<td>4</td>
<td>KOH etching</td>
<td>no</td>
<td>impossible</td>
</tr>
<tr>
<td>5</td>
<td>KOH etching</td>
<td>CMP 3 min.</td>
<td>5+6</td>
</tr>
<tr>
<td>6</td>
<td>KOH etching</td>
<td>CMP 3 min.</td>
<td>spontaneously</td>
</tr>
<tr>
<td>7</td>
<td>KOH etching</td>
<td>CMP 3 min.</td>
<td>7+8</td>
</tr>
<tr>
<td>8</td>
<td>KOH etching</td>
<td>CMP 3 min.</td>
<td>spontaneously</td>
</tr>
<tr>
<td>9</td>
<td>Boron diffusion</td>
<td>no</td>
<td>9+10</td>
</tr>
<tr>
<td>10</td>
<td>Boron diffusion</td>
<td>no</td>
<td>very difficult</td>
</tr>
<tr>
<td>11</td>
<td>Boron diffusion</td>
<td>no</td>
<td>11+12</td>
</tr>
<tr>
<td>12</td>
<td>Boron diffusion</td>
<td>no</td>
<td>very difficult</td>
</tr>
<tr>
<td>13</td>
<td>Boron diffusion</td>
<td>CMP 3 min.</td>
<td>13+14</td>
</tr>
<tr>
<td>14</td>
<td>Boron diffusion</td>
<td>CMP 3 min.</td>
<td>spontaneously</td>
</tr>
<tr>
<td>15</td>
<td>Boron diffusion</td>
<td>CMP 3 min.</td>
<td>15+16</td>
</tr>
<tr>
<td>16</td>
<td>Boron diffusion</td>
<td>CMP 3 min.</td>
<td>spontaneously</td>
</tr>
<tr>
<td>17</td>
<td>Boron diffusion</td>
<td>CMP 3 min.</td>
<td>17+20</td>
</tr>
<tr>
<td>18</td>
<td>LPCVD Si₃N₄</td>
<td>CMP 3 min.</td>
<td>impossible</td>
</tr>
<tr>
<td>19</td>
<td>LPCVD Si₃N₄</td>
<td>CMP upto 20 min.</td>
<td>very well</td>
</tr>
<tr>
<td>20</td>
<td>LPCVD Si₃N₄</td>
<td>CMP 3 min.</td>
<td>17+20</td>
</tr>
<tr>
<td>21</td>
<td>LPCVD Si₃N₄</td>
<td>CMP 20 min.</td>
<td>very well</td>
</tr>
<tr>
<td>22</td>
<td>LPCVD Si₃N₄</td>
<td>CMP 3 min.</td>
<td>19+22</td>
</tr>
</tbody>
</table>

The bond strength after annealing is so strong that it is impossible to insert a razor blade into the bond interface. We once tried to do so and the edge of one wafer was broken at a place other than the bond interface.

In each bonded wafer pair, several voids were found, which was due to the particles and air bubble captured in the bonding interface.
After KOH etching, many hillocks are produced that make the silicon wafer surface much rougher than before. The peak-valley values of the hillocks are about 25 nm, which is high enough to make the wafers unsuitable for SFB. The wafer surface roughness after 10 minutes of KOH etching is comparable to that after several hours of KOH etching. After a very short CMP step, all the pyramids were removed, the wafer surface became as smooth as the original ones (Fig. 2).

Silicon wafers after boron diffusion are significantly rougher than original one before removing the boron oxide. They are still too rough to bond after removing the boron oxide. However, it is impossible to measure the micro roughness by a conventional step profiler. AFM images reveal that many small peaks of several nm high are still on the wafer after boron diffusion and removal of the boron oxide (Fig. 3). After 3 minutes CMP, smooth surfaces are achieved (Fig. 4). The mean sheet resistance of the doped layer before and after CMP was 2.45 Ω/sq. and 2.46 Ω/sq. respectively. The electrical properties of the doping layer were not altered by polishing.

In the case of bonding \( \text{Si}_{3+x}\text{N}_4 \) to a heavy boron doped silicon wafer, the micro roughness on both surfaces was much too high to achieve an immediate bond. The surface topography of the LPCVD \( \text{Si}_{3+x}\text{N}_4 \) layer is shown in Fig. 5. Because the \( \text{Si}_{3+x}\text{N}_4 \) removal rate is much lower than that of silicon, 3 minutes of CMP was not sufficient to smoothen the micro hillocks. Instead, after removal of about 50 nm by 20 minutes CMP, the silicon nitride layer surface
becomes suitable for fusion bonding (Fig. 5).

4. Conclusion

Silicon wafers after KOH etching, very heavy boron diffusion and LPCVD $\text{Si}_3n_4$ deposition, which were not spontaneously bondable, have been successfully bonded after CMP. Since less than 100 nm of silicon has been removed by CMP, the electrical properties of the boron doped silicon wafers were not influenced.

CMP has been shown a very promising in situ technology for silicon fusion bonding.
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Abstract

A high-T$_c$ transition edge bolometer is being developed for remote sensing of atmospheric OH. By producing the bolometer on top of a Si$_3$N$_4$ membrane it should be possible to achieve a Noise Equivalent Power (NEP) smaller than $4 \times 10^{-12}$ W/Hz. Two different routes are presented involving a fusion bonding step between Si$_3$N$_4$ and Si.

1. Introduction

Because of the central importance of OH in stratospheric chemistry, ESA and NASA are currently investigating different measurement techniques for remote sensing of OH from a satellite. One of the proposed techniques is the OH Interferometer Observations (OHIO) concept which includes a Fabry-Perot for selection of the 84.421.1 m emission line of OH. This work is done in the context of the PIRAMHYD program (Passive Infra-Red Atmospheric Measurements of HYDroxy). The concept of the OHIO instrument has been discussed in for example [1].

The OHIO instrument requires a far infrared detector with a high efficiency at 85 μm, a size of approximately 1 mm$^2$, a timeconstant of less than 0.1 s, a Noise Equivalent Power (NEP) better than $4 \times 10^{-12}$ W/Hz and an operational temperature larger than 35 K [2]. None of the presently available semiconductor detectors can meet these requirements.

Detectors most likely to meet the stated requirements are superconducting membrane type bolometers. The bolometer is a thermal detector, which employs an electrical resistance thermometer to measure the temperature of a radiation absorber. The performance of a bolometer is usually indicated by the Noise Equivalent Power, NEP [W/√Hz], the amount of power incident on the bolometer which creates a signal amplitude equal to the noise source. The specific detectivity $D^*$ is often used as a replacement for the NEP. With $A$ being the
detector area, $D^*$ is defined as $D^* = \sqrt{A/\text{NEP}}$. A good review of the bolometer theory can be found in [3].

2. High $T_c$ Bolometer on a Si membrane

Recently bolometers with a high-$T_c$ superconductor transition edge thermometer have been prepared successfully on micromachined silicon membranes [4]. For the fabrication of these bolometer structures, a 50 nm thick yttria stabilized ZrO$_2$ (YSZ) bufferlayer was first epitaxially grown on top of a silicon membrane. After patterning the YSZ layer into a meander structure, a 50 nm thick GdBa$_2$Cu$_3$O$_{7-\delta}$ layer was deposited using magnetron sputtering. This inhibition technique resulted in good epitaxial GdBCO layers only where the YSZ layer was present. On the parts where GdBCO was deposited directly on silicon it lost its superconducting qualities and became an insulator. Passivation of the GdBCO layer was done by sputter deposition of PtO$_x$. Electrical contacts were made by locally reducing the PtO$_x$ to metallic platinum using laser heating.

The detectivity $D^*$ of this bolometer was reported to be $3.8 \times 10^8$ (cm$^2$VHz/W), at an operation temperature of 84.5 K. This $D^*$ translates to a NEP of about $3 \times 10^{-11}$ W/Hz. This value is too large for our purpose due to the high thermal conductivity of the silicon and the resulting smaller sensitivity. Our investigations aim at the replacement of the membrane material by silicon nitride, while using the same inhibition technique. The thermal conductivity of Si$_3$N$_4$ is about 50 times smaller as compared to Si, so the required NEP limit should be feasible.

3. High $T_c$ Bolometer on a Si/Si$_3$N$_4$ membrane

Analysis of available data on the 1/f-voltage noise of high-$T_c$ films shows that its contribution to the NEP of the detector remains within the requirements, provided that the superconducting film is of good epitaxial quality [2]. To enable epitaxial growth of the superconductor, a single crystalline Si layer is required on top of the Si$_3$N$_4$ membrane, of at most 100 nm to minimalize the thermal conductance. A cross section of the obtained multilayer structure is shown in Fig. 1. The production of the Si$_3$N$_4$ membranes with a single crystalline Si top layer is one of the technological key issues in the production process.

4. Bond-And-Etch-Back Technologies

For the production of the Si$_3$N$_4$/Si layer two bond-and-etch-back technologies are being investigated, both involving a silicon fusion bonding step between Si$_3$N$_4$ and Si. The first route involves the use of a high concentration boron layer, which can be used as an etch stop in KOH/IPA. The process scheme is shown in fig. 2. The second route involves the use of a SOI wafer. By transferring the thin silicon top layer to the nitride wafer it should be possible
to obtain the Si$_3$N$_4$/Si layer. In initial bonding experiments it was found that both low stress Si$_3$N$_4$ (500 nm and 1200 nm thick) as well as high boron doped surfaces are too rough for fusion bonding. In literature successful bonding results between Si and Si$_3$N$_4$ have been mentioned [5,6], but these involved Si$_3$N$_4$ layers with a thickness of 300 nm or less. To make these surfaces bondable, a polishing step is needed. It was found that by using a Chemical Mechanical Polishing (CMP) step, previously unbondable Si$_3$N$_4$ and boron doped surfaces became bondable [7]. After bonding, the Si wafer is etched back until the etch stop is reached.

Fig. 2: Process schemes for routes 1 (left) and 2 (right)

Fig. 3: Pyramidical hillock after KOH/IPA etching

5. Experimental

The first bond-and-etch-back experiments for route 1 were done with 380 μm thick 3” (100) wafers, 10-20 Ωcm. On one of the wafers a 430 nm thick low-stress LPCVD Si$_3$N$_4$ layer was grown. The other one was boron doped in a solid source dotation system, to a surface boron concentration of about 3x10$^{20}$ cm$^{-3}$ and a depth of 5 μm. Both the surfaces were given a CMP treatment, reducing the surface roughness to less than 1 nm, which is necessary for a successful bond.

Prior to bonding the wafers were given a standard clean, using fuming nitric acid (100%) and hot nitric acid (70%, 90 °C). An IR camera was used to monitor the initial bonding of the wafers. Annealing was done for 2 hours at 1000 °C in N$_2$. Etching back was carried out with a mixture of KOH (23.4 wt%), IPA (13.3 wt%) and H$_2$O (63.3 wt%) at 80 °C, resulting in an etch rate of approximately 0.9 μm/min for undoped silicon. The etch rate of the high boron doped silicon at the surface of the etch stop (with a boron concentration of about 1x10$^{20}$ cm$^{-3}$) has not been determined exactly yet, but lies in the order of several nm/min. These results are in close agreement with literature [8].

After etching back, a thin silicon layer of 2.5 to 3 μm thick remained on top of the Si$_3$N$_4$. Since the boron doped wafer was not completely bonded, parts of it came off during etching. The remaining silicon layer covered an area of about 40% of the wafer.

Another problem to be solved for route 1 is the formation of pyramidically shaped hillocks, and effect which is well known in anisotropic wet etching. In fig. 3 such a hillock is shown, after etching back and stopping on the high boron doped layer. This particular hillock is about 16 μm high, but also hillocks of 60 μm and higher were present on the surface. The
hillock density is about 3 cm$^{-2}$. On the surface next to the hillock small patterns are visible, which are believed to be crystal dislocations, caused by the high doping level. The bright structures on the surface are probably some kind of contamination. It is believed that these can be removed by a clean in H$_2$SO$_4$/H$_2$O$_2$/H$_2$O.

In route 2 the etch stop is provided by the buried oxide (BOX) layer from the SOI wafer. So the thin silicon layer is still unaffected by etching back the bulk of the SOI wafer. Removing the oxide layer with HF finally leaves the thin silicon layer on top of the silicon nitride. The advantage of route 2 is that by using SOI wafers with a Si top layer of several hundred nm only a small amount of Si has to be removed by either polishing or etching to obtain the required thickness. Experiments for route 2 will be carried out in the near future.

6. Conclusions

We expect that combining the Si$_3$N$_4$/Si membrane fabrication with the existing technologies as presented in [4] it is possible to prepare HTS bolometers which meet the stated requirements. The proposed routes for the production of the Si$_3$N$_4$/Si layers and membranes are still under investigation. The main points of attention at this moment are to increase the bonding yield, and achieve an etched-back surface without hillocks.

The combination of micromachining and superconductive films provides an interesting challenge, leading to new possibilities for the development of high $T_c$ radiation sensors.
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Abstract - Silicon drift detectors can be used for the detection of light, X-rays and charged particles. In combination with a scintillator also γ-rays can be detected. The energy resolution of drift detectors is better than p-i-n photodiodes with the same detection area, because of the low detector capacitance (less than 1 pF for detectors of 1 cm² and hardly scaling with the size). Integration of electronics is very beneficial for drift detectors, because stray capacitances of external bonds will always exceed the detector capacitance and this will limit the detector performance.

We present results obtained with detectors without integrated electronics and we describe the fabrication process which will lead to the incorporation of a JFET and a capacitor onto the detector. With this 'smart' process we aim to measure charge pulses consisting of down to 50 electrons.

1 - Introduction

In the interaction of radiation with matter some or all of the radiation energy is used to excite electrons. In (semi-)insulating materials this means electron-hole pairs. The average energy to create an electron-hole pairs is about 3 times the bandgap (3.6 eV for silicon). The number of electron-hole pairs therefore is a measure for the energy deposited in the detector. When particles or quanta are completely absorbed then the number of electron-hole pairs represent their energy, a main parameter in radiation detection. Other parameters are position and time.

Free electron-hole pairs can only be measured if the electrons and holes are separated by an electric field, otherwise they will recombine. The depletion layer in a pn junction can be used for this purpose. For the detection of visible light where the penetration depth is short (~ 1 μm), a normal wafer with a surface junction can be used. X-rays with larger penetration depths need thicker depletion layers. This can be obtained with high voltages over the junction or by reduction of the doping concentration, which will also increase the carrier lifetime [1]. With high-ohmic wafers (bulk concentration ~ 10¹² cm⁻³) and moderate voltages (~ 100 V) it is possible to use the whole wafer thickness for radiation detection. With 400 μm thick wafers X-ray energies up to 10 keV can be detected with an efficiency of at least 90% [2].
detection efficiency will drop considerably for higher X-ray energies to only a few percent at 60 keV.

For the detection of γ-rays, with even higher energies, silicon wafers are not the appropriate material. For this purpose a scintillator is often used. The scintillator converts with an efficiency of ~ 10% the radiation energy into light which can be detected by a silicon detector. With the combination of a silicon radiation detector and a scintillator a γ-ray detector can be made. Due to the low noise properties the drift detector may replace the now dominant photomultiplier tube for the read-out of scintillation light in some applications.

The simplest silicon radiation detection structure is the p-i-n diode where the intrinsic (high-ohmic) bulk material. Straightforward derivatives of the p-i-n structure are the strip and pixel detectors with a one respectively two dimensional position resolution. The following chapters describe the principle, fabrication and use of a special kind of p-i-n diode, the silicon drift detector and the work done to integrate electronics onto the detector.

2 - The drift detector

The silicon drift detector uses the complete wafer thickness for radiation detection. This is obtained with high-ohmic wafers and double sided processing. At this moment the best wafers available are n-type wafers with <100> orientation. In figure 1 a schematic of a linear and a circular drift detector is shown. The main difference between a p-i-n diode and a drift detector is the reduced area of the readout electrode (anode, n-implantation). The small anode effectively reduces the capacitance of the detector, resulting in an improved energy resolution. The circular drift detector in figure 1.a has no position resolution, the linear drift detector in figure 1.b with multiple anodes has a direct one-dimensional position resolution. With the measurement of the drift time in the detector two-dimensional position resolution can be obtained. The drift time is the time difference between the collection of the holes at the cathodes and the electrons at the anode(s).

The drift detector is reversely biased with various voltages at the cathodes, the absolute voltage increasing with the distance from the anode. This will generate a drift field for electrons parallel to the surface in the direction of the anode(s). The holes on the other hand will drift towards the nearest cathode (p-implantation).

Gatti [3] calculated the noise behavior of a silicon detector connected with a preamplifier and filter-amplifier as

\[ ENC^2 = \frac{a}{\tau} C_s^2 A_1 + 2\pi a_j A_2 + 2q I_{\text{leak}} \gamma A_3 \]  

(1)
where $\text{ENC}$ is the equivalent noise charge [electrons], $I_{\text{leak}}$ is the detector leakage current \([\text{A/cm}^2]\), $C_t$ is the total input capacitance \(= C_{\text{det}} + C_{\text{JFET}} + C_{\text{feedback}}\) [F], $\tau$ is the shaping time constant of the filter-amplifier [s], $A_1$, $A_2$, $A_3$ are filter constants and $\alpha$ and $\alpha_f$ are the white respectively $1/f$ series noise figures of a JFET, used at the input of the preamplifier.

From this formula it can be seen that the second term sets a constant noise level determined by the processing and the noise will decrease if both the leakage current and the input capacitance are low.

The sub-pF drift detector capacitance offers possibilities for a low ENC, but without integrated electronics the input capacitance always increases with some pF parasitic bonding capacitance. Leakage currents are an artefact of each silicon diode including the drift detector. This current is thermally generated and a function of the number of impurities or crystal disorientations in the bulk or at the interface. Cooling of the detector is a means of reducing this current, but requires a complicated measurement setup. Other ways to reduce the leakage current can be found in the processing of the detectors.

The leakage current is usually drained by a large feedback resistor (- GΩ) in the preamplifier resulting in an increased ENC. A charge sensitive preamplifier circuit without a noisy feedback resistor is introduced by Bertuccio [4] and offers low noise possibilities. The leakage current is drained through the slightly forward biased gate-source junction of the input JFET, without additional components. If the JFET and the feedback capacitor are added onto the drift detector the preamplifier input is free of the parasitic bonding capacitance. A JFET can be built directly into the anode, where the anode now serves as the back gate of the JFET.

3 - Fabrication

The fabrication of 'standard' silicon drift detectors requires processing on both sides of n-type <100> high-ohmic wafers. After growing of a thermal oxide of 400 nm (8 hours at 1100 °C in $O_2$) the alignment marks are positioned on both sides of the wafer. Each side of the wafer has a p-type implantation through the oxide (boron, dose = $1 \cdot 10^{15}$ cm$^{-2}$, energy = 120 keV), the front side also receives an n-type implantation directly into the silicon (arsenic, dose = $1 \cdot 10^{15}$ cm$^{-2}$, energy = 40 keV). The implanted impurities are activated at 600 °C for 30 minutes. After activation contact holes to the p-implantations are made and a 600 nm thick aluminum layer (with 1% Si) is sputtered for contacting. Plasma etching is used during the whole process. The activation temperature is optimized for a low leakage current, but hampers the direct integration of electronics because of a low activation of the dopants.

For the 'smart' process the anode implantation is replaced by an n-type selective epitaxial layer containing a p-JFET. On top of this JFET a double metal feedback capacitor is placed. In the process schedule this JFET is processed before the detector implantations and is activated at 950 °C for 30 minutes. The processing of the JFET and the capacitor follows closely the DIMES-03 BiFET process [5], which contains a 1GHz p-JFET. The high temperature anneal only activates small areas of the wafer (the JFETs only) and a small influence on the leakage current is expected.

In previous process runs the feedback capacitor was formed by a MOS structure between the (top)gate and the aluminum. The dielectric consisted of a LPCVD oxide layer of 50 nm deposited at 700 °C. This process was not very successful, because of diffusion of boron from the drain and source contacts into the LPCVD oxide, what resulted in poor JFET contacts.

'Standard' silicon drift detectors can now be produced with success. The 'smart' drift detector process is still under development.
4 - Measurements

Up to now only the detection properties of 'standard' drift detectors could be tested. The leakage current of these detectors is 1 nA/cm² at room temperature, comparable with values of other manufactures [6]. Cooling reduces the leakage current with a factor of 2 per 10 K. The noise however did not diminish accordingly. This behavior is still under study.

The energy resolution, measured on one anode of a multianode drift detector is better than for a single anode drift detector of the same size since only a small fraction of the leakage current is collected per anode. Diffusion of electrons during the drift however causes a division of the total signal charge over several anodes. So measuring at one anode many events will be seen with only a fraction of the total charge, resulting in a low energy tail in the spectrum (figure 2, 1 anode). When some anodes are tied together the ratio of events with complete over incomplete charge collection will improve, resulting in a reduction of the low energy tail (figure 3, 3 anodes). When more anodes are tied together the energy resolution worsens, due to the increased leakage current (figure 2, 5 anodes). The collection area of each anode is 250·6000 μm² in this case. For the best case of '3 anodes' the noise level was about ENC = 220 electrons at room temperature, still far from the 13 electrons that Lutz [7] measured with a smart drift detector at 223K.

For a circular drift detector γ-rays have been measured using a CsI(Tl) scintillator crystal. The active area of the drift detector was 0.44 cm². In figure 3 the energy spectrum is shown. The energy resolution of the 662 keV peak was 7.6 % FWHM, only slightly worse than the 6.7 % measured with a photomultiplier-tube using the same crystal. The current drift detector process is not optimized for light detection and e.g. a non-reflective entrance window and a shallow dead layer will improve the energy resolution. Olschner [8] has measured energy resolutions of 5 % for drift detectors using the same type of crystal and radiation source.
5 - Conclusions
At the moment a drift detector process has been developed and results demonstrated for X-rays and γ-rays. The energy resolution however is limited by the parasitic capacitance of external bonding. The first improvements therefore focus on integrated electronics, in parallel with reduced charge division in multi anode drift detectors. In later stages improvement of the light detection will be studied.
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ABSTRACT

Colour sensors with a spectral response programmable by design that provides improved flexibility can be obtained using a structure that filters and detects light at the same time. Measurements of a simple test structure demonstrated the possibility of implementing such a thin film colour sensor.

1. INTRODUCTION

The spectral response of a photodiode depends on the transmission of impinging light through an optically optimized multilayer structure and the collection of photo-generated charge-carriers in a p-n junction. Both effects can be used to control, by design, the spectral response of a colour sensor. With the first approach, an interference filter can provide a peaked response for a certain part of the spectrum [1, 2], or a flat response over a part of the spectrum [3], depending on the type and structure of the filter.

The second approach uses the dependence of the collection efficiency of photogenerated charge on the wavelength dependence due to the dispersion of the extinction coefficient $k$ of monocrystalline silicon in the visible range of the spectrum which results from the indirect bandgap of silicon. This effect has been used for colour sensing by controlling the collection depth into bulk silicon using the reverse voltage across a shallow junction [4].

However, the disadvantage of a normal interference filter is that it does not realize any opto-electrical conversion and three different filters on top of separate detectors are required to provide the primary colour signals. On the other hand, the implementation based on the wavelength dependence of $k$ lacks design flexibility and is also limited by the fabrication compatibility with standard microelectronic processing. A colour sensor with an 'active' multilayer structure which filters and detects light at the same time combines the advantages of the previous approaches and eliminates their drawbacks. The entire structure must be antireflectant (AR) to maximize the opto-electrical conversion efficiency. Consequently, a colour sensor using such an 'active' AR interference filter should be composed of:
1) a stack of Si compatible materials on top of a silicon wafer, with photodiodes in polysilicon layers and in the substrate (the 'active' regions) which provide the primary 'blue', green' and 'red' responses; and

2) weighting and summing circuits integrated in the substrate, which enable the programming of the overall response of the entire sensor.

Both flexibility and compatibility requirements are met when using such 'active' interference filters with on-chip weighting circuits. Furthermore, the 'active' regions are totally isolated from each other and the highly integrated approach makes on-chip integration of auxiliary signal conditioning circuits possible. Fig.1 shows schematically the structure of such a smart colour sensor.

2. PRACTICAL REALIZATION

Three steps are necessary to reach the final structure of an 'active' interference filter:

2.1. Determining the dispersion of the available materials.

For the different layers which must be used in the filter the literature data can be only orientative due to differences in deposition processes and equipment. Measurement data of dispersion of the refractive index $n$ for two polysilicon layers in a multiple oxide-poly-oxide-oxide sandwich structure were carried out. The characteristics of the bottom polySi proved to be closer to those of monocrystalline Si [5] because its structure is recrystallized to a larger extent than that of the top polySi. This is due to the fact that it has suffered the effects of a higher thermal budget during the deposition and in-situ anneal of the top polySi.

2.2. Optimizing the technological processing for the best electrical characteristics of polySi diodes.

The polysilicon diodes are quite different from their monocrystalline counterparts and they are strongly influenced by the polysilicon grain structure and by the subsequent processing. Fig.2 shows measured Gummel plots for two types of lateral polysilicon diodes, together with the characteristic of a monocrystalline diode. The resistance in parallel with the diode is the most important parasitic component, due to the grain boundaries states that shortcut the $p-n$ junction. The "diffused" diode (obtained using a POCl$_3$ diffusion prior to the implant of the $p^+$ and $n^+$ regions) presents a better characteristic than the "implanted" diode, which was not subjected to such a treatment. This is due to the passivation of most of the carrier traps at the grain boundaries with phosphorus atoms which practically eliminates the parallel
parasitic resistance \( (R_s = 1 \, \text{k}\Omega) \) for the 'implanted' diodes, compared to \( 0.12 \, \text{M}\Omega \) for the POCl\(_3\) diffused polysilicon diodes so that the series resistance \( (R_s = 24 \, \Omega) \) remains the only parasitic component.

2.3. Designing and optimizing AR filters.

Although an AR coating can be designed using several methods [6, 7], the simplest design approach is to start from an equivalent HLH or LHL layer (high and low refractive index materials are polySi and \( \text{SiO}_2 \), respectively) and then to find matching structures with the substrate and the air. The simulated performance of a final structure obtained after computer optimization of such an LHL \( \text{SiO}_2\)-polySi-
\( \text{SiO}_2 \) combination is shown in Fig. 3. It can be seen that it is characterized by good optical performances: the reflectivity in the entire visible range is \( \sim 10\% \) whereas the transmissivity has an approximately linear increase up to \( \sim 55\% \) for most of the 'red' region (\( \sim 650\ldots780 \, \text{nm} \)) of the spectrum.

Initial tests were performed with a simple structure in order to demonstrate the feasibility of the presented colour-detecting principle. The measured spectral power response of a lateral diode with a total area of about \( 1.26 \times 10^6 \, \mu\text{m}^2 \) (realized in a polySi layer 4000 \( \text{Å} \) thick) is shown in Fig. 4. The shift of the measured curve relative to the theoretical one is due to different characteristics of the polySi as compared to the expected ones.

Present work is directed towards implementation of more complex structures, with better AR responses and improved sensitivity of the polySi photodiodes.

3. CONCLUSIONS

'Active' antireflectant interference filters which detect light in polysilicon layers as well as in the substrate can be a solution to both flexibility and compatibility requirements.
Several different approaches can be used in order to design an AR interference filter with 'active' polysilicon layers but the simplest and therefore, the most feasible designs are obtained using the coatings resulted after optimization of an initial LHL structure (with 'L' = SiO$_2$ and 'H' = polySi). Their practical implementation is possible but it is strongly dependent on two technological factors:

a) the possibility of depositing thin dielectric layers with an accurate control of the desired refractive index and with good reproducibility; and

b) the capability of realizing p-n junctions in polysilicon with good electrical characteristics.

Initial experiments on simple test structures confirmed the possibility of implementing a colour sensor based on light detection in photodiodes realized both in polysilicon layers and the monocrystalline substrate.
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Abstract. Porous ceramics have been used to make humidity sensors. The use of porous silicon allows the development of smart humidity sensors. This paper will focus on optimising the structure of the porous silicon layer to form capacitors with high sensitivity and fast response times. The effect of both HF concentration and current density on the porous structure will be examined. SEM is used for the structural characterisation of the porous layer.

1- Introduction
Porous silicon is essentially crystalline silicon with channels or pores preferentially etched into it, giving it a very large surface area. Porous silicon can be formed electrochemically by anodic dissolution of silicon in solutions containing hydrofluoric acid (HF). The structure of the resulting porous layer is highly dependant on; the doping type and concentration of the silicon substrate, HF concentration, and the anodic current density. Porous silicon has found applications in dielectric isolation [1], in micromachining as a sacrificial layer [2], and has been investigated for its photo and electroluminescent properties [3]. Some work has already been reported on the use of porous silicon as a dielectric material for capacitive humidity sensors [4,5]. In this application the porous silicon layer forms the dielectric in much the same way as porous alumina films have previously been used [6]. Figure 1 shows a schematic diagram of the test structure. If the pore diameters are small enough, water molecules will condense inside the pores causing a change in the permittivity of the layer. This change is then measured as a change in capacitance and related to the relative humidity change. In this paper the effect of changing the structure of the porous layer will be examined.
2- Experimental
Preliminary investigations have been carried out using p-type silicon 2-5 Ω.cm. Figure 2 shows a schematic diagram of the formation cell. The silicon forms the positive electrode (anode) of the cell, and the platinum electrode completes the circuit. The electrolyte is a mixture of hydrofluoric acid (HF) and an additive to reduce the surface tension in order to allow hydrogen gas to escape more freely. After formation of the porous layer, a gold coating of approximately 300 Å thickness is sputtered on top in a disc pattern. The area of the device is 7.85 x 10^3 cm². The gold and backside aluminium contact of the silicon form the plates of the parallel plate capacitor. The depth of the porous layer was measured by stripping it away in a dilute KOH solution and measuring the step height using a surface profiler. The porosity of the layer was measured using the weight change method [7]. The test devices were tested in an environmental test chamber (Heraeus Vötsch HC 7020) where the relative humidity was stepped from 10% to 95% at a constant temperature of 40°C. The device capacitance was measured by a Hewlett Packard 4020 LCR meter at 100kHz.

3 - Results
3-1 HF Concentration
In this set of experiments the HF concentration was varied between 30-70% in steps of 10%. In all cases, the electrolyte contains 1:1 HF:Ethanol (100%). Also, the current density was kept constant at 10 mA/cm² and reaction time at 1 minute. Under such conditions the depth of the porous layer formed was approximately 0.6 μm. Table 1 summarises the result of these tests, which are also plotted in Figure 3. The sensitivity quoted in Table 1 refers to the total change in capacitance divided by the capacitance at 10% relative humidity. The time constant (τ) quoted is the time taken for the capacitor to reach 63% of its final value. SEM images of these layers revealed a wide distribution of pore diameters which did not change dramatically for different HF concentrations, although there seemed to be a slight increase in diameters at lower HF concentrations.
Table 1: Summary of HF Variation Tests

<table>
<thead>
<tr>
<th>HF%</th>
<th>Por%</th>
<th>t/min</th>
<th>Sens%</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>70</td>
<td>15.0</td>
<td>749</td>
</tr>
<tr>
<td>40</td>
<td>65</td>
<td>13.5</td>
<td>543</td>
</tr>
<tr>
<td>50</td>
<td>60</td>
<td>18.0</td>
<td>474</td>
</tr>
<tr>
<td>60</td>
<td>55</td>
<td>18.0</td>
<td>143</td>
</tr>
<tr>
<td>70</td>
<td>50</td>
<td>13.0</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 2: Summary of Current Variation Tests

<table>
<thead>
<tr>
<th>l/mA.cm²</th>
<th>t/min</th>
<th>Sens</th>
<th>Depth/µm</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>12</td>
<td>840</td>
<td>0.32</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>749</td>
<td>0.66</td>
</tr>
<tr>
<td>20</td>
<td>11</td>
<td>695</td>
<td>1.52</td>
</tr>
<tr>
<td>40</td>
<td>9</td>
<td>530</td>
<td>2.84</td>
</tr>
<tr>
<td>60</td>
<td>9</td>
<td>199</td>
<td>4.12</td>
</tr>
</tbody>
</table>

Figure 3 Effect of Changing the HF Concentration

Figure 4 Effect of Changing the Current Density

3-2 Current Density

In this set of experiments the current density was varied between 5 and 60 mA/cm² while keeping the HF concentration at 30% (1:1 ethanol), and reaction time at 1 minute. Again the results are summarised in Table 2 and diagrammatically in Figure 4. SEM images of the porous layers formed using different current densities are shown in Figures 5 and 6. It can be seen that as the current density was increased the size of the pore diameters also increased.

3-3 Effect of Additives

Experiments have been carried out where the ethanol added to the HF solution was replaced by acetonitrile and iso-propyl alcohol. Using SEM it can be seen that these substances modify the shape of the pores. Initial results of capacitors formed using these additives seem to have higher response speeds. SEM images of these porous layers show that the shape of the pores, rather than the dimensions, change with different additives.
4 - Conclusions
From the initial structural characterisation of porous silicon formed in p-type substrates ($10^{17}$ cm$^{-3}$) it was found that:

1. the porosity was a function of the percentage of HF in solution, and not current density, in the range 5 to 25 mA/cm$^2$
2. the rate of formation depended more strongly on the value of current density than HF concentration
3. the pore diameter seems to be very dependent on the current density value, and to a lesser extent on the composition of the solution.
4. capacitors with the best response in terms of percentage sensitivity were formed using low current density and low concentration of HF
5. the response speed of the capacitors appeared to improve for larger pore diameters however from the results of the additives it seems the response speed may be more dependant on the shape of the nano-sized pores
6. it is possible that other additives, besides ethanol, can improve the structure of the porous layer in such a way that its capacitance response improves. Further investigation is required to establish the exact nature of these changes.
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Abstract

Simple electrostatically controlled on-chip corrector of the optical aberration of defocus is reported. The corrector is fabricated by means of bulk silicon micromachining. The device consists of a thin circular nitride membrane which is coated with a reflective layer of aluminum. The curvature of the membrane is controlled by applying the appropriate voltage to the aluminum electrode which is placed under the membrane.

Mixed (mechanical, optical, electrical) technologies are traditionally used for the fabrication of active and adaptive optical components [1, 2]. The combination of technologies leads to very high fabrication costs. Different approaches to the design and fabrication of adaptive mirrors have been reported, but still, high prices of adaptive optical components are considered to be acceptable.

Introduction of an inexpensive and uniform micro-fabrication technology [3] into the field of adaptive optics facilitates a rapid progress mainly because it reduces the fabrication costs and introduces the possibility of mass production. Silicon micromachining and hybrid packaging have been recently successfully applied to the fabrication of various adaptive optical components [4, 5, 6].

In our report we describe the technology and characteristics of a micromachined adaptive mirror with a variable focal distance. The device continues the line of micromachined optical devices developed in Delft: [6, 7, 8]. The mirror is controlled by a single voltage, ensuring simplicity together with a reasonably good quality of correction of the optical aberration of defocus in a wide range of focal distances: (∞...1m). The schematic section of the mirror is shown in Fig. 1.

![Figure 1: Cross section of the micromachined varifocal mirror.](image-url)
A freely suspended deformable nitride membrane, forming the flexible substrate of the mirror, is fabricated by etching through the bulk of the wafer in a water/KOH solution. The main advantage of the KOH etching is the very slow etch rate of nitride, securing the high surface quality of the released membrane. Because of the directional selectivity, the final shape of the opening etched in a standard Si wafer is always rectangular. For correction of defocus, the deformed membrane must have a parabolic shape. A good approximation to the parabolic shape can be obtained by means of electrostatic deformation of a thin membrane stretched on a circular frame. Rectangular membrane has a cushion-like response and may not be used for correction of defocus. A special etch mask was developed to obtain a membrane with approximately circular aperture by means of a standard anisotropic KOH etching. The negative corner compensation applied resulted in a fabrication of "approximately circular" membrane with a diameter of 10mm, having RMS deviation from the circular contour of less than 0.1 mm. The absolute value of this error does not depend on the diameter, therefore larger circular membranes can be fabricated with relatively better approximation. The etching mask and a wafer with etched through circular openings are shown in Fig. 2.

Fabricated membranes demonstrate small stepwise deviation from a circular shape. For a membrane stretched on a contour with radius \( a \) and deformed by a constant pressure, the deviation from the nearest parabola with radius of curvature \( R \) due to the error in the contour shape \( \delta a \) is given by a formula: \( \varepsilon = a\delta a/R \), or \( \varepsilon/\delta a = a/R \). Substitution of numerical data into the last expression shows that practical requirements to the geometry of the membrane contour are very strict. For example, to achieve \( \varepsilon = 0.1 \mu m \) for a mirror with a diameter of 1 cm at the focal distance of one meter, the deviation of the etched contour from a circle must be less than 20 \( \mu m \). Currently achieved value of deviation of 100 \( \mu m \) corresponds to \( \varepsilon = 0.5 \mu m \).

The assembled mirror, consisting of a 10mm-diameter membrane mounted 50\( \mu m \) over the single control electrode was tested in a Twyman-Green interferometer with a plane \( \lambda/20 \) reference. The interferograms of both the initial and the deformed mirror surface are shown in Fig. 3.

Experience of the first experiments is summarized in the following conclusions:
Figure 3: Interferogram of the initial mirror surface (left), the same for a membrane with the surface, deformed by a control voltage of 150V (right).

Figure 4: Focal distributions produced by the ideal membrane mirror (left) and by the mirror with 2.5% nonuniformity of the air gap (right)

- The high spatial frequency surface deformation, observed along the edge of the initially plain mirror, is caused by the bad quality of the evaporated Al coating. These regions were non-uniformly shadowed by the remnants of the compensation mask, which resulted in irregular variations of the coating thickness. The remnants of the compensation mask may be easily removed before coating, therefore this defect will not be observed in future runs.

- The high spatial frequency fringe deformation along the contour of the deformed mirror is caused by the stepwise geometry of the mirror edge. This defect is a feature of the technology used. It looks not very attractive on the interferogram, but the contribution of the edge aberration into the total wavefront RMS is comparatively low.

- The deformed mirror has asymmetrical coma-like aberration. The amplitude of the aberration reached 0.75λ at the focal distance of 1m. We have found that the aberration is caused by the initial nonuniformity of the gap between the membrane and the control electrode. Numerical simulation (see Fig. 4) showed that a simple tilt, causing 2.5% difference of the gap between the top and the bottom edges of the membrane produces an aberration which is very similar to the observed one. The spherical aberration, produced by the non-uniform electrostatic pressure in the gap under the deformed membrane [9] was at least an order of magnitude lower.
Experimental data concerning the possibility of correction of the aberrations caused by the misalignment will be present at the conference.

- The quality of the Al coating is not high enough for critical applications. We use a standard IC metallization step to produce Al coating. Deposition of an optical-grade Al coating will certainly reduce the amount of scattered light.

- Sharp edges of the steps, forming the membrane contour, concentrate the mechanical stress. A fatigue resistance of the mirror have to be proven by a long-term testing. At present we work on a technology of mixed anisotropic/isotropic etching, which will smooth the contour shape and therefore considerably improve the fatigue resistance.

Described varifocal mirror is simple, has a reasonably good optical quality and after some improvements can be fabricated in the line of standard IC process, including only one micromachining step of etching the bulk silicon in KOH. After obtaining additional proofs of its long-term reliability, the device may find many applications in modern optoelectronics.
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ABSTRACT
A package is designed to make a flexible tactile sensor array. Silicon/glass sensing islands are sandwiched between an elastomer layer and a polyimide substrate. Polyimide PI2611 from DuPont is selected as it is resistant to HF acid, which is used to separate the islands. The top elastomer can be a rubbery material with Young’s modulus in the range of 0.1-10 N/mm². It has little influence on the sensitivity.

INTRODUCTION
A flexible package is essential for tactile array sensors. As many of them are designed to be functionally equivalent to the human finger skin, tactile sensors must be compliant to be able to mount on convex fingertips. The packaging design should be an integral part of the sensor design to satisfy the compatibility between the sensor fabrication and packaging techniques.

In 1988 Barth [1] proposed a flexible structure based on techniques developed for a thermometer array. A sensor array was sandwiched between two polyimide layers. Separated sensing islands were interconnected by gold leads embedded between the silicon and the bottom polyimide. The paper addressed the robustness and yield considerations, and no particular sensor structure or the correspondent processing were mentioned. In 1994, the same structure was further developed by Beebe [2] emphasising durability. Polyimide PI2611 from DuPont was evaluated as a suitable material. Epoxy was used to reinforce the connection between the rigid silicon islands and the flexible polyimide. The technique was developed without considering particular sensor structures.

A top elastomer layer is conventionally used for tactile sensors as a protection and force buffer. The materials used range from silicone resins [3] to polyimides [1]. This layer renders an important mechanical contribution to the sensor performance. However, study of the mechanical aspects is very limited.

This paper investigates a flexible package for a silicon capacitive tactile sensor. The process includes IC processing, Bulk MicroMachining (BMM) and flexible packaging. Prior to describing the process, the mechanical properties of elastomers are studied.
FLEXIBLE TACTILE SENSOR

The proposed structure consists of four layers: elastomer, silicon, glass and polyimide. The silicon and glass together form the sensing islands, which are interconnected by a metal layer embedded between the glass and the polyimide. Polyimide PI2611 is resistant to the isotropic etchant HF, and is therefore selected. The filling of the elastomer reinforces all the connection parts, and guarantees a high durability.

To date, silicon/glass chips (1x1x0.1 cm³) containing 3x3 elements have been made [4]. The sensing is based on the capacitive principle. For every sensing element there are four capacitors between the silicon and the glass. The capacitance changes in response to the applied forces. For devices without the top elastomer, forces are exerted directly on the silicon mesa. The sensitivity \( S_n \) to normal forces \( F_n \) is

\[
S_n = \frac{\partial \Delta C}{\partial F_n} = \frac{2 \alpha \varepsilon_0 \varepsilon_r \varepsilon L^2}{E t^3 d^2}
\]

where, \( E \) is Young's modulus of silicon, and \( \alpha \) is a constant. For the current device, \( \alpha = 900 \ \mu m \), \( b = 600 \ \mu m \), \( L = 600 \ \mu m \), \( \alpha = 0.0064 \), \( d = 1 \ \mu m \), \( t = 10 \ \mu m \), and thus \( S_n = 2 \ \text{pF/gf} \).

ELASTOMER

The elastomer layer is substantially thicker than the deformation membrane. A stiff elastomer can considerably decrease the sensitivity. Material selection should be based on evaluating the mechanical behaviour of this layer.

Elastomers are a large class of materials ranging from nature rubbers to synthetics. These hyperelastic materials feature the ability of undergoing recoverable extensions of many hundreds of percent. Another important property is that most of the elastomers are nearly incompressible. These two features dictate a completely different method of modelling elastomers compared to more conventional materials.

First, stress is deviated from the energy function \( W \) of the element volume. The principle stress in Direction \( X \) for example is given by

\[
\sigma_x = \frac{1}{\lambda_2 \lambda_3} \frac{\partial W(I_1, I_2, I_3)}{\partial \lambda_x} = I_1 \lambda_x^2 + \lambda_2^2 + \lambda_3^2, \quad I_2 = \lambda_1 \lambda_2 \lambda_3 + \lambda_3 \lambda_1, \quad I_3 = \lambda_1 \lambda_2 \lambda_3
\]

where, \( \lambda \) is the deformation ratio. Secondly, the function \( W \) is calculated based on statistic theories. The Mooney-Rivlin energy density function is commonly used [5]

\[
W = C_1 I_1 + C_2 I_2 + \beta I_3
\]

where, \( C_j \) is a constant determined by the vulcanized network of the material, and \( C_j \) is a constant determined by the volume ratio of the material. \( C_2 \) is constantly 0.1 N/mm² for dry materials. For most rubbery materials, \( C_j + C_j = E/6 \) holds.
SIMULATION
The above sensor structure is too complex for analytical formulae. Therefore, the finite element method (software ANSYS5.0) was used to estimate the force-deformation behaviour. The intention was to define suitable characteristics of the layer. Sensitivity dependence on parameters such as Young's modulus, Poisson ratio, and the thickness $h$ were evaluated.

The simulated structure consists of a cone-shaped mesa, a ring-shaped membrane and an elastomer cover. The structure was presented by a 2-D axisymmetric model. Element plane82 was used to mesh the rigid silicon, and hyperelastic element hyper84 for the elastomer. Pressure loads were applied in a circular contact area with a diameter of 200 $\mu$m. Nonlinear calculation was used.

Elasticity $C_I$ was investigated from $10^{-1}$ to $10^{4}$ N/mm$^2$. In the range of $10^{-1}$-$10$ N/mm$^2$, the sensitivity decreases by 10 times. While when $C_I$ is greater than $10$ N/mm$^2$, the sensitivity is too small.

Thickness $h$ was studied between 600-1000 $\mu$m. As expected, the sensitivity decreases as the elastomer gets thicker. However, the reduction is smaller than 25%. This implies that a uniform sensitivity can be expected even when the elastomer layer is uneven.

Rubber is not completely incompressible. The Poisson ratio ranges from 0.45 to 0.4999. However, the sensitivity difference is insignificant.

PROCESS
Chip with 3x3 tactels have been made using the BMM process and DIMES-01 bipolar process. Based on this, a packaging process is designed. Nonstandard steps are arranged after the whole standard IC process is finished, so that the two parts of processing are separated.

The process method is as follows: 1) Use DIMES-01 process to make a Si wafer, which contains a buried n-type layer (BN), an n-type epilayer, deep p-type (DP) channels, and a Si$_3$N$_4$ mask layer. Dryly etch the epilayer to partly open separation lanes. 2) Etch recesses in a Pyrex wafer. Evaporate and pattern Au layers on both sides of the Pyrex. 3) Bond the
two wafers together using anodic bonding. Use electrochemically controlled etching to remove the unnecessary Si part till the separation lanes are opened. 4) Spin a polyimide PI2611 layer (8 \mu m thick) on the glass side using a spinning speed of 2000 rpm[6]. 5) Separate the sensing islands by etching in a 20% HF solution. The isotropic glass etching goes through the lanes as both the polyimide and Si are resistant to the HF solution. 6) Perform wire bonding between the two Au interconnection layers. 7) mould an elastomer layer on the top of the whole device. Many of the silicone rubbers can flow easily in a cast before cure, and therefore, can be selected.

Several features can be summarized: 1) No mechanical sawing is used. As sawing is considered as the primary cause of the fragility of silicon chips [7], its elimination will largely improve the robustness of the silicon part. 2) The process is on a whole wafer scale. Devices can be as large as the wafer. 3) The device has a total thickness of 1-2 mm. This film-like device can be bent over a wide range without mechanical damage to the hard chips.

CONCLUSION
Behaviour of the elastomer layer was studied. Sensitivity depends more on the elasticity than on the layer thickness. The influence of Poisson ratio is insignificant for highly elastic elastomers. It is possible to make a flexible tactile sensor array. Development of unconventional processes are needed for packaging microsensors.
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Abstract: This paper presents a novel interface for voltage-generating sensors, such as thermopiles and thermocouples. The processor converts sequentially a DC input voltage and three internally generated voltages into a period-modulated square-wave output signal. The internal signals are required to provide auto-calibration for offset and gain and to measure the interface internal temperature. Dynamic Element Matching is applied to generate an accurate and reliable PTAT voltage. The applied modulator used in the circuit has a 2nd-order filtering which suppresses low-frequency (1/f) noise. This filtering property enables the use of a low-cost CMOS process for the implementation of the circuit. The interface is able to measure a voltage ($V_x$) in the range of -27 mV to 100 mV, the measured accuracy of the system over a temperature range of -25°C to 75°C is 550 ppm of $V_x$. The inaccuracy in determining the reference-junction temperature is 0.6 K. The measuring time is ≤ 50 ms.

1. Introduction

This paper presents a novel design and implementation of an interface for DC voltage sources. The interface is capable to condition the signals of thermocouples and of a built-in temperature sensor. The output signal is readable by a micro-controller. To insure the accuracy and reliability of the circuit, auto calibration for offset and gain, is applied. The interface acts as an asynchronous converter for DC voltages employing a relaxation oscillator whose output is a period-modulated signal. Only one wire is needed between the micro-controller and the interface. The micro-controller converts the period-modulated signal into a digital number by simply counting the number of pulses within each period. Finally, from the obtained data, the micro-controller calculates the measuring-junction temperature of the thermocouple.

![Fig. 1 The system set-up](image)

The system set-up is shown in Fig. 1. The interface measures the thermocouple signal ($V_x$) which is directly related to the difference between the measuring-junction temperature ($T_M$) and...
the reference-junction temperature \((T_{R1}=T_{R2}=T_R)\) of the thermocouple. The interface also measures its own temperature \(T_j\) to compensate for the reference temperature of the thermocouple. Due to the self heating, the internal temperature of the interface is higher than the ambient temperature \(T_A\). This limits the maximum allowable power dissipation. The reference temperature of the thermocouple is kept equal to the ambient temperature, by fixing the reference-junction and the interface with a low mutual thermal resistance at a high-thermal-capacity object, as indicated in Fig. 1, so that \(T_R = T_A = T_j\). The thermocouples themselves are absolutely offset-free. Therefore any additive error degrades the performance. This is especially important for small measurement ranges of \((T_M-T_R)\). For the larger ranges it is desirable that the maximum error of the interface is less than that of the thermocouple itself. The relative accuracy for different types of thermocouples is in the range of \(\pm 2500\) ppm to \(\pm 7500\) ppm [1].

2. Measuring approach

In addition to the thermocouple voltage, the interface generates two other voltages internally. One is a base-emitter voltage \((V_{BE})\) and the other is a PTAT voltage \((V_{PTAT})\). Both \(V_{BE}\) and \(V_{PTAT}\) are temperature dependent. Linear combinations of these two voltages are used to obtain a reference signal \((V_{ref})\) and a temperature-dependent signal \((V_T)\), as follow [2]:

\[
V_{ref} = V_{BE} + c_1(V_{BE2} - V_{BE1}) = V_{BE} + c_1V_{PTAT} = V_{BE0}
\]

\[
V_T = V_{BE} - c_2V_{PTAT} = \frac{V_{BE0}}{T_r}(T - T_r)
\]

where \(T_r\) is the temperature at which \(V_T = 0\), and \(V_{BE0}\) is the extrapolated value of the linear approximation of \(V_{BE}\) at 0 K, as indicated in Fig. 2.

![Fig. 2 A linear approximation of \(V_{BE}\) versus \(T\) for three transistors operating at different collector-current densities.](image)

In Fig 3(a) the measurement set-up is shown. A divider is used to divide \(V_{BE}\) by a constant division factor \((\alpha_d)\) to make the voltage \((V_{BE}/\alpha_d)\) fitting within the range of \((V_{PTAT}\) and \(V_{x})\). The interface converts the four basic voltages \(V_{x}\), \(V_{PTAT}\), \(V_{BE}/\alpha_d\) and \(O_y\) to the time domain using a linear voltage \((V)\) to period \((\tau)\) converter. The output voltage of this converter (Fig. 3(b)) is period modulated in such a way that \(t_{op} = \alpha(O_y + V_{pi})\), where \(O_y\) and \(\alpha\) are the equivalent offset and the conversion factor of the system, and \(V_{pi}(i = 1, \ldots 4)\) represents the four basic voltages to be converted.

Since the basic voltages are converted in an identical way to time intervals, it becomes possible to implement the algorithms (1) and (2) by the \(\mu C\) in the time domain. Moreover, the three-signal technique [2] can be applied to find the following dimensionless ratios:
In these ratios the influence of the additive and the multiplicative parameters ($a$ and $V_{PTAT}$) are eliminated, and the only requirement for the converter is that of linearity.

Once the ratios $M_1$ and $M_2$ are found, the μC calculates the measured thermocouple signal ($V_x$) by multiplying $M_1$ by $V_{ref}$, from which the temperature difference ($T_{M} - T_{R}$) of the thermocouple is found using a look-up table for the values of the thermocouple voltages and the corresponding temperature differences. Similarly, $V_T$ is found by multiplying $M_2$ by $V_{ref}$, from which the interface temperature ($T_I$) is calculated using (2). Since the reference-junction temperature of the thermocouple ($T_R$) is approximately equal to the internal temperature of the interface ($T_I$), the measuring-junction temperature can simply be found using: $T_M = T_I + (T_M - T_R)$.

3. Realization

The schematic diagram of the interface circuit, shown in Fig. 4, contains the following main parts:

- A first-order oscillator to convert the analogue signals to be measured into a period-modulated signal.
- A circuit to generate the two voltages ($V_{PTAT}$ and $V_{BE}/α_d$) required to obtain the reference and the temperature-dependent signals.
- A logic circuit to control the phase selection and the switching operations of the interface and to start up oscillation.
- A circuit to generate the alternating integration current.
Dynamic element matching is applied to obtain a high accuracy for the attenuation factor $\alpha_d$ and of the generated PTAT voltage $V_{PTAT}$ [3] - [5]. The micro-controller measures the duration of each phase and calculates the ratios $M_1$ and $M_2$ using Equations (3) and (4). To enable the micro-controller to identify the different phases of the output signal, it is necessary to synchronise the interface and the micro-controller. One method to do this is to enable the micro-controller to identify the offset phase, by making the interval of the offset pulse shorter than the intervals of the others. The offset pulses is doubled to achieve that $t_{off}$ is not beyond the range of the other intervals. A logic circuit is required to control the phase selection and the switching operations of the circuit.

4. Measurements and results

The complete circuit is realised on a single chip in a 0.7 $\mu$m CMOS process. The chip area, for the total IC including its bond pads, is 3.2 $mm^2$. A photomicrograph of the chip is shown in Fig. 5.

Fig. 4 Schematic diagram of the interface.

Fig. 5 A photomicrograph of the chip.
The applied μC is of the type D87C51F8 with internal 8 kbytes EPROM and 256 bytes RAM, the clock frequency is 12 MHz and the sampling frequency of the μC is 3 MHz. The digital output signal of the interface is applied as input to the μC. The data available from the μC are applied to the computer, by which the calculations of the ratios $M_1$ and $M_2$ according to (3) and (4) and the calculations of the input signal and the reference junction temperature are performed. Before making the measurement test for the interface, the base-emitter voltage is calibrated by using an accurate test voltage as an input signal. The value of this voltage is calculated using the data provided by the μC which correspond to the output signal of the interface. The emitter area is adjusted such that the calculated voltage is as close as possible to the applied test voltage. After the calibration of the base-emitter voltage, voltage and temperature measurements have been performed to check the accuracy of the circuit in measuring the thermocouple signal and its own temperature. To test the interface an accurate test voltage ($V_x$) is applied to the input of the chip. The measured scaled error is found to be -550 ppm of $V_x$. This error is due to the inaccuracy of the internal bandgap reference. Although the interface has been designed for the voltage range of (-27 mV to 100 mV), large positive values of $V_x$ up to +500 mV can be applied as well without a decrease of the relative accuracy. Also the accuracy of the internal temperature sensor has been tested. The inaccuracy of this sensor was found to be 0.6 K over the temperature range of -25°C to +75°C. Table 1 list the main measurement results at room temperature and at the temperature extremes (250 K and 350 K) of the chip.

5. Conclusion

A low-cost interface for a thermocouple has been designed and realised using a CMOS process. The main properties of this interface are its ability to measure small input voltages together with its own temperature. Moreover, the application of the three-signal technique in the measuring approach has guaranteed the accuracy and long-term stability against the deviation in the offset and gain. Also the application of a special DEM has enabled the generation of an accurate and reliable $V_{PTAT}$. The main causes for the limited accuracy in the measured results are the inaccuracy of the generated base-emitter voltage and the deviation of the reference junction temperature of the thermocouple from that of the interface itself due to self heating. The change in $V_{BE}$ due to the inaccuracy in the reference current and the process parameters is reduced by calibrating a

<table>
<thead>
<tr>
<th>parameters</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply voltage</td>
<td>3.5-6 V</td>
</tr>
<tr>
<td>Input voltage range</td>
<td>-27 + 500 mV</td>
</tr>
<tr>
<td>Measurement time</td>
<td>50 ms</td>
</tr>
<tr>
<td>Power dissipation</td>
<td>4 mW at 5 V</td>
</tr>
<tr>
<td>inaccuracy in $V_x$</td>
<td>550 ppm</td>
</tr>
<tr>
<td>$\sigma_{V_{ER}}$, due to noise</td>
<td>0.013 mV, 0.014 mV, 0.013 mV</td>
</tr>
<tr>
<td>inaccuracy in $T_R$</td>
<td>0.6 K</td>
</tr>
<tr>
<td>$\sigma_{T_R}$, due to noise</td>
<td>0.06 K, 0.05 K, 0.05 K</td>
</tr>
</tbody>
</table>

Table 1 The main measurement results
transistor with multi-emitter area, while the inaccuracy due to the non-linearity is limited by applying a specific method in processing the signal by the micro-controller. The error of the internal temperature sensor amounts to 0.6 K for a power dissipation of about 4 mW. The application of an oscillator with 2nd-order filtering to suppress the low-frequency (1/f) noise has enabled the use of low-cost CMOS process for the implementation of the circuit.
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0. ABSTRACT
The status of micro system technology (MST) and its production facilities is described shortly and it is concluded that there is of lack of proper infrastructure to come to products. Clustering as a solution to shorten the trace from product development-prototyping-production is offered as an alternative for complete integration in one organisation. Within the EC, the programme EUROPRACTICE has been founded to make MST accessible for the industry in Europe. This article concludes with the presentation of the production infrastructure based on the four EC Manufacturing Clusters in this programme.

1. INTRODUCTION
Micro System Technology (MST) is recognised as an important (future) product technology. A large added value can be created by applications of batch processes with sub-micron tolerances. A wide variety of products have been invented that can be fabricated well with the use of MST, and there is a general recognition of the powerful potential of this technology. From the development of the MST [1] it is clear that the technology becomes mature, which means that industrial demands and motivations are getting more important. In this paper the status of the production technologies and the infrastructure to come to products within Europe are outlined.

2. DEFINITION AND STATUS OF MICRO SYSTEM TECHNOLOGY
The diversity of technologies seems to increase every day, so a definition of the terminology will be given. Silicon micromachining is a technology that has its origin in IC-technology, but it has also evaluated into a non-compatible technology. In general one can work in silicon (bulk micromachining) or on silicon (surface micromachining). With the latter technology deposited layers will be processed selectively in such a way that it is possible to release free hanging microstructures.

Especially a difference is made between IC-compatible processes and processes that have to be used in a MST-fab. IC production facilities have process constraints, to protect the material functionality necessary for the electrical components, which can be in conflict with the constraints (or advantages) of micromachined components. Experiences do conclude that many microstructures can be fabricated in a MST-fab only. This (lack of) infrastructure will be addressed in this article.

Foster’s S curves [2] are utilised to analyse the potential of a new technology relative to an existing technology. Traditionally the curves are a performance plot of an existing and an invading product. These curves are based on the traditional and new technology’s historical, existing and projected performance usually along a single dimension (cost, performance etc.). The trick is to know where on the curves you are. For example, if a firm or a government funds a new technology at the lower region of maximum slope, far superior technological advances will be obtained when compared to funding the technology late in the cycle. The curve of silicon micromachining [3], see figure 1, shows that the current status can still be qualified as a young technology [4]. This means that a growth in potential and specifications is to be expected. It also means that there are hardly any standard processes, generic test facilities or standardisation of functional tests for a structure. Moreover there is yet no large diversity of production facilities.

![Figure 1. The status of bulk and surface micromachining in the Foster's S curve.](image)

A lot of alternative possibilities to manufacture microstructures, like laser structuring, ion milling, micromoulding, microelectroforming, microembossing, spark erosion, exist. Techniques, originating from precision technology have an evident importance, since the number of products defines the choice between precision technology and MST. The precision technologies will not be worked out in detail here, but they could be applied in certain parts of the production trace, which increases the range of possibilities to come to a product.

An example of an interesting combination between precision technology and MST is DEEMO (Dry Etching, Electroplating, and Moulding) [5]. With this technology the IC-related tolerances are combined with economical mass-fabrication technologies like moulding. Basically the process starts with deep dry etching in silicon. This can be proceeded by filling the trenches with a metal by means of electroplating. This results in a mould for mass-production of plastic microstructures.

A part of the risks depend on the production infrastructure: back-ups are needed, technologies need to be standardised, and the location of the production as a function of the number of products has to be made clear.
3. PRODUCTION INFRASTRUCTURE AND EC MANUFACTURING CLUSTERS

Within the EC these barriers for innovation have been recognised and an ambitious programme EUROPRAC{}TE has been founded to make MST accessible for the industry. The EUROPRAC{}TE project is aimed at [6]:

- facilitating access to MST and know-how for enterprises in all industrial sectors
- promoting the applications of MST
- enhancing the capacity of industry and academia for training of engineers in the MST area

3.1 Structure of EUROPRAC{}TE

In this program three manufacturing and testing services (IC, Multi-Chip-Module, and Microsystems) are supported by training and best practice, and software support services. Overall co-ordination and management is done by a Global Manager, see also figure 2.

![Figure 2. The structure of EUROPRAC{}TE.](image)

The objectives of EUROPRAC{}TE with relation to microsystems are realised by:

- transfer of expertise from research to industry
- creating services which can supply MST to users covering design, simulation, process capabilities, manufacturing, packaging and assembly of MST products.
- lowering entry costs and risks associated with design and manufacturing of microsystems.

EUROPRAC{}TE will only meet its objectives if its clients (i.e. users) are attracted to, and use, the basic services on offer. Therefore much attention is paid to the users interface and many ways to access the microstructures services are possible for them.

3.2 Methodology

The methodology to push the transfer of expertise from research to industry is to create consortia which are led by industrial oriented partners, but which include the research laboratories and universities which are at the forefront in developing microsystem technologies. So clustering is offered as a solution to shorten the trace from product-development→prototyping→production instead of complete integration in one organisation. In the clusters, standards have to be defined to reduce the total production costs. In this way not only the innovative silicon component is offered, but the whole functionality, including the packaging, housing, and assembling.
3.3 Manufacturing Clusters (MC’s)

Four Manufacturing Clusters (MC’s) are established, with the task to fasten the prototype-to-production path. The 4 MC’s are each leaded by an industrial leaded partner, in table 1 they are presented with the MC leaders on top.

<table>
<thead>
<tr>
<th>MC1 (Germany)</th>
<th>MC2 (France)</th>
<th>MC3 (UK)</th>
<th>MC4 (Switzerland &amp; The Netherlands)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robert Bosch GmbH</td>
<td>Sagem</td>
<td>GMMT (GEC)</td>
<td>CSEM</td>
</tr>
<tr>
<td>Fhg-ISit</td>
<td>CEA-LETI</td>
<td>RAL</td>
<td>Twente MicroProducts</td>
</tr>
<tr>
<td>Fhg-IMS</td>
<td>SEXTANT</td>
<td>CRL</td>
<td>Holland Signaal</td>
</tr>
<tr>
<td>HL Planar</td>
<td>LAAS-CNRS</td>
<td>TWI</td>
<td></td>
</tr>
<tr>
<td>GMA Microparts</td>
<td></td>
<td>Epigem Ltd</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. The four Manufacturing Clusters as defined within EUROPRACTICE.

The cluster MC4 with Twente MicroProducts (Enschede), Holland Signaal Apparaten (Hengelo) and CSEM (Neuchâtel) is a good example of the offer of vertical integration: this cluster offers MST production of 1 piece to 2 million pieces.

Twente MicroProducts focuses on bulk and surface micromachining; design and prototyping of custom designed products like flow sensors, pressure sensors, micropumps and passive structures, e.g., high performance microchannels; production up to about 100.000 pieces (depending on the size of the structure).

CSEM handles production from about 100.000 to 2.000.000 pieces, silicon micromachining, galvanic processes, ASIC design, microsystem assembly and testing with special expertise in the field of capacitive sensors, magnetic sensors and electrochemical sensors.

HSA provides a range of complementary processes for the production of thin film substrates, including laser drilling and trimming, packaging and testing.

4. CONCLUSIONS

Clustering as a solution to shorten the trace from product development-prototyping-production is offered within the programme EUROPRACTICE to make MST accessible for the industry in Europe. Twente MicroProducts and all others cluster partners are open to inform the industry about the (im)possibilities of MST products and production.
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Abstract

The paper describes a multi-sensor waste separation system, in particular the system which finds certain components on printed circuit boards (PCB). A general framework for such a system is suggested. The general structure is concretized for a system consisting of a color camera and an eddy-current sensor. Components on a PCB are classified on the basis of features, extracted from eddy-current and color images. The paper describes methods for model-based extraction of necessary features from the raw sensor data.

1 Introduction

In most of the present bulk waste separation systems sensors and actuators are inseparable, being based on the same physical principle. In the proposed system, the classification of the waste objects and the removing of recognized objects from the stream are separated actions. The information necessary for the classification is obtained by multiple sensors. Sensor fusion allows to improve the performance of the system, reducing the errors and resolving ambiguities. As an example, recycling of printed circuit boards (PCB) is taken. At present, they are crushed into small pieces and then mechanically separated or just melted. Our intention is to design a system which finds certain components on a PCB before they are destroyed. The components in question are harmful for the environment (electrolytic capacitors) or for further processing (cadmium batteries), or they can be brought on the market again (memory chips).

A general framework of the classification system is proposed. This general structure is given concrete form for the case of a system, consisting of a color camera and an eddy-current sensor. Such a system is especially suitable for finding high conductive components on a PCB, like electrolytic capacitors.

2 Structure of a multi-sensor classification system

The proposed framework is presented on Fig. 1. Physical sensors provide raw sensor data. Their task is to transform the measured physical value into another one (voltage) and to digitize the result. In our system physical sensors include a color camera and an eddy-current sensor.
Virtual sensors make conclusions about object characteristics on the basis of measurement models. They are actually computer programs that have raw sensor data as input and local decisions, such as object features or class hypothesis, as output. In this particular case components are found on the PCB from the color image and the parameters of every object, such as color, size and shape of its parts, are estimated. From the eddy-current image, such parameters as local conductivity and distance to the sensor are estimated.

Classifier makes a final decision based on local ones and the information in a DB, in this case a decision whether or not the component must be removed.

There are two DB's in such a system. A DB of objects, containing information about the objects we want to classify. In our case - DB of components on PCB's and their features: color, shape and size of their parts and electromagnetic image. The second DB is a DB that contains models and parameters of the available sensors and algorithms.

3 Eddy-current imaging

As known, an eddy-current sensor is a coil carrying an alternating current. When in the vicinity of a conductive object, the impedance of the coil changes depending on the electromagnetic characteristics of the object, and also on the sizes, shapes and relative positions of the coil and the object.

A PCB is scanned with a probe coil in a regular, rectangular grid. In every point the real and imaginary parts of the coil impedance over a frequency range are measured. The measurements are carried out with an impedance measurement device, the HP4194.


In our case, an application-specific requirement is, that the model must be as simple as possible to make it possible to estimate parameters in nearly real time. For this reason, an equivalent circuit model was chosen. As described in [1] and [5], in this case the probe and the object are represented as a simple coupled circuit, in which the coil plays the role of a primary circuit and the workpiece the secondary.

Since possible conductivities in this application can vary considerably, the measurements are implemented over a wide frequency range. At higher frequencies, the resonance starts to play a role. The resonance occurs in a circuit consisting of the probe coil and the capacity
of the coaxing cable and eventually the capacity of the turns of the coil. The frequency and amplitude of the resonance are defined by the coil and cable parameters and the electromagnetic parameters of the workpiece. The values of the equivalent resistivity and inductance of the coil in the vicinity of the object can be obtained using any model, and so the resonance model can be joined with other models. For this application, the coupled circuits model was used together with the resonance model as represented on Fig. 2. The capacity $C_{add}$ was added to make the resonance frequency lower in order to reduce the influence of random factors. Here, $R_1$ is the resistance of the probe and $L_1$ the self inductance. $R_2$ is the equivalent resistance of the workpiece and $L_2$ the equivalent inductance. The workpiece manifests itself in the ratio $L_2/R_2$. The coupling coefficient $k$ is linked to the distance between the sensor and the object: it decreases when the distance increases. The equivalent impedance of the coil can be written as:

$$R_c = R_1 + \frac{k^2 L_1 \omega^2 L_2 / R_2}{1 + \omega^2 (L_2 / R_2)^2}, \quad L_c = L_1 - \frac{k^2 L_1 \omega^2 (L_2 / R_2)^2}{1 + \omega^2 (L_2 / R_2)^2}$$

The impedance that we measure can be written as:

$$R_{meas} = \frac{L_c R_c / C - R_c / \omega C (\omega L_c - 1 / \omega C)}{R_c^2 + (\omega L_c - 1 / \omega C)^2}, \quad X_{meas} = -\frac{R_c^2 + L_c / C (\omega L_c - 1 / \omega C)}{R_c^2 + (\omega L_c - 1 / \omega C)^2}$$

where $C = C_{cable} + C_{add}$

Let's consider parameters of the model from Figure 2. In this model, $R_1$, $L_1$ and $C$ are parameters of the coil and the measurement circuit, which stay the same from one measurement to another, and $L_2/R_2$ and $k$ are the measured values, that characterize the workpiece and it's distance to the sensor. The parameter estimation is implemented as follows. First the sensor parameters are adjusted by measuring the coil impedance when an object is absent. The obtained resonance curves for the real and imaginary parts of the impedance are compared to the model curves and the parameters of the coil are estimated by a least-squares estimator. Then measured parameters are estimated in every point of the image, with the coil parameters considered constant.

An example of the parameter estimation can be found on Fig. 3 - 5. In this experiment, parameters were estimated in every scanning point. The local electromagnetic parameters were separated from the lift-off effects and represented as grey-values (white = $4.9 \cdot 10^{-6} H/\Omega$, black = $0 H/\Omega$ for electromagnetic parameters and white = 0.55, black = 1 for the coupling.)

### 4 Processing of color camera images

The parameters, obtained from the eddy-current image, are combined with those from the color camera image: size, shape and color of the parts of the object, position and orientation. An image is segmented, as described in [7], then objects are extracted from it. Every object
consists of several regions (parts). The description of an object is made in the form of attributed graph with relations 'adjacent' and 'surrounds' and the following attributes of every region: average color, compactness, rectangularity, area, as described in [8].

Every object in the color image is used to extract a local conductivity image of this object from the whole image of the board. The extracted image is added to the object description. The obtained descriptions are compared to references in the DB of waste objects to decide whether or not the object must be removed from the stream.

5 Conclusions and future work

The paper demonstrates model-based extraction of information from the combination of raw sensor data. The example considered in the paper concerns extraction of features of electronic components on a PCB for the classification during the recycling process. The used combination of a color camera and an eddy-current sensor is especially suitable for high conductive components (electrolytic capacitors).

Topics of future research include further verification of eddy-current sensor models, comparison of different coils (ferrite cup-cores, for example), further development of the sensor fusion methods. One of the points of interest is building of a pilot-system, where practical questions, like using of eddy-current coils arrays instead of scanning, can be tested.
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ABSTRACT

The results from experimenting three different new ways for
non-invasive sterility testing are presented. The first two are based
on monitoring the heat production and the volume of the food
container, when there is a bacterial growth in the contained food.
The third one is based on impedance measurement of the food
product with only one of the electrodes in direct contact with it.

A new prototype of equipment for sterility testing by measuring
the temperature variation of 49 cuvettes with food samples and
another prototype of equipment for sterility testing by simultaneous
control of temperature and volume differences between two 1L
Tetra pak containers (a tested one and a reference one), are
described.

I - INTRODUCTION

In microbiology society it is well known that for sterility testing of food
products still there is no method discovered - universal enough to detect all kinds
of bacteria in all kinds of food products. It is because of the enormous diversity of
microorganisms and food products, that metabolism can lead to variety of possible
physical effects on the infected food. The problem becomes even more difficult
when the sterility testing of packed food products has to be accomplished in non-
destructive way.

In the last few years in The Electronics Research Lab. of Delft University of
Technology a research work has been carried out to develop different methods for
non-destructive sterility testing of aseptically packaged food products, that can be
efficient for detecting of as much bacterial species as possible, in reasonable time
and with good reliability.

Here we would like to introduce the results from experimenting three
different ways for non-invasive sterility testing. The first two are based on
monitoring some physical effects on the food container, when there is a bacterial
growth in the food product. These are heat production and volume change. The
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third one is based on impedance measurement of the food product with only one of the electrodes in direct contact with it.

Prototypes of equipment, designed and developed for carrying out the experiments, are described.

II - CALORIMETRIC METHOD

A new calorimeter, sensing the temperature variations of 49 cuvettes (seven rows with seven cuvettes in each row) with food samples, has been designed - Fig.1. The temperature is measured by Smartec temperature sensors. The data from the sensors is collected by an Intel 87C51 based microcontroller and processed by a consumer friendly LabVIEW Virtual Instrument, installed on a personal computer. A block diagram of the electronic circuit is depicted in Fig.2.

The cuvettes with infected food are located by detecting the temperature difference between them and some reference. Looking at the absolute temperature is not the best solution in this case, because of the room temperature fluctuation, which affects the temperature of all cuvettes.

A special post-processing LabVIEW program is developed to ease and to speed up the processing of the output data from the experiment. The operator can choose as a reference the temperature of every other single cuvette or the average temperature of more cuvettes (i.e. all cuvettes from one row or all cuvettes - regarded that normally only a very few of them are infected).

A pre-view of seven thermal diagrams is ensured on seven different small graphical displays. On another large graphical display ten thermal diagrams can be displayed simultaneously and easily examined. With this new calorimeter temperature differences of less than 10 mK can easily be sensed at room temperature variations within ±0.5K, which allows the detection of a number of heat-producing bacteria.
III - VOLUME-TEMPERATURE MONITORING METHOD

Bacterial growth in aseptically packaged food products often influences the density of the infected food or gives metabolic products (CO₂), which change the total volume of the flexible TETRA BRIK container. So, simultaneous monitoring of the temperature and the volume of the package is expected to be more universal method than the calorimetric method.

A prototype of a new device, for simultaneous monitoring of the temperature and the volume differences between two 1L TETRA packages has been designed (a tested one and a reference one). The temperature is measured by Smartec temperature sensors. The volume variation is transduced into capacitance change between two conducting plates, pressing the package from two opposite sides, and measured by special universal transducer interface circuit (UTI), designed in the Electronics Res. Lab.. The data from the sensors is processed in the same way as it is done with the calorimetric method. In Fig.3 is depicted the block diagram of the electronic circuit and in Fig.4 are displayed the relative change of the temperature difference and the capacitance difference between inoculated with E. coli milk package and a sterile milk package, versus time. The volume increase in this case is mainly due to the gas production of this type of bacteria.
IV - IMPEDANCE METHOD

A new way of implementing the impedance method, intended for sterility testing of the food in TETRA PAK containers, has been investigated with only one small electrode (1) in direct contact with the food. The value of the total impedance, measured, is influenced directly by the impedance of the food and indirectly, because of the electric field effects between the inner electrode (1) and the aluminium layer of the packaging material, when the food impedance is changing. In Fig.5 a cross-section of a TETRA food container is depicted with electric field lines in it, when voltage is applied between electrode (1), placed on the inner side of the container wall, and a big electrode (2), pressing the container from outside.

In this way of implementing the impedance method, better sensitivity is achieved for the absolute value of the measured impedance. Also, inserting one, instead of two electrodes, in the package decreases the possibility for leakage and lowers the price of this type of food containers.

A series of experiments has been carried out with milk packages, inoculated with different types of bacteria, to test the sensitivity, the rapidity and the reliability of the method. The obtained results show that within less than 72 hours the following bacteria can easily be detected: E.coli, L. lach' s subsp., Bacillus cereus, Salmonella arizonae.
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0. ABSTRACT
The development of a hybrid integration method for a multi μsensor array unit in a fluid channel on a breadboard is presented. The method is illustrated by means of the fabrication of a demonstrator micro fluid analysis system, also called a Micro Total Analysis System (μTAS), containing a pressure-, temperature-, pH-, pO2 and pCO2-sensor. This system is designed for a multi-user and multi-purpose application in life science, biotechnology research, and life support systems according to the technical requirements for space.

1. INTRODUCTION
Over the past few years there has been an increasing interest in the development and realisation of miniaturised total analysis systems (μTAS) [1-3]. This growth is partly due to the rapid developments in fluid handling devices such as micropumps, -valves, -filters and -mixers [4], but is also explained by the need for complex (bio)chemical sensor systems with integrated self-test and calibration features. This has led to attempts to fabricate miniaturised flow systems [2,3] and microfabricated parts for separation systems. However, since such systems typically would comprise a variety of components, materials and technologies, considerable attention should be paid to the integration-concept of such systems. The two extreme forms of integration are hybrid and monolithic. An example of a completely hybrid analysis systems is the stacked phosphate analyser, as developed by Van der Schoot et al. [2], whereas the liquid dosing system of Lammerink et al. [5] is an example of a monolithic system. In practice, most systems will consist of a combination of these two forms. In [6], Lammerink et al. showed a concept that enables a modular mixed integration of different system components or subsystems on a planar backplane: the Mixed Circuit Board. This MCB serves at the time as mechanical support for the system components (modules), it has the necessary electrical connections (Printed Circuit Board) and contains the microchannels for fluid transport connecting the different modules (Channel Circuit Board).

Standardization of components, materials and technology is important to make the modular concept successful. One of these issues is a general connection technology from components to the planar backplane or carrier. In this project the development of such technology that enables with fluid tight sealing, mechanical support and electrical contact of sensors, is presented and illustrated by means of a demonstrator µTAS.

2. SYSTEM
An overview of the system layout is given in figure 1. The system has (on a flow system board) a conventional miniature pump and valves together with the sensor array carrier containing the micro channels and micro sensors. Analog electronics for sensor read-out are located on a separate printed circuit board which can be stacked under the flow system board. Control is done with a PC and belonging AD control electronics.

![Fig. 1 System configuration.](image)

2.1 sensors
The sensors used to demonstrate the technology are a capacitive pressure sensor, a temperature sensor, a pH ISFET and a chip containing the pO₂ sensor together with a pCO₂ sensor. Figure 2 shows a chip (4.8 x 6 mm) containing two ISFETs. The ISFETs contain a Ta₂O₅ layer on the gate for maximum sensitivity and minimum drift. On one of the two ISFETs, polymers are deposited and patterned to create a longer diffusion time [7]. During this time, the pH is measured differentially between the fast and slow response ISFET [8].

![Fig. 2 Photograph of dual ISFET chip.](image)
2.2 sensor carrier
The sensor carrier contains the sensor chips (pH, pO₂, pCO₂, P and T) on top and fluid channels inside (see fig. 3). It consists of a silicon layer with etched holes anodically bonded on a glass layer with machined channels. The channels have a minimum of sharp corners to prevent places with low-velocity of the fluid.

![Cross section of sensor carrier](image)

Fig. 3 Cross section of sensor carrier.

The sensors are sealed with epoxy to the glass/silicon substrate, while holes in the carrier allow wire bond connections (fig. 4 and 5). The epoxy is deposited by a programmable dispenser, after which the sensors are placed by a pick and place machine. The bio-compatible epoxy is room-temperature curable.

In a next generation the electrical contacts will be made by a kind of flipchip bonding technique, and this technology is then integrated with the sealing technology in one contact step. The holes in the carrier are not required anymore in that case.

![Photograph of Si-glass sensor carrier](image)

Fig. 4 Photograph of Si-glass sensor carrier.  Fig. 5 Sensor to carrier connection technology.

2.3 flow system board (credit card size)
The flow system consists beside the carrier of 2 valves and a pump, connected by tubes (fig. 6). By switching the valves, sample-peaks can be injected in a (calibrant) carrier fluidic. Pump and valves are (semi-)commercial miniatures.

2.4 analog electronics; AD control electronics and PC
A printed circuit board with the analog electronics for sensor read-out is connected to the flow sensor board. The electronics and flowsystem can be stacked, or connected via a flatcable to separate electronics and fluids.

Control and read-out is done with the software package MS Visual Basic under windows.
3. CONCLUSIONS
The development of a hybrid integration method for a multi µsensor array unit in a fluid channel on a breadboard is presented. A demonstrator micro fluid analysis system is designed and fabricated according to the technical requirements for space. The biotechnological experiments are carried out in the direct future.
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Abstract

A low-cost universal measurement system for resistive (bridge) and capacitive sensors is presented. It is based on a new designed universal transducer interface (UTI). The system includes sensors, interfaces and a microcontroller. The UTI is a signal-to-time converter, which has a microcontroller-compatible output and which is equipped with front-ends for resistive (bridge) and capacitive sensors. The microcontroller performs the measurement of the UTI output signals, the processing of the data and the communication with the outside digital world, such as a personal computer. A prototype of the measurement system which can measure humidity, temperature, pressure (or strain) and positions has been built and tested. The measurement results for various types of sensors are presented.

1. Introduction

Resistive and capacitive sensors are often employed to measure various physical quantities, such as pressure, temperature, humidity, position, strain, acceleration, etc. The appreciation of these sensors in industry is due to the fact their signals can accurately and easily be processed by low-cost and simple interface circuits. Many processing circuits for resistive and capacitive sensors have been presented [2-5]. Recently, by TU Delft and Smartec, a universal transducer interface (UTI) has been developed [1] which is also available as a market product now [6]. This interface is a sensor-signal-to-time converter, based on a period-modulated oscillator, which is equipped with front-ends for many types of resistive (bridge) and capacitive sensors and which generates a microcontroller-compatible output signal. By applying continuous autocalibration, the additive and multiplicative errors of the interface are eliminated. The accuracy and resolution can be up to 16 bits.

Based on this new interface, a universal measurement system is realized and tested in this paper. In this system, UTIs are employed to perform the interfaces for five types of sensor elements: capacitive humidity sensors, Platinum resistors and thermistors for temperature measurements, resistive-bridge
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pressure sensors and potentiometric position sensors. A single microcontroller is used to perform the measurement of the output signals from the interfaces, the data processing and the communication with the outside digital world.

2. Universal Transducer Interface (UTI)

The universal transducer interface (UTI), consists of a signal-to-time converter based on a period-modulated oscillator [1]. The UTI provides interfacing for:

- capacitive sensors 0-2pF, 0-12pF, 0-300pF,
- platinum resistors Pt100, Pt1000,
- thermistors 1kΩ-50kΩ,
- resistive bridges 250Ω-10kΩ with unbalance in the range of ±4% or ±0.25%,
- potentiometers 1kΩ-50kΩ,
- combinations of the above mentioned.

In order to perform the continuous autocalibration of offset and gain in the UTI, the three-signal method [7] has been adapted, which requires that a reference signal, an offset signal and a sensor signal are measured in exactly the same linear way. The selection of the measurements of these three signals is controlled by the interface itself. Fig.1 shows the output signal of the UTI in the 3-phase mode.

The period of each phase can be measured by the microcontroller. The final measurement result is:

\[ M = \frac{T_x - T_{ref}}{T_{ref} - T_{off}} = \frac{S_x}{S_{ref}} \]

where \( S_{ref} \) is the reference signal and \( S_x \) is the sensor signal to be measured. In the result \( M \), the influence of the additive and multiplicative parameters is eliminated. An important advantage of this technique is that the temperature independence and long-term stability of the signal processing are obtained automatically. The offset measurement with two short intervals is also used as a synchronization signal for the microcontroller.

Important features of the UTI are: measurement for many types of sensors, a single power supply (3.3V-5.5V), low current consumption (<2.5mA), being a low-cost device, continuous autocalibration of offset and gain, high resolution and accuracy (up to 16 bits), a microcontroller compatible output and suppression of 50/60Hz interference. Additional features are the power down mode, the fast/slow mode and the sixteen function modes for different applications which are controlled by four selection pins.

3. Measurement system for resistive (bridge) and capacitive sensors

Based on the features of the UTI, a universal measurement system for the resistive (bridge) and capacitive sensors can be realized in three ways: Firstly, one UTI is employed for one sensor element and the power down mode on the UTI is used to set the working situation of the UTI. Secondly, one UTI is employed for multiple sensors, but an extra multiplexer is used to select the sensor to be
measured. Thirdly, a combination of the above mentioned methods is applied. The best choice is trade-off between costs and simplicities. Here we have chosen the first way because of its simplicity. Fig. 2 shows the measurement system.

Five UTIs are employed for five types of sensors: a capacitive humidity sensor, a resistive-bridge pressure sensor, a Pt100 temperature sensor, a thermistor and a potentiometric position sensor. A microcontroller is used to select the sensor to be measured via the power down mode. The microcontroller also performs the measurement of the output signals from the UTIs, the data processing and the communication with computer. The software program LabView is used to display the measurement results in real time.

4. The program in the microcontroller

The universal measurement system has six options. It can measure five sensor signals sequentially and continuously or it can only measure a selected one continuously. The selection of the measurement options is performed by the program in the microcontroller. The program is mainly composed of the measurement of the periods of the UTI output signals by counting of the number of internal clock cycles fitting in each phase, calculation of the quantities to be measured by using three-signal method and communication with a computer. Fig. 3 shows the flow diagram of the program.

5. Experimental results

A prototype of the universal measurement system has been built according to the diagram in Fig. 2. The complete system was supplied with single power supply of 5V. A microcontroller (Intel 87c51FB) was used with a 3MHz sampling frequency. In the measurement of the capacitive humidity sensor, a reference capacitor is required, which was chosen.
to be about 100pF. Two external resistors are used to set the voltage swing at the transmitting electrode of capacitors [6].

In the measurement of resistive (bridge) sensors, four-wire connection has been used to eliminate the effect of the parasitic resistance of the connecting wires. Reference resistors are applied for the measurements of the platinum resistor and thermistor. An extra serial resistor $R_l$ is used to limit the current through the platinum resistor, thus the temperature error due to self-heating can be limited [6]. For the different applications, the resolutions and relative non-linearity’s are tested in both slow and fast mode (SF=0 and SF=1). For the resistive-bridge pressure sensor and the potentiometer, the relative resolution are tested over the measurement ranges of ±4% and 10kΩ, respectively. The measurement results are listed in table 1.

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Resolution SF=0</th>
<th>Non-linearity SF=0</th>
<th>Measurement time SF=0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Humidity sensor</td>
<td>0.01 %RH</td>
<td>0.01%</td>
<td>110ms</td>
</tr>
<tr>
<td>Pt100 temperature sensor</td>
<td>9 mK</td>
<td>0.02%</td>
<td>100ms</td>
</tr>
<tr>
<td>Thermistor</td>
<td>2 mK</td>
<td>0.02%</td>
<td>100ms</td>
</tr>
<tr>
<td>Resistive-bridge pressure sensor</td>
<td>5 ppm</td>
<td>0.1%</td>
<td>120ms</td>
</tr>
<tr>
<td>Potentiometer</td>
<td>50 ppm</td>
<td>0.02%</td>
<td>175ms</td>
</tr>
</tbody>
</table>

5. Conclusion
A low-cost universal measurement system has been presented. The system is designed to measure bridge unbalances, resistors and capacitors. The system has been built and tested as a measurement system for various physical quantities, such as, humidity, strain, force, displacement, temperature, etc. An evaluation of the results shows that the system is able to perform precision measurements at rather low costs and that it is suited for consumers as well as industrial applications.
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Abstract

In this paper, a capacitive absolute angular encoder for the measurement of the position is presented. Its advantages are low-cost, high accuracy and resolution, and having a serial communication output. The encoder is mainly composed of the capacitive sensing element, a signal processor and a microcontroller. Using an appropriate algorithm, the effects of the main undesired influences are eliminated or significantly reduced. The remaining errors are further reduced by a self-calibration technique. The resolution of the angular encoder amounts to 1.5 arcsec, and the accuracy achieves to ±27 arcsec for a measurement time of 140 ms.

1. INTRODUCTION

Angular encoders can be found in many measurement and control systems, such as liquid level gauges, robots, automobiles and so on. In industry, usually optical encoders are used to measure (angular) positions. The cost of optical precision encoders is relatively high. The capacitive encoder presented in this paper can form an attractive alternative for the optical ones: By using multi-capacitive sensing elements and smart processing, a high precision can be obtained with rather relaxed requirements for the mechanical construction and consequently at low cost.

The new design presented in this paper uses a capacitive sensing element to sense angular position, a new algorithm to accurately calculate the position, a self-calibration technique, a high-performance signal processor and a microcontroller.

2. BASIC PRINCIPLE AND SENSING ELEMENT

2.1 Basic Principle

Figure 1 shows a diagram of capacitive encoder system. It is mainly composed of the capacitive sensing element, a signal processor and a microcontroller. The capacitor's values of the multi-electrode sensing element are sensitive to the position. The signal processor has a multi-capacitance input and a microcontroller-compatible output. It can linearly convert the capacitor's values of the
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sensing element to period-modulated signals. The microcontroller performs the measurement of the periods and calculates the position. It also enables the communication with the outside digital world. The system is inherently auto-calibrating for the linear systematic errors of the processing circuitry.

2.2 The Sensing Element

A simplified structure of the capacitive angular sensing element is shown in Fig. 2 [4]. It is mainly composed of two fixed-plane electrodes and one rotating screen electrode. The nine capacitors are formed by using 27 electrode segments on the fixed segmented electrode. The 24 outer segments are used for a very accurate fine measurement over a range of one segment width (15°), and a first coarse measurement over a range of six segment widths (90°). Three inner segments are used for a second coarse measurement to determine in which quadrant the inner window is positioned and which completes the measurement range of 360°.

The use of the cross-quad configuration in the sensing element significantly reduces the influence of both the stochastic mechanical errors and the systematic errors, such as the eccentricities, the nonflatness and the obliqueness of the electrodes. This technique has been described in [3, 4].

For the structure of the sensing element given in figure 2, the relation of the measured angular position \( \varphi_m \) and the capacitances \( C_{i+1} \cdots C_{i+6} \) between the segmented electrode and the common electrode is represented by the following formula [3, 4]:

\[
\varphi_m = i + \frac{(C_{i+5} + C_{i+6}) - (C_{i+2} + C_{i+3})}{2(C_{i+4} - C_{i+1}) + \alpha(C_{i+2} + C_{i+4} + C_{i+6} - C_{i+3} - C_{i+3} - C_{i+5})}, \quad i = (0, 1, \ldots, 5),
\]

for \(-1/2 \leq (\varphi_m / \varphi_f - i) \leq 1/2\). Where \( \varphi_f \) is the angular width of an electrode segment (\( \varphi_f = 15° \)), \( \alpha \) is called the fine-tuning factor \( (0 \leq \alpha \ll 1) \). The appropriate fine-tuning factor will reduce the influence of the electric-field-bending effect. Many undesired influences, for instance, gain errors and offsets of the sensing elements and the signal processor, are eliminated or significantly reduced on the measured angular position because of using the ratio of two linear combinations of the capacitances.

3. CALIBRATION

Although the effect of the mechanical errors is significantly reduced by using a symmetrical and redundant configuration in the electrode structure, some mechanical errors, for instance the nonflatness, and the pattern errors of the segmented electrode will still affect the equality of the segment-capacitance values between the outer segments and the common electrode. Here the influence of the local nonflatness of the electrode surface is integrated over the area of one segment. This results in a systematic inaccuracy with a period of six segment widths (90°) on the measured angular position because the outer window on the rotating electrode repeats itself after six segment widths [4].
In order to further reduce these remaining errors, the following relationship between the measured position and the capacitances is used:

$$\varphi_m = \begin{cases} \left(1 - \frac{C_{i+2,\text{max}} + C_{i-1,\text{max}} - 2C_{i,\text{max}}}{2C_{i,\text{max}}} \right) \varphi_m(C_i) - \frac{C_{i+1,\text{max}} - C_{i-1,\text{max}}}{2C_{i,\text{max}}} \varphi_i, & \frac{\varphi_m}{2} \geq \varphi_i > 0, \\
\left(1 - \frac{C_{i+1,\text{max}} + C_{i-2,\text{max}} - 2C_{i,\text{max}}}{2C_{i,\text{max}}} \right) \varphi_m(C_i) - \frac{C_{i+2,\text{max}} - C_{i-1,\text{max}}}{2C_{i,\text{max}}} \varphi_i, & \frac{\varphi_m}{2} < \varphi_i \leq 0, \end{cases}$$

for the measurement range of one segment width. Where $\varphi_m(C_i)/\varphi_i$ represents the relationship described by the formula (1). $C_{i,\text{max}}$ ($i = 1, 2, ..., 6$) represents the capacitance between the outer segments on the segmented electrode and the common electrode without the rotating electrode. Formula (2) includes the correction terms and factor for scale and offset errors. Those correction terms are found be calibration. This calibration can be performed without using a reference encoder, which is a very attractive point of this calibration technique. This calibration is called a self-calibration. The values of six capacitors ($C_{i,\text{max}}$, $i = 1, 2, ..., 6$) should be measured beforehand for applying the calibration. The scale and offset errors are automatically eliminated by using formula (2).

4. THE MEASUREMENT METHOD

The microcontroller is used to measure the periods, to calculate the position, to calibrate remaining errors and to communicate with the outside digital world. The calculation of the absolute angular position from the measured nine periods is performed in three steps: an accurate fine measurement over a range of 15°, and a first and a second coarse measurement over ranges of 90° and 360°, respectively. For applying the self-calibration technique, six periods representing six capacitances ($C_{i,\text{max}}$, $i = 1, 2, ..., 6$) and one offset period ($T_{\text{off}}$), are measured beforehand. The accurate fine measurement is performed using formula (2). With the first coarse measurement it is found in which circle segment $i$ the angular position is situated. This is done by comparing the six measured values of the periods ($T_1, ..., T_6$). After the first coarse measurement, the position is accurately known over a range of 90°. The second coarse measurement determines in which quadrant $q$ ($q = 0, 1, ..., 3$) the angular position is situated. The measured absolute angular position $\varphi_m$ is found using the equation

$$\varphi_m = \varphi_{m*} + \left(i - \frac{1}{2} \right) \times 15^\circ + q \times 90^\circ,$$

where $\varphi_{m*}$ is the result of the accurate fine measurement within one segment width from formula (2). Figure 3 shows the procedure of this measurement algorithm.

5. EXPERIMENTAL RESULTS

An absolute angular encoder based on the system described in section 2 has been built and tested. The common electrode and segmented electrode were made using simple printed-circuit-board technology. Guarding electrodes, surrounding the segmented electrode and common electrode, were used to reduce the influence of the electric-field bending. Both guarding and shielding are used to reduce the effect of
electromagnetic interference. The rotating electrode was made out of stainless steel by spark erosion technology and is grounded by using a sliding contact. All the electrodes were mounted in a metal housing, which is connected to ground and shields against external interference.

The signal processor has been implemented with two discrete chips, for the oscillator and the multiplexer, respectively. The oscillator chip is mounted at the common electrode PCB and the multiplexer chip at the segmented electrode PCB. This specific way of assembling is used to minimize undesired cross-talk effects. Seven periods were measured beforehand and loaded in the EPROM of the microcontroller. The nine periods were measured in a total measurement time of about 140 ms. The microcontroller directly gives a digital output signal representing the measured position. Table 1 lists some important experimental results and parameters.

| Power supply  | 5V±10% / max. 30mA |
| Measurement range | 0 – 360° |
| Resolution | 19.7 bits (1.5 arcsec) |
| Repeatability: | 18.4 bits (3.56 arcsec) |
| Reproducibility: | 19 bits (2.54 arcsec) |
| Accuracy: | 15.5 bits (26.2 arcsec) |

6. CONCLUSION
A low-cost, high-performance capacitive angular encoder with a digital output has been presented. The applied algorithm reduces the influences of the major systematic nonidealities of the sensing element and the signal processor in a very effective way. In addition to this, a self-calibration technique has been applied for a further reduction of the remaining influence of the mechanical errors and pattern errors of the electrodes. A prototype of the encoder has been built using low-cost material. The inaccuracy of this angular encoder is less than ±27 arcsec for a measurement time of about 140 ms. This remaining inaccuracy is mainly due to the noise of the processing circuit, the sampling noise of the microcontroller and the asymmetry of the rotating electrode.
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Abstract

A sensor interface environment is shown in which sensors can easily interface with a microcontroller or a Personal Computer. The system is based on a new sensor bus which is able to transmit both analog and digital signals. Bus control software has been developed and will be demonstrated with a number of smart sensor projects.

I. Introduction

A new generation of cheap and “easy to use” sensors is developed and is finding its way into professional applications such as satellites, and into consumer products, such as vacuum cleaners. These mostly silicon (chip) sensors are equipped with analog signal conditioning circuits, A-to-D converters and a two-wire bus interface. A new sensor bus, called Integrated Smart Sensor bus (IS²), has been developed in collaboration with Philips, also holder of the patent[1],[2]. The bus is closely related to the worldwide standard inter IC bus (I²C), used in domestic appliances such as video an tv. The bus protocol allows the transmission of analog, duty-cycle, frequency and digital sensor signals. In this way most commercial and the new developed sensors can be interfaced with microprocessors and a PC in a very easy and cheap way. “Normal” bus features such as error detection, alarms, conflict handling are also supported. The entire bus protocol is implemented in a small chip without any external components.

To show the possibilities of such smart sensors, an very cheap interface to a Personal Computer has been developed. This interface will be used to demonstrate a number of projects in which prototypes are build for commercial use or for research [3]. Also “stand alone” systems are shown in which one or more smart sensors are connected with a micro-controller using software for bus control or for sensor calibration. Such systems will be the centre of many future products.
II. Sensor-Computer interface environment demo

A system will be demonstrated in which smart sensors can directly communicate with a Personal Computer using the Integrated Smart Sensor bus. For this purpose the parallel printer output port (LPT1) is reprogrammed to drive this new bus. For protection purposes an additional buffer IC is used external from the Computer. Except for this IC, the total bus protocol and the bus control is software driven. This software can run on each 386 compatible PC. The bus configure data as well as the sensor output data is organised in files. These files can easily be read by programs as LabView, which offer a very nice graphical representation of the data and which can also be used to control the bus in automated measurement systems.

The interface environment is capable of dealing with analog signals, duty-cycles, frequencies and digital signals, without bothering the bus user with the actual used signal format.

![Busmaster by Merc Baljon Version 1.3](image)

**Figure 1.** A snapshot of the busmaster program, working with windows. The program can configure the bus system and control the sensor read-out. Also it can be used in an automated measurement environment using for example LabView

III. Pyranometer bus interface for weather pole

In collaboration with Kipp&Zonen a sensor interface for thermocouples is developed for use in pyranometers (solar radiation). The pyranometer is based on a conventional thermal principle in which a black painted disc is heated by solar radiation. The temperature rise is measured by a thermocouple, which delivers a voltage between uV and tens of mV. The interface chip is therefore equipped with a very low offset integrated amplifier. The output signal of the amplifier is converted into a digital signal using a sigma delta A-to-D converter. Also an integrated temperature sensor with an accuracy of a few degrees is integrated for the calibration of the pyranometer. On the sensor interface chip a bus interface block is added, capable of addressing the temperature sensor, the pyranometer or the offset calibration circuit. The output format to the bus is a pulse rate. The pyranometer with discussed interface chip will be demonstrated using the described Personal Computer software setup.
IV. Smart Flow sensor for vacuum cleaner

In collaboration with Philips (Domestic Appliances Group) a smart flow sensor is developed for use in a vacuum cleaner. Information on the flow is used for motor control. A thermal flow sensor with bus output is realised. It is interfaced with a micro-processor already incorporated in the vacuum cleaner. The flow sensor is also used in wind meters and gas flow sensors.

![Diagram of thermal flow sensor system in a vacuum cleaner](image)

Figure 2. The setup of the thermal flow sensor system in a vacuum cleaner. One chip is heated and measures the power needed, which is a measurand for the flow. The other chip is needed as a reference. Both chips communicate via the I2C bus with a microcontroller, which calculates the flow and controls the motor.

V. Radiation sensor for satellites

In collaboration with ESTEC/ESA a smart sensor is developed for use in a satellite. For the control of a satellite it is needed to monitor the temperature and radiation on several places. A low-power, low-weight and radiation-resistant (bipolar) system was required. The radiation dose sensor is based on a large MOSFET, which is gradually degrading with the total radiation dose. This sensor has to be biased with a small current and its threshold voltage will vary between 0.8 and 5V with increasing radiation dose. For the temperature sensor an integrated bandgap sensor is used, which has an accuracy of several degrees Celsius. A single chip (ASIC) with the temperature sensor, biasing and read-out circuits for the radiation sensitive FET, interface electronics and bus output is realised. The chip can be directly interfaced to a microprocessor and a PC environment. This project is also included in the demonstration.
VI. Connecting commercial sensors

Many commercial sensors have an analog output such as 0-5V or a frequency/duty-cycle output. These sensors can be connected to the IS² bus using a very small analog interface chip containing some tens of logical ports. The duty-cycle or frequency signals can easily be interpreted by the microprocessor or by the PC with busmaster software. The pure analog signals are converted in a digital signal by using a separate A/D converter connected to the bus. This device recognises an analog transmission and takes a sample of the value. By reading out this device after each analog transmission a digital representation is available for the bus user. The user of the bus is shielded from the actual sensor signal on the bus and will only cope with the digital numbers, which can for example be displayed in LabView.

VII. References
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Abstract

With the increasing need for autonomous robots has come the need for new advanced sensor systems. In the Laboratory of Electronic Instrumentation an autonomous mobile robot system called SIMON has been developed. SIMON stands for Sensor Intelligence for Mobile On-board Navigation. The aim of this project is to develop a range of sensor systems to implement intelligence and therefore autonomy into the robot. In this paper two systems will be discussed. The first is a homing system which enables the robot to find the charging station and the second is the collision avoidance system. The robot can therefore move autonomously in the laboratory by using both optical and acoustic sensor systems. The information from the sensors is read-out using a 80C552 microcontroller which has been incorporated into the robot.

Introduction

Modern autonomous robots require a range of sensor systems [1,2]. The mobile robot system comprised several modules such as motor control and remote control. The homing and the anti-collision system are also included in the mobile robot system. The mobile robot has a diameter of 44 cm. It has two drive wheels driven separately and can accelerate within 30 seconds to a maximum speed of 3 m/s. Horizontal stability is established by two swivel castors.

Homing

In normal operation the robot needs to be recharged at regular interval. Having decided that recharging is necessary the processor automatically starts the homing program. The homing program makes use of an IR-distance measurement system implemented on the mobile robot system. The homing system comprises the IR-distance measurement system and a fixed IR-beacon placed in the workspace of the robot. The current through the LED’s is modulated with an arbitrary frequency of 2.5 kHz. In figure 1 the basic principle of the homing system is shown. The detection of the IR-signal is achieved using two photo diodes which are placed at a fixed distance, b, apart on the mobile robot system. Because of sunlight and other unwanted illumination sources the photo diodes are used in...
the linear mode (Figure 2). The photo diode currents are directly related to the distance and the light intensity of the beacon. The illuminance, $E$, of the photo diode, at a distance $d$ from the IR-beacon:

$$E = \frac{I}{d^2} \quad (1)$$

where $I$ is the luminous intensity.

The distance $d$ can vary between 0.1 to 50 metres yielding a maximum to minimum illuminance of $2.5 \times 10^5$. The output signals from photo detectors are accompanied by unwanted noise and interference that set limits to the maximum detectable distance $d$. In particular, when the total noise power exceeds the signal power, special techniques are needed to recover the signal. These techniques are based on an improvement of the signal-to-noise ratio by the measuring system. It is proven that coherent detection provides an optimum technique for recovering the amplitude of the measurand by maximizing the signal-to-noise ratio $[3]$. This technique can be used when the frequency and phase of the signal are known.

The principle of the coherent switching demodulator $[4]$ is given in figure 3a. $x(t)$ consists of the information carrying signal $s(t)$ and additive white noise $n(t)$. The noise is already band-limited by a pre-demodulation band-pass filter with a noise bandwidth $B_n$. A frequency converter that fulfills this demand is the double-balanced switching demodulator $[4,5]$, which is essentially a reversing switch being thrown between input signal $-x(t)$ and the non-inverted input signal $x(t)$ at the rate of the reference frequency. If MOSFET's are used for the switches, the quadratic nonlinearity will be very small. Further, the dynamic range of this kind of demodulators is very large ($10^3 - 10^6$). Finally, the output signal of these demodulators is independent of the reference signal amplitude.

The operation of a switching demodulator can be described by the product of the input signal and a symmetrical square wave $y(t)$ with a unity amplitude and a frequency equal to the switching frequency. The square wave can be described by a Fourier series

$$y(t) = \frac{4}{\pi} \left[ \cos \omega t - \frac{1}{3} \cos 3\omega t + \frac{1}{5} \cos 5\omega t - \ldots \right]. \quad (2)$$
That means that the detector not only responds to the fundamental frequency of the reference signal but also responds to the odd harmonics as illustrated in figure 3b. When the mark-space ratio of the switching signal is not exactly unity, the detector will also become sensitive at even harmonics of the switching frequency. However, the detection is no longer sensitive to sub-harmonics.

The harmonic sensitivity will degrade the signal-to-noise ratio as given in (3) at the detector output.

\[
(SNR)_o = \frac{s^2(t) \cos^2 \phi}{N_o \Delta f_{n,LP}}
\]  

(3)

If the circuit of figure 3a is used with an input signal and reference signal that are in phase, the circuit is usually referred to as a synchronous detector. For both the photodiode signals a coherent switching demodulator circuit is used. The two analogue output signals contain information over the distance d and the direction of the beacon. The analogue signals are processed by the 10 bit AD-converter on-board of the microprocessor.

**Anti-collision system**

The mobile robot system is equipped with three ultrasonic distance sensor systems. These three sensors are positioned to cones 180° as shown in figure 4. To also avoid moving obstacles, the algorithm needs to be fast and thus simple.

The algorithms make use of only three directly measured quantities, obtained from two distance sensors. These sensors are wide beam and are mounted on the left (L), middle (M) and (R) sides of the robot. The distance sensors measure the distance to the nearest object in their angle of sight. The measured distance is directly related to the time-of-flight from the first received echo. Symbol \(d_L\) is defined as the distance between the centre of the left sensor and the edge of the nearest object. If there is no object within a distance \(m\), \(d_L\) is set to \(m\). The same holds for \(d_M\) and \(d_R\). The quantities, \(d_L\), \(d_M\) and \(d_R\), determine the motor velocities \(v_L\) and \(v_R\) to rotate the robot. This
will steer the robot to the left or right until the object is out of sight and therefore avoided. For every sample taken at time $t$, the values $v_L$ and $v_R$ are computed and as velocity setpoints fed into the motor controllers. Other movement control units, as map guided navigation or human remote control, produce setpoints $\sigma_L$ and $\sigma_R$. Finally, a mathematical relationship has to be derived between the measured distances $(d_L,d_M,d_R)$ and the velocities $(v_L,v_R)$. The figure of merit is the ability for the robot to drive successfully into and through a corridor of a width $c$. The derived control rules are based on: a) the side sensors $L$ and $R$ mainly influence the robot's steering and b) the middle sensor (front sensor) $M$ diminishes the overall speed if an object is encountered in front of the robot.

The settings of the side sensors determine the minimum corridor width and the safety margin can be set via the parameters of the middle sensor. The control rules are given in the formulas:

$$v_L(t+1)=\sigma_L \frac{d_R(t)d_M(t)}{m_m}$$  

$$v_R(t+1)=\sigma_R \frac{d_L(t)d_M(t)}{m_m}$$

which gives the robot full autonomous control over speed and direction.

**Conclusions**

The homing system is implemented on the mobile robot system and is able to locate the beacon within 10 metres. This distance is presently being increased by further reducing noise interference levels. The anti collision system ensures that the robot is able to travel to the beacon in safety.
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ABSTRACT

A capacitive differential pressure sensor has been developed. The process used for the fabrication of the sensor is IC-compatible, meaning that the device potentially can be monolithically integrated on one chip with a suitable signal conditioning circuit. A sensor for a differential pressure range of ±1 bar was fabricated and tested with two different detection circuits, and good agreement was found with the theoretical model of the sensor. A nominal sensitivity ΔC/C of 18% has been measured for a positive differential pressure of 1 bar. The resolution of the complete detection system was 0.25 mbar (25 Pa).

1. INTRODUCTION

It is well acknowledged that the capacitive detection principle is superior concerning sensitivity and power consumption. However, a major problem of this type of sensors is that the source capacitance is very small, causing the sensitivity to parasitics and noise to be relatively high. The best approach to minimise these effects is to make the electrical connections between the sensor and the signal conditioning circuit as short as possible. The furthest implementation of this is to integrate the sensor on the same chip as the signal conditioning circuit. The problems arising from this desire to integrate sensor and electronics are, however, very complicated. If a sensor is to be made on the same piece of silicon as for instance CMOS circuits, one has to consider the compatibility between the sensor process and the CMOS process. It is well known that important parameters, such as threshold voltages and $g_m$-factors of the CMOS components are very sensitive to variations or changes in the fabrication process. Therefore, the introduction of any additional process steps for the fabrication of the sensor must be carefully considered in order to maintain the device properties of the CMOS circuits. In this paper we report on a capacitive pressure sensor, which may be fabricated directly on substrates already containing CMOS circuits. The fabrication process of the sensor only contains low temperature (<300 °C) spin-on, evaporation, and etching processes, which are all considered to be harmless to CMOS. The fabrication process has been derived from previous developments on silicon condenser microphones [1].
The structure of the sensor is shown in figure 1. It essentially consists of a polyimide diaphragm, made on a silicon substrate. Between the diaphragm and substrate, an air gap has been created by deposition and subsequent removal of an aluminium sacrificial layer. On both the diaphragm and the substrate a metal electrode is attached. When, in operation, a pressure difference is applied across the diaphragm, it deflects due to the load, and a change of electrical capacitance between the electrodes may be observed.

The theoretical behaviour of the sensor can be separated in two parts. One concerns the mechanical characteristics, which determines the deflection properties of the diaphragm under the load of an external pressure. The second part relates to the translation of the mechanical deflection of the diaphragm into a change of capacitance between the two electrodes. The polyimide diaphragm has a built-in tensile stress of about 40 MPa. For these values of built-in stress, it may be assumed that the deflection of the diaphragm is dominated by this stress, and that the additional stress introduced from bending may be neglected. The error introduced by this assumption can be compensated for with a linear matching factor $K$. For deflections much smaller than the thickness of the diaphragm, the deflection profile can be approximated by [2]:

$$w(x, y) = w_0 \cdot \cos\left(\frac{\pi x}{a}\right) \cos\left(\frac{\pi y}{a}\right)$$

where $a$ is half the side length of the diaphragm, $x$ and $y$ are principal directions with the origin in the centre of the diaphragm, and $w_0$ is the centre deflection given by:

$$w_0 = K \cdot 0.3284 \cdot \frac{p d^2}{\sigma h_d}$$

in which $\sigma$ is the built-in stress, $h_d$ is the thickness of the diaphragm, $p$ is the applied pressure, and $K$ is the matching factor. This factor was determined by comparing the simple model with a more complex model [3], which includes both bending and built-in stress. For a diaphragm with side length 700 µm and thickness 16 µm, a matching factor of 0.57 was calculated.

The capacitance of the sensor can be derived by integration over the surfaces of the two electrodes, of which one is flat (the substrate) and one has the deflection profile of the diaphragm. The capacitance is given by:

$$C_{sensor} = \varepsilon_0 \varepsilon_i \int_{-a}^{a} \int_{-a}^{a} \frac{1}{h_i + \varepsilon_i \left[ h_g + w(x, y) \right]} \, dx \, dy$$
where $\varepsilon_r$ and $h_i$ is the relative permittivity and the thickness of the polyimide insulation layer, and $h_g$ is the height of the air gap.

For the sensor, a diaphragm with a side length of 700 μm and a thickness of 16 μm, was chosen. The thickness of the insulation layer was 0.5 μm, and the height of the air gap was 5 μm. According to (2), the diaphragm will have a deflection of 3.6 μm for a pressure load of 1 bar. Therefore, the sensor can work with both negative and positive pressure differences. In figure 2, a simulation result is shown of the sensor capacitance as function of the applied differential pressure.

As it may be seen from figure 2, the theoretical sensor capacitance decreases more than 20% in the pressure range from 0 bar to 1 bar.

### III. MEASUREMENTS AND RESULTS

Since the capacitance of the sensor is very small (=0.63 pF), the influence of the parasitic capacitance from the interconnection wires is significant. To illustrate this, a measurement on a completed device is shown in figure 3. The sensor was mounted on a test chuck, whereby a pressure could be applied to the backside. The sensor capacitance was measured using a Hewlett-Packard 4194A Impedance Analyzer. As it can be seen, the measured capacitance is much larger than the theoretical (=3.37 pF). However, if one considers this extra capacitance (=2.74 pF) to be caused by a parasitic capacitance in parallel with the sensor, the corrected measured relative capacitance change is in good agreement with the theory. The remaining differences between measurements and theory can be explained by deviations of the assumed built-in stress in the polyimide diaphragm.

The pressure sensor was also tested with two different detection circuits, shown in figures 4 and 5. The first circuit is a simple oscillator, in which the sensor determines the frequency of the signal on the output of the amplifier [4]. The simplicity of this circuit is appealing for a possible monolithic integration. The other circuit is a capacitance-to-voltage converter, previously developed for accelerometers [5]. In this circuit, the amplitude of a frequency carrier is modulated by the capacitance of the sensor. After demodulation, a DC voltage remains, which is in direct relation to the ratio between the sensor capacitance $C_x$ and $C_f$.  

![Figure 2](image1.png)  
**Figure 2:** Simulated sensor capacitance vs. applied differential pressure.  

![Figure 3](image2.png)  
**Figure 3:** Measured sensor capacitance vs. applied differential pressure.
The results of the measurements are shown in figures 6 and 7. It is characteristic that the behaviour of both systems is in close correlation. For the oscillator circuit a full-scale sensitivity of 4.2 kHz/bar with a resolution of 2.4 mbar was measured, whereas the C-V converter had a sensitivity of 4.5 V/bar and a resolution of 0.25 mbar. The resolution is determined by the signal-to-noise ratio. Consequently, the selection of detection circuit is a choice between simplicity and performance.

IV. CONCLUSIONS

A capacitive differential pressure sensor containing a polyimide diaphragm has been developed. The fabrication process of the sensor is IC-compatible, and can be made directly on the substrates with completed integrated circuits. The sensor was tested, and good agreement was found with the theoretical performance. Future developments are focused on monolithic integration with CMOS circuits.

REFERENCES

Development of a high temperature resistance thermometer using noise thermometry


√ NMI Van Swinden Laboratorium Postbox 654, NL-2600 AR
   DELFT The Netherlands; tel +15 2619661 fax. +15 2612971, email mdegroot@nmi.nl.
Χ Forschungszentrum Jülich GmbH, IWE 2, D-52425 Jülich, Germany
+ Physikalisch Technischen Bundesanstalt, Abbestraße 2..12, D-10587 Berlin, Germany
+ Brands GmbH, Zum Mühlengraben 16-18, D-52355 Düren, Germany
+ National Physical Laboratory, Queens Road, Teddington, Middlesex, United Kingdom TW11 OLW.

This project is supported by the European Community Standards Measurements and Testing Program.

A thermometer is described for industrial use that uses a ceramic material as the temperature dependent resistive element. This new thermometer was developed and tested for its stability in the short term and the medium term. It is found that the stability of the thermometer can be compared with that of thermocouples. The obvious advantage of a resistance thermometer over thermocouples is that it can more easily be calibrated. A noise temperature system has been designed and used to characterise the thermometer resistance between 1000 °C and 1500 °C. Below 1000 °C the thermometer resistance was characterised by comparison with standard thermometers.

Introduction
This project aimed at the development of two prototype resistance thermometers based upon a ceramic with Mo and Si as its primary constituents. The material is regularly applied for heater applications. The design of the second prototype series was based upon experience obtained from testing the first series. Two laboratories were involved in testing the prototype thermometers. These were National Physical Laboratory and NMI Van Swinden Laboratorium. The company Brands GmbH had produced these thermometers. The aim of these phases of the project was to characterise the thermometers below 1000 °C and to evaluate the thermometers stability upon (prolongued) heat treatment up to 1500 °C.

Meanwhile the Forschungszentrum Jülich developed a new noise thermometer system to be used for the characterisation of the temperature dependence of the thermometer resistance between 1000 °C and 1500 °C. Use of a noise thermometer has the advantage that there is no need for a critical calibration furnace: the noise from the resistive element itself is used to assess its temperature. This temperature can then be compared with the resistance value of the thermometer.

**Thermocouples**

Temperature measurement above 1000 °C is realised mainly by the use of thermocouples. There are base metal thermocouples like W-Re (for use up to 2000 °C) or Chromel Alumel (up to 1300 °C) or noble metal thermocouples like Platinum-10% (or 13%) Rhodium versus platinum (up to 1580 °C) or platinum-6% rhodium versus platinum-30% rhodium (up to 1750 °C). Development is under way on other platinum based thermocouples Pt-Au and Pt-Pd for use up to 950 °C and 1300 °C respectively. Nicholas and White describe K-type thermocouples to change their thermal EMF to the equivalence of some 10 °C after heating for 1000 hours at 1000 °C in ideal circumstances. Long term (one year = 8500 hours) instabilities can exceed 10 °C at 1000 °C for even noble metal (platinum-rhodium) based thermocouples.

The disadvantage of thermocouples lies in their inability to be calibrated once irreversible ageing has taken place due to inhomogeneous ageing. These ageing effects will make the calibration characteristic sensitive to variations in immersion depth during calibration and use. Especially base-metal thermocouples show irreversible ageing effects that make them less suitable for re-calibration.

**Resistance thermometers**

For a long time, research has been conducted to find a resistance thermometer that can replace thermocouples in critical production facilities. When these facilities operate under an ISO-9000 system, traceability to national standards and thus calibration is required. Resistance thermometers can be made and used such as to eliminate lead wire effects: four wire measurement and AC-measurement techniques allows for elimination of lead resistances and spurious EMF's. Contamination problems with thermocouples create immersion effects which cannot be removed or treated. Resistance thermometers are not sensitive to contamination in this way. If the resistance thermometer is contaminated this affects only the measurement through the sensor element. The resistance drift that is caused by this contamination can easily be corrected for through calibration of the thermometer.

Most research for high temperature resistance thermometers is based upon platinum as the sensing element. While platinum resistance thermometers are now commercially available for use up to 850 °C, investigations are under way to produce platinum resistance thermometers for use up to 1100 °C. The
disadvantage of platinum resistance thermometer lies in the sensitivity of the platinum resistive wire to stress. Such stress will result from the difference in thermal expansion of the platinum wire and its ceramic insulating support following thermal cycling. Also the platinum will become soft at high temperatures.

This study uses a conductive ceramic based upon Molybdenum and Silica as resistive element. This material has been in use as heater material up to 1800 °C for a long time, generally with relatively large diameters: between 3 mm and 18 mm. We applied material with diameters of the order of 1 mm. The advantage of this material also lies in the strong temperature dependence of its resistance when compared with platinum (figure 1). The resistance data of the MoSi based thermometers in figure 1 follows from calibration measurements by one of us (De Groot) in an early phase of this project. At higher temperatures the silica will form a protective layer around the sensing wire that protects the wire from oxidation and other atmospheric influences. It is anticipated that this effect will cause the thermometers to age with time during its initial use at high temperatures.

Noise thermometry
In 1928 Nyquist derived from general thermodynamic considerations the temperature dependence of noise in a resistor caused by thermally induced fluctuations of the conduction electrons:

\[ \overline{V^2(t)} = 4kTR\Delta f \]
The intensity \( \overline{V_{th}^2(t)} \) at any time \( t \) of this thermal noise only depends on the frequency interval \( \Delta f \) of the noise and not on the frequency itself. Thermal noise is proportional to the temperature \( T \) and the resistance \( R \). A more accurate description would replace the resistance by the real part of the complex impedance \( \text{Re}(Z(f)) \). The constant \( k \) is that of Boltzmann. Because Johnson experimentally confirmed the same year as its theoretical description, thermal noise is also called Johnson noise.

![Block diagram of the noise thermometer system](image)

The thermal noise to be measured is very small: \( \sqrt{\overline{V_{th}^2(t)}} \) is of the order of 1 \( \mu \)V. Therefore, strong, low noise amplifiers are needed to measure it. To reduce lead wire noise, we use a system with two parallel amplifiers (see figure 2). Each amplifier consists of two stages: the first stage is located very close to the sensor. The main amplifier located in the control system, is controlled by the computer, and passes its output signal on to a band pass filter (frequency range 20 kHz to 200 kHz). The filtered noise signal is then digitised in two ADC's and processed in the computer. This allows the amplifier noise and lead wire noise to be eliminated in real time by cross correlation. Simultaneously the Digital Signal Processor performs Fast Fourier Analysis on both signals in the frequency domain. Comparison of the noise levels from temperature sensor and reference resistor gives the relative noise levels. From periodic measurement of the resistances and the temperature of the reference resistor, the unknown temperature can be evaluated. Thus, this thermometer is insensitive to ageing effect of the sensor element.

**Measurements and discussion**

The thermometers of the first and second series were first tested for their stability upon heat treatment. The following schedule was used:
1. The resistance was monitored during a prolonged near 1000 °C using a thermocouple as a reference; 2. Thermometers were cycled progressively from
1000 °C to 1400 °C and as high as 1500 °C repeating every step. The thermometer resistance is measured near 1000 °C with reference to the thermocouple in between every high temperature excursion. An example of such a stability test of the thermometers during this heat treatment can be found in figure 3. The measurement uncertainty for this series of measurements is within 0.1 °C. The temperature derivative of the resistance is 0.8 mΩ·°C⁻¹. The vertical scale of figure 3 is therefore 30 °C. A relaxation process can be seen to recur every time the thermometer is exposed to higher temperatures. For temperatures lower than 1200 °C ageing causes the resistance to decrease: initially this change is large, equivalent to some 10 °C this change reduces to within 1 °C. At temperatures higher than 1200 °C the resistance

![Figure 3](image_url)

**Figure 3.** The anneal procedure for thermometer with ID number 4-03: In the lower graph the thermal treatment is shown, while the upper graph shows the resistance measured at 950 °C in between the high temperature anneals. A thermocouple served as reference thermometer.

![Figure 4](image_url)

**Figure 4.** Measurements of the resistance made with the thermometer noise as a reference for temperature measurement.
increases again initially to the order of and shows a trend to decrease with time. Further measurements are needed to study this effect on a longer time scale.

Similar effects can be seen to occur from the noise temperature measurements where two calibration cycles were performed, starting at 1450 °C decreasing down to 1050 °C. The measurement uncertainties were within 0.1% at two standard deviations: that is between 1.3 °C at 1050 °C and 1.7 °C at 1450 °C. The first measurement at 1450 °C shows that the thermometer changes resistance significantly (as indicated by the large "error"-bar). Later measurements show a more stable thermometer. This confirms results of the earlier stabilisation measurements: Once annealed at high temperatures, the thermometers remain stable at lower temperatures. Moreover, the strong resistance increase with temperature is continued up to high temperatures: the resistance is almost proportional to temperature. This shows that the thermometer remains a very sensitive thermometer up to high temperatures. Also, the thermometer has the possibility of replacing thermocouples as industrial thermometers in view of its reproducibility.
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Abstract

We report on the development of a detector for X-ray astronomy based on superconductive tunnel junctions. Besides a very high energy resolution, these devices offer the possibility of almost 100% detection efficiency and intrinsic imaging properties. We discuss the detection principle and production techniques, and we present recent measurements with prototype devices.

I. INTRODUCTION

At present spectroscopic X-ray astrophysics is performed with dispersive instruments. Notwithstanding their good spectral resolution these instruments suffer from a low detection efficiency (≈ 10%), limited bandwidth, and the fact that they are unsuitable for spectroscopy of extended sources.

Currently, there is a strong interest in cryogenic detectors for future instruments, which is due to their potential to combine: (1) high detection efficiency over a wide range of photon energies, i.e. about 0.5 - 20 keV, (2) good spectral resolution, i.e. 10 eV FWHM energy resolution at a typical photon energy of 6 keV, (3) imaging properties. Two types of detectors have the prospect to deliver such a combination of characteristics, i.e. bolometers and detectors based on Superconductor-Insulator-Superconductor (SIS) tunnel junctions.

Other potential applications are in the field of materials analysis by means of X-ray fluorescence, high resolution Rutherford backscattering, and plasma diagnostics of fusion reactors. All these applications have in common that they require a proof of concept before to be considered seriously.

We are developing a superconductor detector, based on a 1 cm² single crystal niobium absorber. The absorber should be at least 30 μm thick to obtain the required > 90% efficiency, and will be read out by a few SIS tunnel junctions on top, typically 100 × 100 × 0.5 μm³ in size.
II. DETECTION PRINCIPLE

When a superconductor is cooled below the critical temperature $T_c$, the electrons condense into a ground state of so-called Cooper pairs, which is due to a weak phonon-mediated attractive interaction between the electrons. The elementary excitations are the so-called quasiparticles, electron and hole-like particles, which require for excitation a minimum energy $\Delta$, the superconducting energy gap ($\Delta_{Nb} = 1.5 \text{ meV}$). Absorption of an X-ray photon in a superconductor causes the generation of a photo-electron and/or Auger electrons. Through a cascade of electron-electron and electron-phonon interactions they relax to a population of quasiparticles and phonons. The part of the photon energy deposited in these excess (non-thermal) quasiparticles can be used for subsequent readout. In Nb a photon with energy $E_x$ creates $N_{ex} = E_x / 1.7\Delta$ excess quasiparticles [1].

The (sub-Poissonian) RMS statistical variation on this number of quasiparticles equals $\Delta N_{ex} = \sqrt{FN_{ex}}$ with $F$ the so-called Fano-factor. Monte-Carlo simulations indicate $F \approx 0.2$ for Nb [1]. The resulting limit on the achievable energy resolution thus becomes:

$$\Delta E_{FWHM} = 2.355(FeE_x)^{1/2}$$

with $\epsilon = 1.7\Delta$. For Nb $\Delta E_{FWHM} = 4.4\text{ eV}$ at $E_x = 6\text{ keV}$. This relation has its analogy in similar relations for proportional counters and semiconductor detectors. The huge difference is the fact that the mean energy $\epsilon$ required for the creation of one free charge carrier typically amounts to 2.5 meV, compared to 3.6 eV for silicon. It is this small value for $\epsilon$ that allows for high resolution X-ray spectroscopy with these types of detectors.

After absorption of an X-ray photon in a superconducting slab, typically a few million excess quasiparticles are created, which diffuse outwards from the absorption site. By collecting all excess quasiparticles and measuring their total charge, the energy of the absorbed photon can be deduced. If the quasiparticles are collected during the diffusion process at several distinct positions on the absorber substrate simultaneously, the position of the X-ray impact can be inferred as well, thus enabling both spectroscopy and imaging.

To realize such a versatile detection scheme it is necessary to deposit efficient quasiparticle traps on top of the absorber substrate (see Fig. 1). The quasiparticle trapping mechanism is based on the fact that the quasiparticles dwell at an energy $\geq \Delta$ above the Fermi level $E_F$. A reduction of $\Delta$ is therefore experienced as a potential well, in which the quasiparticles may be trapped. This is illustrated in Fig. 1, where a tantalum trap ($\Delta_{Ta} = 0.7\text{ meV}$) is put on the niobium ($\Delta_{Nb} = 1.5\text{ meV}$) absorber substrate. In the case of a Nb absorber a second trapping stage of aluminium ($\Delta_{Al} = 0.18\text{ meV}$) is necessary. In addition, a niobium nitride protection layer ($\Delta_{NbN} \approx 2.5\text{ meV}$) on the outer surfaces of the Nb absorber keeps the quasiparticles confined to the absorber.

For our detector it is necessary that the time it takes for the quasiparticles to diffuse across a distance of $\sim 1\text{ cm}$ is shorter than the quasiparticle lifetime. The latter is probably limited by surface catalyzed relaxation to the Cooper pair ground state, and is at least of the order of tens of microseconds. The diffusion is mainly determined by impurity scattering, so in order to obtain a diffusion time $< 10\mu\text{s}$, the absorber should be a single crystal of extremely high purity (residual resistance ratio $RRR \approx 10^4$).
FIG. 1. Schematic representation of the detector concept and quasiparticle potential as a function of position.

After trapping, the number of collected quasiparticles is measured with SIS tunnel junctions, which are deposited on top of the quasiparticle traps (see Fig. 1). The junction operation is based on quantum mechanical tunneling of quasiparticles through the insulating barrier. If at sufficiently low temperatures \( T \approx T_c \) a bias voltage \( V_{\text{bias}} < 2\Delta/e \) is applied across the junction, the tunneling of thermal quasiparticles is suppressed. Integration of the excess tunnel current then yields the number of trapped quasiparticles.

Our research efforts in the past few years were mainly focussed on the last detection stage, i.e. the fabrication of and the X-ray measurements on niobium based SIS junctions on silicon wafer substrates. Recently, we have started manufacturing the niobium absorber.

III. FABRICATION OF THE ABSORBER/JUNCTION DETECTOR

Fabrication of the complete detector is a complex technological challenge. First of all an absorber must be prepared with a very high bulk and surface quality. The surface roughness must be low enough to allow preparation of tunnel junctions with a barrier of only 1-2 nm thickness. Next, the absorber must be mounted on a substrate, structured and the edges passivated. The mounting must withstand all the lithographic processing and cryogenic operation. Finally a set of high quality tunnel junctions must be deposited, electrically well connected to the absorber. From this process we have investigated the following parts so far:

High purity single crystals of Nb were obtained from another research program [2] and from a commercial supplier. Slices of 200 \( \mu \)m thickness were cut from these crystals by spark erosion. With mechanical polishing [3] in principle a RMS-surface roughness (determined using AFM) of about 1 nm was obtained. However, a sufficiently good electrical contact to these surfaces has not yet been demonstrated. Much effort has been put in the development of a combined mechanical and electropolishing process. Another process, using reactive ion etching, is presently under study. With electropolishing very smooth surfaces with sub-nm roughness were obtained. A contact to such a Nb-surface was made (2 × 3 \( \mu \)m\(^2\) area) with a critical superconducting current density \( J_{\text{c}} > 300 \text{kA/cm}^2 \).

Development of tunnel junctions on Si-wafer substrates has been going on for a number of years already and has been reported before elsewhere [4]. We will very soon apply this junction process to one of the polished crystals.
IV. X-RAY MEASUREMENTS

In Fig. 2 a typical X-ray spectrum is shown, recorded with a $140 \times 140 \times 0.5 \mu m^3$ Nb junction with an Al-oxide barrier. The junction is sputter-deposited on an oxidized silicon substrate. The measurements have been performed at a temperature of 1.1 K, using a $^{55}$Fe radioactive source emitting 88% Mn-K$_\alpha$ (5.89 keV) and 12% Mn-K$_\beta$ (6.49 keV) radiation.

![X-ray spectrum recorded with a single Nb/AlOx SIS junction on a silicon wafer.](image)

The doublet structure due to the Mn-K$_\alpha$ and Mn-K$_\beta$ peaks is clearly visible. The FWHM of the Mn-K$_\alpha$ peak amounts to approximately 150 eV. A particularly striking feature is the asymmetric shape. A risetime analysis [5] reveals that the asymmetric broadening to the left is due to faster charge collection events, which yield less charge. These are attributed to X-ray events in regions with a shorter quasiparticle lifetime, e.g. near the edges. By filtering out the fast events, the FWHM resolution can be reduced to below 100 eV.

The best resolution so far, 29 eV at 5.89 keV photon energy, has been obtained by Mears et al. [6]. By reducing the barrier thickness and passivating the edges, we believe we can improve our energy resolution to well below 100 eV. Whether a resolution of 10 eV at 6 keV can be achieved is still an open question.
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Abstract

Mikroelektronik Centret is described briefly: status, mission and funding, organization, facilities, education and collaboration with Danish industry and the research areas. Next, the paper focuses on the Micromechanics research programme. A rough outline is given of the strategy of the programme, followed by an example of innovative processing, two examples of device oriented projects, as well as two examples of technology platform projects. Finally, a future outlook is presented.

Mikroelektronik Centret

Mikroelektronik Centret (MIC) is a brand new Danish national research institute on semiconductor materials and devices. MIC was founded in 1990 as an autonomous institute directly under the Ministry of Education. The charter for MIC defines a 3-fold mission: scientific research at an internationally competitive level, education of engineers and PhDs within the framework of the Technical University of Denmark (DTU), and technology transfer to Danish industry. MIC has a temporary status, which started with a 5 year period. In the first year a board was formed, in the second year the director was recruited, in the third year staff was recruited, in the fourth year processing facilities were built up. In the fifth year, MIC was extensively evaluated and was granted a new temporary status of another 4 years. MIC received a start-up grant of 130 Mkr from the Ministry of Education, supplemented with another 50 Mkr from the Ministry of Industry. The latter was associated with a collaboration project called Materials Centre for Microelectronics (MCM) of MIC with 5 major Danish companies: Danfoss, Grundfos, Brüel & Kjær, NKT and Topsil. The total of 180 Mkr was roughly evenly divided between construction work (of offices and laboratories, in particular a clean room for silicon wafer processing), investment in new equipment (again in particular for processing, but also for analysis and design), and recurrent expenses (salaries, consumables). For the extended period of 4 years, MIC requested and was awarded a grant of 25 Mkr per year. On top of that, externally financed projects bring in more than 10 Mkr per year. All in all MIC has built up facilities worth more than 30 MDM, and now operates with an annual budget of approx. 10 MDM.
Organization

The organization of MIC is shown in Figure 1. The management of MIC consists of a director, a vice-director and a director of operations. Above this sits a board with 5 members from industry (including the board’s chairman), 2 representatives from DTU, and 2 representatives from MIC’s staff. The management is advised on the scientific programme by an international Scientific Council. MIC has a small administrative staff of 4 employees (financial and personnel administration is run through the system of DTU) and a technical staff of 7 engineers and 6 process specialists, the latter with high qualifications and long experience in research. The scientific staff consists of 8 full and associate professors, leading a research programme of a total of more than 50 researchers: 10 industrial co-workers, 7 postdocs, 22 PhD students, and several master’s students and visiting scientists.

Laboratory facilities

The facilities are the responsibility of the director of operations and his technical staff. A class 10 clean room was constructed with a floor space of 600 m². Facilities were built up for processing 4” silicon wafers, with state-of-the-art equipment for basic competence, extended with specific equipment for innovative processing. The design of the clean room, the equipment and procedures lean heavily towards safety, as well as to large batch processing. Still, the conditions are optimum for development of specific process sequences with large flexibility. Researchers do their own processing. In the basement below the clean room (for Microtechnology) MIC has equipped a laboratory for Nanotechnology. Further MIC has several laboratories for device characterization, as well as for surface analysis, including Secondary Ion Mass Spectroscopy (SIMS).
Education

The education programme consists of lecture courses, including a Micromechanics lecture course, for students ranging from undergraduate students to PhD students, as well as small experimental projects for undergraduate students. All these are aimed at supporting the research programme. Master's projects last 12 months, while PhD projects last 3 years, both with the possibility of a stay abroad. The PhD projects have a wide range of funding possibilities, including government financed funds for frame programmes and for individual projects, university grants for individual candidates, as well as a government financed fund for subsidising industrial PhD education. Originally the latter stems from a programme of post-doctoral education of industrial researchers, which included research as well as an extensive programme of academic and industrial courses, while since recently the candidates also have the possibility to fulfill the requirements of the ordinary PhD examination. The latter includes the defence of the PhD thesis as well as an examination on general scientific knowledge. Examination in lecture courses and master's projects is carried out by an external evaluator, a so-called censor, usually from Danish industry. Examination in a PhD defence is the responsibility of 3 censors, at least two of whom come from another institute, usually from abroad. In industrial PhD examinations one of the censors is from industry.

Collaboration with Danish industry

One programme for private-public collaboration is the above-mentioned government-funded scheme for industrial PhD projects. These projects are bilateral: proposals are prepared jointly. The industrial partner initially covers the project costs; about half of these are refunded by the above scheme. The company recruits the candidate, who is stationed at the institute most of the time. In the case of MIC, these projects typically concern the development of a demonstrator for a transducer or for a packaging technology, and are often pilot projects for innovative product development or for larger technology development projects. The latter are carried out in government-funded programmes, in which usually 2 or 3 ministries contribute towards the funding of the programme, and where the private-public partners both carry typically 50% of the financial burden themselves. The MCM collaboration is a relatively large project in one of these programmes, the so-called MUP programme, which started at the beginning of 1992. Five of MIC's process specialists work in this project full time. Each of the five industrial partners has one employee stationed at MIC full time for the duration of the project. Together with additional commitments of the companies this project amounts to a total of 100 man-years. More recent are the so-called MUP2 programme, which started late in 1994, and the Centre Contract programme, which started at the end of 1995. In these programmes MIC has several large industrial collaborations of typically 10 to 30 man-years. Also in these projects, MIC contributes typically 30 to 40% of the manpower, while some of the industrial co-workers are stationed at the centre. These programmes and the practice of having industrial PhD students and industrial researchers stationed at the centre is expected to provide ideal conditions for effective collaboration. Most of the above private-public collaborations at MIC are within the area of Micromechanics.
Research areas

The research areas at MIC cover a broad spectrum ranging from fundamental research to applied research. MIC has an internationally renowned Theory group, dealing mainly with transport in mesoscopic devices. In MIC’s Semiconductor Physics research programme gallium arsenide is studied by laser spectroscopy using a femtosecond laser semiconductor. The material is grown epitaxially using a Molecular Beam Epitaxy (MBE) facility MIC runs together with Copenhagen University. The Nanotechnology programme at MIC focuses on manipulation of surfaces with nanometer resolution (“nanolithography”) using tunneling current tips. One technique is based on removing hydrogen atoms on hydrogen passivated silicon surfaces in ultra-high-vacuum, another one on electric field enhanced local oxidation of silicon in air. The patterns obtained are transferred into the underlying silicon by e.g. Reactive Ion Etching. The nature of the research is primarily fundamental, but also has a strong commitment to the development of a potential future technology. The MIC’s Integrated Optics programme has focused so far on technology development for telecommunication, including passive and active waveguides, diffractive optics and fiber-pigtailing. Because of the demands of the application area the waveguide structures need to be thick, up to 36 microns. This is achieved by PECVD processes. To enable diffractive optics, germanium doped planar waveguides have been developed. The IC-technology programme at MIC focuses on two technologies for high-performance semiconductor devices: hetero-junction bipolar transistors (HBTs) and CMOS-on-insulator. HBT devices provide the possibility for silicon based electronics to compete with gallium arsenide on speed. The HBT programme includes growth of silicon germanium superlattices with sharp transitions. For this, MIC runs an MBE system together with Aarhus University, as well as a UHVCVD system. The MBE system is a flexible research system, which enables fast process sequence development and the study of different HBT devices. The UHVCVD system is being developed at MIC in order to create a batch process, which will be necessary for this technology to become interesting for industrial applications. The CMOS-on-insulator is being developed for robust semiconductor devices, with the transistors dielectrically isolated from each other. Also, the process sequence, using only 5 to 6 masks thanks to self-alignment steps, is very elegant and highly suitable for flexible hybrid or monolithic integration with micromechanical transducers. MIC’s Microfluidics programme has so far dealt mainly with components for Microliquid Handling, such as check valves, active valves, diffuser/nozzle structures, filters and mixers. For future chemical analysis systems technologies are now under development for the monolithic integration of Integrated Optics and Microliquid Handling functions. One of the largest research areas at MIC is that of Micromechanics.

Micromechanics research programme

The strategy of the Micromechanics research programme is schematically shown in Figure 2. Basic competence is being built up within the MCM project: this concerns more or less conventional silicon processing, including improved zinc oxide deposition with in situ annealing and in situ passivation [1], e-beam evaporated borosilicate glass and subsequent thin film-anodic bonding, as well as low-stress sputter deposited silicon thin films with large thicknesses.
The technology platform at MIC for wafer processing is broadened by the development of innovative processing, which is carried out in close collaboration with other research programmes at MIC, e.g. laser micromachining of silicon with high resolution, high speed and large travel range [2,3], Reactive Ion Etching (RIE) of silicon, in particular deep etching with very good uniformity and shallow etching with controlled side-wall profiles, Plasma Enhanced Chemical Vapour Deposition (PECVD) of thick glass layers of several kinds with low stress, highly boron-doped epitaxial growth of silicon, and thick photoresist technology for electroplating molds. The boundary between basic competence and innovative processing is not sharp.

Development of application-specific transducers such as a piezoelectric tri-axial accelerometer and piezoresistive pressure sensors is done within the MCM collaboration [4,5], while Atomic Force Microscope (AFM) probes [6,7,8], microphones [9,10] and others [11,12], are being developed mainly in industrial PhD projects. Most of the applications are very demanding on signal-to-noise ratio, selectivity and long-term stability. These projects involve a great deal of structural design to optimize the performance, a careful development of a process sequence, as well as elaborate characterization. All this is supported by undergraduate students and master's projects [13,14,15].

The applicability of these devices in the real world is enhanced by larger collaboration projects with industry on advanced technology platforms, such as advanced packaging of aggressive media exposed sensors, funded in the MUP2 programme, and system integration for intelligent transducers and micro-electro-mechanical systems in the project called Micro System Centre (MSC), funded in the Center Contract programme.

Although not included in Figure 2, a similar strategy is followed at MIC for Micro-Opto-Mechanical Systems. Examples of optomechanical transducers are a uniaxial optomechanical accelerometer based on a Bragg grating strain gauge in planar waveguide technology, developed in an industrial PhD project together with Brüel & Kjær [16], and an optomechanical pressure transducer based on a Mach-Zehnder interferometer based on the elasto-optical effect in a planar waveguide integrated on a membrane [17]. This is supported by the development of basic competence and innovative processing for example for planar waveguide technology, UV-writing of Bragg gratings in germanium doped glass layers, and fiber-pigtailing, all within the Integrated Optics research programme.

![Figure 2: Micromechanics research programme](image-url)
Laser micromachining of silicon

MIC has designed and built up equipment for laser micromachining of silicon, see Figure 3 (left) [2,3]. The process is based on focussing light of 0.5 W power to a very small spot, typically sub-micron in diameter, on the silicon surface. The high intensity leads to local melting of the silicon. This is done in a chlorine ambient under reduced pressure. A reaction occurs between the gas and the molten silicon, forming silicon chlorides, which are pumped off. This way a small volume of silicon, typically submicron in dimensions, is removed. By moving the sample using a computer controlled xy-stage, a whole sheet can be etched. By switching the beam on/off the shape of the removed sheet is determined. Next, the objective is translated to have the focus in the next plane, and the next sheet is removed. This 3D scanning concept yields a very high freedom of obtainable 3D structures. The stages we apply combine a repeatability of 25 nm with a travel range of 100 mm, and a speed of 100 mm/s. The size of the removed volume can be taken down to 50 nm by reducing the power. In practice the resolution in 3D micromachining is 300 nm.

We have applied this technique for the realization of diffuser/nozzle structures [12], see Figure 3 (centre), and compliant structures [11], see Figure 3 (right). Diffuser/nozzle structures have different (non-linear) flow resistances in the two directions. By loading them with an alternating differential pressure, a net flow will result. Therefore, they can be used in micropumps, replacing the particle sensitive check valves. The characteristics of these flow diodes depend on their length, width and taper angle, while sharp corners should be avoided. Using laser micromachining these parameters can be varied with a large freedom, and a taper in the depth direction can even be included. Moreover, design, realization, and characterization of new structures can be done within two days.

In a collaboration with the Institute of Solid-State Mechanics at OTU, we have developed a technology for the realization of compliant microstructures. These convert the magnitude and direction of a force or displacement, and can replace friction and wear sensitive microscale sliders and bearings. Figure 3 (right) shows an example of such a structure. The realization is based on Reactive Ion Etching of a low stress thick layer of silicon oxinitride, through a silicon thin film mask patterned by laser micromachining. Again, this provides the large freedom of shapes, albeit 2D, as well as the possibility of design, realization and characterization of new structures within a few days.

Figure 3: laser micromachining set-up (left), diffuser/nozzle structure (centre) and compliant microstructure (right)
AFM probe

In 1994 MIC started an industrial PhD project in collaboration with the company DME - Danish Micro Engineering. The primary goal is to develop a technology for versatile shapes of tips integrated with AFM cantilevers, so-called passive probes with external read-out, which can replace such probes in existing Scanning Probe Microscopes. The second goal is to develop an active probe, i.e. with integrated read-out, for a wide range of applications. The dimensions of the cantilevers are dictated by the required minimum value of the resonance frequency and maximum value of the stiffness, and are typically 1 micron thick, 50 micron wide and 180 micron long in the case of a silicon cantilever. For the tip technology we distinguish between direct [7] and indirect [8] technologies. In the direct technology a tip is etched from silicon. We have developed a sequence of Reactive Ion Etching process steps for the realization of so-called rocket-tips™, see Figure 4. First the mask (of silicon oxide) is undercut in an isotropic RIE process. In the second RIE step, the shadowed surfaces are coated with a polymer layer. In the third step a column is etched in an anisotropic RIE process. In the fourth RIE step the polymer is removed. Optionally, an isotropic RIE process is carried out for prolonged undercutting of the mask. All these steps are performed without breaking vacuum. Finally, the structure is oxidized and the oxide is etched, yielding tips with sharp radii of curvature of less than 20 nm, with good uniformity over the wafer. Heights of rocket-tips™ can be varied by varying the length of the anisotropic etch step, diameters can be varied by choosing between different sizes of the mask patterns. These tips combine robustness and slenderness, making them suitable for scanning on highly stepped surfaces. Tips have been integrated with silicon cantilevers of a variety of shapes, see Figure 4, using ion implantation of boron and RIE for the definition of the cantilevers, oxidation for additional protection, and KOH etching from the back side. Thicknesses of the cantilevers can be varied by adjusting process parameters of the ion implantation and subsequent annealing.

Figure 4: Rocket-tip™ on a passive AFM probe cantilever.

These probes have been demonstrated on a number of test samples. They are now routinely produced for DME's product range. Also, they are applied in MIC's Nanotechnology programme for surface manipulation. Currently, the active probe is being developed.
Microphone

Also in 1994 MIC started an industrial PhD project in collaboration with the company Microtronic, for the development of a silicon microphone for hearing aid applications. Earlier designs by other groups, making use of capacitive read-out, showed promising results, but none of them could fulfill the requirements for this demanding application: small size, low power consumption, low supply voltage, low noise level, large dynamic range, and robust against humidity, sweat and ear wax. Our feasibility study showed that a differential capacitive read-out with force balance, and with sealed parallel plate capacitors will be able to fulfill the above requirements [9]. Figure 5 shows a sketch of a microphone consisting of a so-called backplate sandwiched between two membranes, forming two parallel plate capacitors. The two membranes seal off the capacitors, preventing ambient media from entering. A sound inlet and a backchamber provide acoustic isolation between the front and back of the sensing element. The differential load due to an acoustic pressure leads to deflection of the two membranes and to a difference between the two capacitances. However, a common load due to a fluctuation of ambient pressure or temperature, which can be 3 orders of magnitude larger than the acoustic loads, will inflate or deflate the sandwich structure, and thereby change the sensitivity of the sensor. This inflation is prevented or reduced by mechanical connections between the two membranes, the pillars in Figure 5, in the area with the electrodes. Ambient fluctuations are now buffered in the compliant periphery.

Moreover, the design makes use of force balance, which provides several advantages [10]. The bandwidth can be extended, while dynamic instabilities can be suppressed by adding zeros to the feedback loop. The response becomes nearly independent of the stiffnesses of the membrane and the backchamber, further reducing the influence of batch-to-batch variations and ambient fluctuations. These stiffnesses now only determine the equivalent noise pressure level.

CMOS based electronic interfaces are designed in a collaboration with the Electronics Institute at DTU. A low-voltage, low-power, low noise level preamplifier has been designed and tested [18]. Currently, a feedback loop in CMOS technology is being designed.

Figure 5: double membrane microphone a) acoustic load b) ambient fluctuation c) suggested realization in silicon technology, prior to bonding.
Advanced packaging of aggressive media exposed sensors

Many applications of micromechanical sensors involve exposure to aggressive media. For example, alkaline solutions at elevated temperatures may be mild media for stainless steel and glass, but for silicon they pose a problem, considering that these kinds of media are used as etchants for silicon! Also, passivation by a thin film of silicon oxide or nitride may not suffice for exposure times longer than 10 years [19]. Not only the sensing element and the chip material need to be protected, but also the electrical connections to the outside world. Today, protection is achieved by a labour intensive hybrid encapsulation involving the assembly of a corrugated stainless steel or rubber membrane and a sealed-off reservoir with silicone oil for passivation and pressure transmission [20]. In collaboration with the companies Grundfos and Danfoss MIC is developing a technology platform for integrated protection, see Figure 6 (left). Deposition of passivation layers, for example silicon carbide, is carried out at wafer scale, whenever feasible. The chip is to be mounted onto a variety of substrates, either by a conventional die bonding approach (active side facing the surroundings) or by a flip-chip approach (active side facing the substrate). Area bonding has to provide a perfect seal, but may have to allow lateral feedthroughs. Contacting of membranes from the back side may be required. For this MIC has developed a technique using electrodepositable photoresist, see Figure 7 (left) [21]. This technique has also been demonstrated for multiple vertical feedthroughs with high wiring density in throughholes, see Figure 7 (right) [22]. A similar technology platform is being developed for encapsulation of lithium niobate based Surface Acoustic Wave devices, in an industrial PhD project together with Ferroperm Components [23].

**Figure 6:** advanced packaging of aggressive media exposed sensors (left), and system integration of micro-electro-mechanical systems (right)

System integration of integrated circuits and micromechanical transducers

Within the project Microsystem Centre (MSC) together with the companies Microtronic and DELTA Danish Electronics, Light & Acoustics, MIC is developing a technology platform for hybrid integration of integrated circuits and micromechanical transducers. The idea is to physically bond a transducer chip and a circuit chip, while at the same time establish electrical connections between the two, see Figure 6 (right). Different techniques are being investigated, including the application of eutectic bonds, solder bumps, and isotropic and
anisotropic conductive adhesives. Furthermore, we have the ambition to develop these technologies on a wafer scale, thereby postponing dicing and handling of individual chips. This approach provides a hybrid technology for intelligent transducers. Next, this intelligent transducer will have to be mounted on a variety of substrates, again including electrical interconnections. The assembly may have the transducer facing the environment and the circuit facing the hosting system, while depending on the circumstances other orientations may be preferred. In either case, vertical feedthroughs will again be required. This hybrid approach is expected to be superior for space-constrained microsystems comprising high performance transducers with possibly also high performance circuits, with a minimum of compromises.

![Photoresist patterns after development](image1)
![Concept of vertical feedthroughs](image2)

**Figure 7:** Photoresist patterns after development, deposited by electrophoresis in a KOH-etched hole in silicon (left), and concept of vertical feedthroughs with very high wiring density realized by metal thin film deposition, photolithography and subsequent etching (right)

**Future outlook**

In the start-up phase of the Micromechanics programme, much effort has been devoted to basic competence, innovative processing, and high performance sensors. Since recently, technology platforms are being developed for implementation into larger systems. In the future, additional functions may be included in these systems, e.g. remote control. Also, Integrated Optics will be exploited further, either with electrical communication, requiring the integration of laser diodes and photodiodes, or with fiber optic communication links.

The close collaboration between MIC and Danish industry that is possible in the national industrial landscape, is expected to be effective. The first commercial success in a low volume application, passive AFM probes, is encouraging. The combination of a Micromechanics and a Nanotechnology research activity within a small institute like MIC will also yield a new challenging areas of application for both technologies. The Micromechanics research programme is now ready to take part in European collaboration projects.
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Thick polysilicon microstructures by combination of epitaxial and poly growth in a single deposition step
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Abstract
Thick polysilicon microstructures were fabricated by combination of epi and poly growth in a single deposition step in an epitaxial reactor. The fabrication process allows the combination of bipolar electronics and polysilicon mechanical structures on the same chip with reasonable process complexity. The process is fully planar up to the last sacrificial etch. Initial mechanical strain problems were found to be caused by oxidation of the polysilicon during bipolar processing. These problems were limited by the use of a process similar to LOCOS processes.

Introduction
Polysilicon has found extensive applications in surface micromachining. The thickness of this poly layer is limited by the low growth rate if standard LPCVD is used. This problem has been solved by use of an epitaxial reactor to form the polysilicon [1,2,3]. The most promising approach is the process where not only polysilicon is grown on the substrate [1,3], but where polysilicon and crystalline growth are combined in a single deposition step [2]. In the polysilicon layer microstructures are built and in the monocrystalline silicon layer electronics are fabricated [2]. After poly growth the layer is practically strain free, but bipolar processing steps after poly growth lead to compressive mechanical strain. Despite this undesirable property microstructures can be made by careful design [2]. In contrast this work proposes techniques to minimise the cause of this mechanical strain problem.

Fabrication process
The process starts with (100) oriented p-type wafers in which Sb is implanted on areas where transistors are projected and on areas where vertical capacitive read-out of mechanical struc-
tures is planned. The oxide layer resulting from the Sb drive-in step is covered by a thin layer of polysilicon. In the next step the poly and oxide are removed on areas where no mechanical structures will be fabricated (Fig. 1a), followed by epitaxial growth. During epi growth monocrystalline silicon is grown bare substrate and poly is grown on areas which contain the poly seeds. The process is continued according to a standard bipolar flow sheet (Fig. 1b). These steps are also used to make the electrical contacts to the micromechanical structures. After metallization a layer of LPCVD nitride is deposited followed by a 1μm thick plasma oxide as a masking layer for silicon trench etching. Trenches are etched through the epi-poly layer to the buried oxide (Fig. 1c). The structures are released during a sacrificial etch step in hydrofluoric acid or an alternative etchant followed by removal of the protection nitride (Fig. 1d).

Fig. 1 Fabrication scheme for micromechanical structures using epi-poly.

Experiments
Experiments were performed to study the strain level of the epi-poly layer as a function of growth conditions, doping level and annealing. Areas of 1 cm² with and without poly seeds on sacrificial oxide were distributed on the wafer in a chessboard pattern. Then epi was grown, doped and annealed using various growth, doping and annealing conditions. Finally the trench etch mask was applied and the structures were released by a 15 min. sacrificial etch in 20% HF. Compressive strain levels were estimated using an array of double clamped beams of different length. The shortest buckling beam is a measure for the strain.

In all experiments epi was grown using an ASM Epsilon One epitaxial reactor and a HCl/DCS gas system. A 5 min. in situ prebake in hydrogen at 950°C was performed. After this prebake epi growth was performed at a pressure of 60 Torr. Four experimental runs were performed:

1. In the first experiment the HCl to DCS flow ratio was varied between 0 and 4 at a constant growth temperature of 950°C and constant DCS flow of 100slm. This was done to study the possibility of selective growth of epi and poly in future processes. On 6 wafers 4μm epi-poly was grown in pairs at a HCl/DCS ratio of 0, 2, and 4. Half of the wafers was oxidised at 1100°C for 10 min. It is expected that the properties of the poly will not significantly change after they have been subjected to this highest temperature in the bipolar process flow.

2. In the second experiment wafers were grown at 1050°C at a DCS flow of 300slm without HCl addition which is the standard epi recipe for the bipolar process. The polysilicon layer
was doped using the standard deep boron insulation diffusion or the deep phosphorus collector contact diffusion of the bipolar process.

3. In the third run two wafers were grown at standard bipolar epi conditions, followed by an annealing step of 10 minutes, one in oxygen and one in argon ambient.

4. In this experiment a 4μm poly layer was grown at 1050 and 1150°C. The upper left quarter of the wafer was implanted with boron and the upper right with phosphorus, both at an energy of 100keV and dose of 5e15cm⁻². Then 300nm LPCVD nitride was deposited on the wafer followed by all bipolar oxidation and diffusion steps. The lower left quarter doping was defined by POCl₃ diffusion. In this case the nitride was stripped prior to the deep n collector contact diffusion. The remaining quarter received only the in-situ doping of the epi growth.

Results

In the first experiment the compressive strain levels were all in the same range of 20με for the unannealed wafers and 200με for the oxidised wafers. No strain dependence on HCI/DCS ratio was observed. The relative growth rate of the poly to monocrystalline silicon decreased with increasing HCI/DCS ratio, resulting in a different step height at the epi/poly interface. The results are shown in Fig. 2. The difference in growth reaches its minimum when no HCI is added during growth. At these conditions the growth rate of the poly is about 70% of the growth rate of the monocrystalline silicon.

The surface of the wafer was scanned using an alpha step profilometer. It was found that the surface of the poly areas was convex and the surface of the epi was concave. This phenomenon is believed to be caused by non-uniformity of the temperature at the wafer surface during growth. Since the wafers are heated by halogen lamps the temperature in the middle of the poly-on-oxide areas will be higher than the temperature in the middle of the bare silicon areas due to the insulating properties of the oxide. To check this explanation epipoly was grown on a wafer without oxide underneath the poly seed layer. The resulting surface was flat, confirming this hypothesis.

The second set of experiments showed no significant difference for the strain levels of the wafers which were doped and annealed according to the bipolar process flow sheet. strain levels were compressive and in the 700με range. No dependence on doping level or type was observed. From this experiment it was concluded that the annealing process has a higher influence on the strain level than dopant type and concentration.

In the third experiment the strain of the wafer which was annealed in oxygen ambient was much higher (300με) than the strain of the wafer which was annealed in argon (80με). This indicates that the strain is caused by oxidation of the poly and not by the temperature treatment. It is assumed that oxygen penetration into the polysilicon and formation of silicon oxide causes the compressive strain.

This assumption was confirmed by the results of the fourth experiment. Implanted areas which were covered with nitride during further bipolar processing showed no difference in strain level compared to wafers without thermal treatment. strain levels were in the 20με range. The di
fused area, however, showed a high strain level of about 750 με.

![Diagram showing B⁺ implant and P⁺ implant results]

The resistivity of the doped poly was measured and found to be 300Ω/□ for the poly which was doped by implantation and 150Ω/□ for the poly doped by diffusion.

The results are summarized in Fig. 3. A SEM photograph of a fabricated structure is shown in Fig. 4.

**Conclusions**

Polysilicon has been deposited in an epitaxial reactor. Compressive strain levels in the epipoly have been estimated using arrays of double clamped beams. It was found that the strain in the epipoly increases dramatically when the epipoly is subjected to oxidation. Oxygen penetration in the epipoly layer forming silicon oxide at the grain boundaries is the likely cause. High temperature steps without oxidation showed no visible influence on the strain levels in the poly-silicon. If the epipoly has to survive bipolar processing it needs to be protected for oxygen penetration by the use of a nitride layer. This solution, which is similar to LOCOS processes leads to polysilicon layers with acceptable resistance and strain levels for the fabrication of microstructures. When the poly is implanted before it is covered with nitride the whole thermal budget of the bipolar process is used to drive in and activate the dopants. This should minimize strain gradient problems. Another advantage of the LOCOS process is that the thickness of the polysilicon does not change during bipolar processing, while the thickness of the monocrystalline silicon decreases due to the oxidation steps. This compensates the difference in growth rate of the epi and epipoly.
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Abstract

In a surface micromachining process that is designed to be compatible with microelectronic processing, problems arise during the etching of the sacrificial layer. To prevent the aluminium present during the etching to be attacked by the etchant, two possible solutions are investigated.

The aluminium can be protected using a photoresist layer. When using photoresist, problems that arise are etching of the resist, peeling of the interconnect and underetching due to poor adhesion. Using baking of the resist, thin oxide layers and reflow of the resist this can be limited but not avoided.

Other etchants such as BHF with glycerol and glycerine additions and so-called pad-etchants can be used. These etch the aluminium slowly and can be used for sacrificial etching with exposed aluminium.

Introduction

When combining surface micromachined elements with electronics on the same chip, many new possibilities for sensors arise. However, the combining of these two technologies also introduces many technological problems. One of the problems encountered is the protection of the aluminium interconnect during the sacrificial etch step which releases the mechanical structures.

Combined surface micromachining and electronic processing

The sacrificial material most often used in micromachining is silicon oxide or Phospho Silicate Glass (PSG). The most commonly used etchant for these materials is hydrofluoric acid (HF) or buffered hydrofluoric acid (BHF). These etchants have a high selectivity between the sacrificial oxide and the mechanical layers, which most often consist of polycrystalline silicon (poly silicon) and silicon nitride, and a high etch rate, which is necessary to perform the large under-etchings in a reasonable length of time.

It is difficult to do any patterning steps when the structures are freestanding due to the destructive effects of the spinning of resist to the delicate structures and the metal getting lodged underneath the freestanding structures during deposition. Therefore, the release of the structures most often takes place after all other processing has been performed, unless all cavities are sealed [1]. When the sacrificial etching takes place, the aluminium interconnect will usually be present on the wafer. However, the sacrificial etchants HF and BHF attack the aluminium very quickly and no interconnect will be left unless special measures are taken. Although it is possible in most cases to protect the aluminium using a PECVD nitride layer, this complicates processing to a large extent and this possibility is not considered in this paper.
Photoresist protection

One possible solutions and the simplest and most obvious one, is the protection of the interconnect with photoresist, leaving access to the surface only around the mechanical structures, where no aluminium is present [2]. However, during etching problems will arise.

Photoresist etching

First of all, most modern photolithography lines are designed for electronic technologies such as CMOS, where patterning is done exclusively by plasma etching. The bake time used is insufficient to remove all the solvents present in the resist leaving the resist relatively soft. The etchant will etch the resist, limiting the maximum etch time to around 10 minutes. For the long wet etches needed for sacrificial etching, the resist needs a complete postbake of $110^\circ C$ for 30 minutes to harden it, depending on the type of resist. For the same reason BHF is used instead of HF as the former etches the resist more slowly, giving a possible etch time of one and a half to two hours. If more time is needed, intermediate drying of the resist layer will lengthen this time even further.

Photoresist adhesion

The adhesion of the photoresist layer to the surface of the chip is another problem. The adhesion promoters used are designed to bind to the resist and to the dangling hydrogen bonds of a silicon oxide layer, which is most commonly used as a patterning layer in the fabrication of electronic devices. However, the layer on which the resist is deposited after the micromachining has taken place, consists of either nitride or silicon, which lack these hydrogen bonds. The resulting weak bond can cause the resist to separate from the surface, allowing etchant to seep underneath and attack the underlaying aluminium (see figure 1). The attacked aluminium expands and pushes the resist upward, allowing new etchant to reach the aluminium. Figure 2 shows this clearly. The light grey area around the micromotor, is the part of the resist that has dislodged from the surface. The porous nature of the aluminium allows this to happen before the aluminium is fully etched by absorbing the etchant like a spunge, extending the area around the aluminium interconnect.

Figure 1. Attack of aluminium interconnect by sacrificial etchant

Figure 2. Etched aluminium causing delamination of resist (light grey area)
Furthermore, because the bond between resist and aluminium is as good as the bond between aluminium and nitride, the peeling of the resist can also cause the interconnect to be ripped off the wafer, resulting in broken wires (see figure 3). This effect can be observed after about 10 minutes and is therefore the most critical problem, as this time is insufficient to release most structures in a general surface micromachining process.

Different adhesion promoters have been tried to improve the adhesion. Although there are slight differences between different adhesion promoters, the etchant seeps under the resist within minutes and no adequate agent was found.

Tests have been performed using very thin oxide layers deposited using PECVD on the whole wafer to promote adhesion. No peeling of the resist has been observed when using this oxide. However, underetching of this layer can cause interconnect layers close enough to the etch cavities to be attacked, even when using layers as thin as 50nm. Underetching of this thin layer is as fast as, or even faster than the etching of the sacrificial layer due to the poor quality of the plasma oxide.

To reduce the underetching, the oxide layer was etched for a short time, removing the oxide from the etch window and allowing a slight underetching of the edges. The resist was then reheated at 150°C for 30 minutes to reflow the resist and to seal the access to the oxide (see figure 4). This increases the possible etch time, but is insufficient to protect the oxide and the aluminium indefinitely as the seal will start to leak as well. This will occur after around 5 minutes, but it reduces the underetching considerably due to the slow admission of fresh etchant in the cavity. Underetching rate of the resist mask is in the same order as the underetching of the structures.

Alternative etchants

The above mentioned photoresist layer is not sufficient to provide adequate protection for the interconnect, unless short etch times are sufficient. Another possible solution is the use of different etchants, which have a large selectivity between aluminium and the sacrificial oxide. Ways to increase the selectivity of BHF reported in literature is by the addition of glycerine or glycerol. Etch rates reported in literature of 0.55 nm/min. of aluminium and an etch rate of 95 nm/min. of thermal oxide for the glycerol [3] (40g NH₄F + 60ml H₂O + 20ml HF + 40ml
glycerol). The etch rate of glycerine is reported to be 6 nm/min. of aluminium and 200 nm/min. of thermal oxide [4] (4 parts-NH₄F (40%); 1 part-HF (48%); 2 parts glycerine (87%)).

Another possible sacrificial etchant investigated is the, so called, pad-etchants used to open contact holes in oxides on contact pads [5]. It consists of 1/3 acetic acid and 1/3 ammoniumfluoride and 1/3 water (Riedel-de Haen AEW 33-33-33). Etch rates of 5 nm/min. of aluminium and 200 nm/min. of PSG are found.

All etchant mentioned above etch the sacrificial material slower than BHF (500 nm/min. for PSG) and thus longer etch times are required. The etchants slowly attack the aluminium roughening the surface as shown in figure 5. If the two hours of possible etching are not enough to release the structures, it can be combined with the resist protection.

**Figure 5. Roughening of the aluminium by the pad-etchant**

**Figure 6. Freestanding interconnect due to underetching of oxide.**

**Anchoring of the interconnect**

The aluminium used for the interconnect contains 1% silicon to prevent junction spiking. When patterning the interconnect, a polysilicon dip etch is used to remove the silicon gains that remain after the etching of the aluminium. An oxide layer is necessary to protect the structural polysilicon layer from this dip etch. This oxide layer will be etched if the etchant seeps this far under the resist protection or if no photoresist protection is used. This can result in freestanding aluminium wires (see figure 6). As there is already a mask to etch openings in the oxide layer around contact holes, this can easily be used to anchor the interconnect layer to the substrate.
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ABSTRACT
To measure the stresses exerted on a chip by different package types and package materials a prototype stress test chip has been developed in a standard CMOS process. The stress sensing is performed by four piezo-resistor arrays (one on each chip quarter) that were realized in different silicon layers (n-type active layer, p-type active layer, n-well layer and a polysilicon layer). The 252 resistors in each array have been placed in 6 different orientations. This paper describes a general calibration procedure for a poly-silicon piezo-resistor array for two cases; the case when the crystallites have sufficiently random orientations to assume isotropic behaviour of the poly sheet and the case in which the crystallites show a preference orientation which requires an anisotropic treatment of the poly silicon layer.

1 - INTRODUCTION
To measure the stresses exerted on a chip by different package types and package materials a prototype stress test chip (Figure 1) has been developed in a standard CMOS process [1]. The stress sensing is performed by four piezo-resistor arrays (one on each chip quarter) that were realized in different silicon layers (n-type active layer, p-type active layer, n-well layer and a polysilicon layer). The 252 resistors in each array have been placed in 6 different orientations.

The procedure for calibration of the poly-silicon piezo-resistors depends on the structure and the (planar) orientation of the poly-silicon sheet. In general it can be assumed that the crystallite sizes resulting from different poly-silicon technologies (0.4 .. 2μm) are sufficiently small compared to the resistor sizes (approx. 100 x 100 μm) to neglect the influence of individual crystallite orientation. This means that the poly silicon layer can be assumed uniform for all resistors. However, the crystallites (and so the poly-Si sheet) may still show a preference orientation. Therefore, two different (macro) poly-silicon structures can be distinguished; one having a net orientation of the crystallites (non-isotropic structure), and one having no net orientation (isotropic structure). These cases require different approaches for interpreting the resistance changes for both calibration and stress-
measurements. The following sections describe the calibration procedures for both, isotropic and non-isotropic poly-silicon sheets.

2. CALIBRATION OF ANISOTROPIC POLY-SILICON PIEZORESISTORS

In general piezoresistivity can be described by a fourth-rank tensor equation as:

$$\frac{E_i}{\rho_0} = \delta_{ij} + \tau_{ijkl} T_{kl} + \alpha \delta_{ij} \Delta T_i$$

For mono-crystalline silicon the crystal symmetry and the mechanical equilibrium conditions require that the electrical and the mechanical indices (in any orthogonal base) are symmetrical as well. This means that $\tau_{ijkl} = \tau_{jikl} = \tau_{ijlk} = \tau_{ijlk}$. For this reason usually a simpler notation is used in literature on basis of only two indices running from 1 through 6 according the following scheme: $[ij (kl): 11, 22, 33, 23, 13, 12] \rightarrow [a(b): 1 .. 6]$. This means that the tensor equation can be rewritten in the new indices as:

$$\frac{E_i}{\rho_0} = \delta_{ij} a_j + \tau_{ab} T_{a} + \alpha \delta_{ij} \Delta T_i$$

For monocrystalline silicon (or more general crystals having a diamond like lattice structure) it was proven [2] that piezoresistivity can be described in relation to the crystallographic axes by only three independent coefficient as:

$$[\pi_{ab}] = \begin{bmatrix}
\pi_{11} & \pi_{12} & \pi_{12} & 0 & 0 & 0 \\
\pi_{12} & \pi_{11} & \pi_{12} & 0 & 0 & 0 \\
\pi_{12} & \pi_{12} & \pi_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & \pi_{44} & 0 & 0 \\
0 & 0 & 0 & \pi_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & \pi_{44} & 0 \\
\end{bmatrix}$$

For any other orthogonal orientation the $\pi'$ coefficients can be described in linear combinations of $\pi_{11}$, $\pi_{12}$, and $\pi_{44}$. However, in poly silicon the crystallites show many different orientations even when they show a preference orientation. Although for each individual crystallite the same symmetry rules hold as for mono-crystalline silicon the macro piezoresistivity of the poly cannot be expressed in terms of the principle coefficients. This means that all 36 coefficients should be regarded as independent. However, for planar resistors in the xy-plane (wafer plane) the $E_z$ and $i_z$ contributions can be ignored.
leaving only 18 coefficients. Since for each arbitrary oriented individual crystallites (and so for the resistor as a whole) holds that \(\pi_{12} = \pi_{21}, \pi_{16} = 2\pi_{61}\) and \(\pi_{26} = 2\pi_{62}\) a further reduction to 15 independent equations is possible. This means that the full calibration of an anisotropic poly-silicon layer requires (at least) 15 independent linear equations and so 15 resistors. The relative resistance change of each resistor at an arbitrary angle \(\psi\) (see Figure 2) then can be written as:

\[
\frac{\Delta R}{R} = \sigma_0 \frac{\Delta E}{i} = \frac{(\Delta E_x \cos \psi + \Delta E_y \sin \psi)}{i} \\
= \cos \psi \left[ (\pi_{11} \sigma_1 + \pi_{12} \sigma_2 + \pi_{13} \sigma_3 + \pi_{14} \sigma_4 + \pi_{15} \sigma_5 + \pi_{16} \sigma_6) \cos \psi \\
+ \left( \frac{1}{2} \pi_{16} \sigma_1 + \frac{1}{2} \pi_{26} \sigma_2 + \pi_{66} \sigma_3 + \pi_{65} \sigma_4 + \pi_{63} \sigma_5 + \pi_{62} \sigma_6 \right) \sin \psi \right] \\
+ \sin \psi \left[ (\pi_{12} \sigma_1 + \pi_{23} \sigma_2 + \pi_{34} \sigma_3 + \pi_{45} \sigma_4 + \pi_{56} \sigma_5 + \pi_{64} \sigma_6) \sin \psi \\
+ \left( \frac{1}{2} \pi_{15} \sigma_1 + \frac{1}{2} \pi_{25} \sigma_2 + \pi_{56} \sigma_3 + \pi_{65} \sigma_4 + \pi_{64} \sigma_5 + \pi_{63} \sigma_6 \right) \cos \psi \right]
\]

or in matrix form: \(\frac{\Delta R}{R} = \text{o vector} \times \text{Trans}_{poly} \times \text{pi vector}\) with \(\text{o vector} = [\sigma_1, \sigma_2, \sigma_3, \sigma_4, \sigma_5, \sigma_6]\), \(\text{pi vector} = [\pi_{11}, \pi_{12}, \pi_{13}, \pi_{14}, \pi_{15}, \pi_{16}, \pi_{22}, \pi_{23}, \pi_{24}, \pi_{25}, \pi_{26}, \pi_{63}, \pi_{64}, \pi_{65}, \pi_{66}]^T\) and with \(\text{Trans}_{poly}\):

\[
\begin{array}{cccccccccccccccc}
\cos^2 \psi & \sin^2 \psi & 0 & 0 & 0 & \cos \psi \sin \psi & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \cos^2 \psi & 0 & 0 & 0 & 0 & \sin^2 \psi & 0 & 0 & 0 & \cos \psi \sin \psi & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \cos^2 \psi & 0 & 0 & 0 & 0 & \sin^2 \psi & 0 & 0 & 0 & 0 & 2 \cos \psi \sin \psi & 0 & 0 & 0 \\
0 & 0 & 0 & \cos^2 \psi & 0 & 0 & 0 & 0 & \sin^2 \psi & 0 & 0 & 0 & 0 & 2 \cos \psi \sin \psi & 0 & 0 \\
0 & 0 & 0 & 0 & \cos^2 \psi & 0 & 0 & 0 & 0 & \sin^2 \psi & 0 & 0 & 0 & 0 & 2 \cos \psi \sin \psi & 0 \\
0 & 0 & 0 & 0 & 0 & \cos^2 \psi & 0 & 0 & 0 & 0 & \sin^2 \psi & 0 & 0 & 0 & 0 & 2 \cos \psi \sin \psi \\
0 & 0 & 0 & 0 & 0 & 0 & \cos^2 \psi & 0 & 0 & 0 & 0 & \sin^2 \psi & 0 & 0 & 0 & 2 \cos \psi \sin \psi \\
\end{array}
\]

**Figure 1:** Stress test chip

**Figure 2:** Wafer and arbitrary resistor orientation.
3. CALIBRATION OF ISOTROPIC POLY-SILICON PIEZORESISTORS

For planar resistors in a isotropic poly layer with all coefficients and stresses given with respect to the longitudinal (l), transverse (t) and perpendicular (p) directions of the resistor, the piezoresistance relation can be written as:

$$\Delta R/R = \sigma_0 \Delta E/i = \pi_l \sigma_l + \pi_t \sigma_t + \pi_p \sigma_p + \pi_{lp} \sigma_{lp} + \pi_{tp} \sigma_{tp} + \pi_{pl} \sigma_{pl} + \pi_{pt} \sigma_{pt}$$

independent of the direction (ψ) of the resistor. In order to express the relation with respect to the x, y and z axes of the wafer the stresses $\sigma_1 .. \sigma_6$ should be expressed in terms of $\sigma_1 .. \sigma_6$ so that the piezoresistance equation becomes: $\Delta R/R = [\sigma_{\text{vector}} \times \text{Trans}_{\text{isotrop}}] \times [\pi_{\text{vector}}]$ with $\sigma_{\text{vector}} = [\sigma_1 \ \sigma_2 \ \sigma_3 \ \sigma_4 \ \sigma_5 \ \sigma_6]$ and $\pi_{\text{vector}} = [\pi_{11} \ \pi_{12} \ \pi_{13} \ \pi_{14} \ \pi_{15} \ \pi_{16}]^T$ and with Trans$_{\text{isotrop}}$:

$$\begin{bmatrix}
\cos^2 \psi & \sin^2 \psi & 0 & 0 & 0 & -\cos \psi \sin \psi \\
\sin^2 \psi & \cos^2 \psi & 0 & 0 & 0 & \cos \psi \sin \psi \\
0 & 0 & \cos \psi & \sin \psi & 0 & 0 \\
0 & 0 & 0 & \cos \psi & \sin \psi & 0 \\
0 & 0 & 0 & -\sin \psi & \cos \psi & 0 \\
2 \cos \psi \sin \psi & -2 \cos \psi \sin \psi & 0 & 0 & 0 & \cos^2 \psi - \sin^2 \psi
\end{bmatrix}$$

4 CONCLUSIONS

It has been shown that the piezo-resistive behaviour of polysilicon layers can be described by either 15 (anisotropic poly) or 6 (isotropic poly) independent coefficients. This means that in the calibration procedures at least 15 (respectively 6) independent resistor measurements are required. For stress measurements only 6 resistors are required to resolve the 6 stress components. In that case the relations are best rewritten as: $\Delta R/R = [\pi_{\text{vector}}^T \times \text{Trans}_{\text{isotrop}}^T] \times [\sigma_{\text{vector}}]$ . This notation yields a set of linear equations ready to be solved.
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Introduction

Biosensors combine the selectivity and sensitivity of biology with the processing power of modern microelectronics to offer powerful new analytical tools with major applications in medicine, environmental diagnostics and the food and process industries. Many extensive reviews of the area have been previously published (Turner et al., 1989; Newman & Turner, 1992; Freitag, 1993) and the reader is referred to these for a comprehensive historical perspective. The present article will focus on recent developments in the field of biosensors that offer possible solution of key problems in the design, production and application of biosensors.

Electrochemical

Electrochemical transduction of bio-recognition events have been the dominant approach to biosensor design. In general, redox enzymes are utilised to detect low molecular weight analytes in the micromolar, and greater, concentration range. The detection of electroactive products such as hydrogen peroxide has proved a very practical approach for enzyme electrodes based on oxidoreductases. The detection of glucose using glucose oxidase has received the majority of attention (Turner and Yevdokimov, 1994) and the possibility of rational design of transduction at a molecular level has been boosted by the recent elucidation of the 3D structure of this enzyme (Hecht et al., 1993). The relatively high potential required to oxidise hydrogen peroxide at conventional electrodes, however, leads to problems of...
interference due to other electroactive species present in the sample. The most successful commercial solution to this has involved the use of mediators such as ferrocene and its derivatives. Recent attention, however, has focused on the alternative strategy of reducing the potential at which hydrogen peroxide oxidation occurs. Examples include the use of platinised carbon (Cardosi and Birch, 1993) and ruthenised carbon (Cagnini et al., 1995).

The elegance of direct electron transfer between redox enzymes and an electrode has long been sought and is still actively investigated. If sustained and sizeable currents could be achieved this would offer the simplest way to interface catalytic proteins to electronic circuits opening the way for a range of biosensors and other bioelectronic devices. Such an intimate connection would also presumably indicate ways to avoid unwanted redox reactions at the electrode and thus eliminate the prime source of interference in amperometric biosensors. The direct electrochemistry of electron transfer proteins such as cytochrome c has been extensively studied in recent years. Few reports have appeared describing electron transfer between electrodes and the larger redox enzymes. Where observed, electrochemistry has been typically poor due to the existence of a thick insulating protein shell around the active centre of the enzyme.

**Optical**

The direct measurement of refractive index changes associated with biological affinity reactions such as antibody-antigen binding has enabled rapid real-time analysis of binding events without the traditional requirement for labelled reagents. Pharmacia already have a successful instrument on the market based on surface plasmon resonance (Szabo et al., 1995) and other commercial devices based on related principles have followed such as Fison’s IAsys resonant mirror. These systems have developed a new niche market in bioscience R&D laboratories but one very different from the originally expected clinical analysis market.

Various optical formats continue to be investigated. Examples include Mach-Zehnder interferometers on planar waveguides (Schipper et al., 1995), integrated optical grating couplers (Clerc & Lukosz, 1993) and surface plasmon resonance at IR wavelengths (Brink et al., 1995). Combinations of techniques have been demonstrated such as a surface plasmon sensor on an optical waveguide with electrochemical control (Lavers et al., 1995).

Although developments in transducers continues, the fundamental problems of direct immunosensors and affinity sensors are not being addresses to the same extent. Specificity, sensitivity and time-response are still major limitations to the commercial success of direct sensors.

**Piezoelectric**

The successful application of piezoelectric materials in biosensors has been limited due to the lack of supporting theory when devices are immersed in liquids and generally poor sensitivity in their main application as affinity sensors. Various formats of devices such as bulk acoustic wave and surface acoustic wave resonators and more recently Lamb wave and horizontal polarized shear wave resonators are being investigated (Benes et al., 1995).
**Molecular Engineering**

The modern tools of protein engineering together with an increasing knowledge of protein behaviour at the molecular level is enabling a new “molecular” approach to biosensor design. This entails the modification of naturally occurring molecules to better suit their role in biosensors. Thus antibody fragments (Fv) have been investigated for increased specific surface activity due to their reduced size and hence greater packing density and to reduce non-specific binding through the elimination of redundant components (Spitznagel and Clark, 1993). The ability to insert unique attachment points by site directed mutagenesis has enabled fluorescent reporter groups to be optimally placed adjacent to binding sites suggesting an alternative route to “direct” affinity sensors (Gilardi et al., 1994).

A novel example of protein engineering involved the formation of a pore-forming protein switch sensitive to metal ions. Staphylococcal alpha-hemolysin, a pore-forming exotoxin, assembles to form hexameric pores in lipid bilayers. A glycine-rich peptide loop is involved in activity and when five consecutive amino acids were replaced by histidine residues they provided a switch with which pore activity could be turned off by micromolar concentrations of divalent zinc ions and turned back on with the chelating agent EDTA. This result suggests that genetically-engineered pore-forming proteins could be useful components of future metal ion sensors (Walker et al., 1994).

Elegant illustrations of the use molecular biology in biosensor engineering to form “gene switch” biosensors include the insertion of the gene for firefly luciferase into the TOL plasmid responsible for the degradation of benzene and its derivatives (Ikariyama et al., 1993). This resulted in a luminescent E. coli, i.e. a whole organism-based optical biosensor, which could be used to monitor environmental pollution caused by benzene and its derivatives. In a similar manner, the firefly luciferase gene has been inserted as a reporter under the control of the mercury-inducible mer promoter from transposon Tn21 in E. coli and in a resultant luminescence-based sensor was able to detectable concentrations of mercury in the femtomolar range (Virta et al., 1995).

The use of artificial ligands, artificial enzymes or other analogues of biological behaviour offers a powerful conceptual approach to the design of stable “bio” sensors. Affinity systems can be constructed that incorporate reporter functions; a fluorescent sensor molecule for the chiral discrimination of monosaccharides has been demonstrated (James et al., 1995). Another aspect of biomimicry is represented by work on the “artificial nose” using chemical sensor arrays in conjunction with artificial neural networks (Neaves and Hatfield, 1995). Combinatorial chemistry is beginning to offer new methods for the development of affinity ligands.

**Manufacturing**

Much of the development work on biosensors feature hand-built devices, which while demonstrating the operational principle, are not realistic for commercial production. Significant efforts are being applied to transform these proof-of-concept systems into devices suitable for mass-production (Alvarez-Icaza and Bilitewski, 1993). The development work carried out on devices such as the MediSense ExacTech glucose biosensor has clearly demonstrated the importance of automated manufacturing techniques. The ExacTech is
constructed using a technique adapted from the electronics industry; namely screen-printing, which is widely used for the fabrication of printed circuit boards. Considerable effort is currently directed to the development of screen-printable inks optimised for biosensor (Cagnini et al., 1995; Koopal et al., 1994; Rohm et al., 1995). Ink-jet printers, which deposit inks in dot matrix form, are familiar to office workers. A variant of this process, the industrial ink-jet, is used, for example, to print sell-by dates on food packaging. This ability to print materials in the form of highly controlled droplets at high speed is clearly desirable for the mass production of analytical devices such as biosensors (Newman et al., 1992). Developments in this area are leading to systems that deposit individual droplets with volumes of less than a nanolitre. Furthermore, ink-jet printing is a non-contact process, which is therefore suitable for printing on delicate or non-planar materials.

Characterisation
The importance of surface characteristics in determining the performance of biosensors is increasingly recognised. Many problems associated with stability, activity and specificity of the biosensor interface can be traced to a limited knowledge of how biomolecules interact with surfaces. Parameters such as surface chemistry, surface heterogeneities, solution conditions, etc. all affect the resultant biosensor function.

Various scanning probe microscopies are currently being applied to increase the understanding of biomolecule interactions at solid-liquid interfaces. Atomic force microscopy (Cullen and Lowe, 1994; Huber et al., 1994), scanning tunnelling microscopy (Czajka et al., 1992; You et al., 1994; You et al., 1995) and scanning electrochemical microscopy (Wittstock et al., 1995) have all been applied to such studies. Other novel techniques such as scanning laser photochemical microscopy are being investigated (Hution et al., 1995).

Increasingly, the transduction techniques of direct immunosensors such as optical evanescent wave systems and acoustic devices are seen as surface characterisation tools by the biosensor community together with traditional tools such as ellipsometry, surface spectroscopies, calorimetry and contact angle measurements.

Conclusion
Both the potential for biosensors and the hurdles to their introduction have been thoroughly documented in the literature. Emerging information about molecular structures and mechanisms and surface science will provide the basis for a rational and systematic engineering of biosensors to overcome current limits to the widespread commercial application.
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Abstract. Self-assembled monolayers can be used as the chemical interface in sensors. Resorcin[4]arene monolayers show a high selectivity for perchloroethylene as was proven with a Quartz Crystal Microbalance and Surface Plasmon Resonance. Self-assembled monolayers can also be used for the electrochemical detection of electro-inactive species.

The modification of surfaces by means of self-assembly has been investigated extensively. In particular, organosulfur-modified gold surfaces have been studied, because of their high stability and high degree of ordering. Self-assembled monolayers are appealing as a chemical interface in sensors as they are thermodynamically stable, and well-defined on a molecular level. Fast response times are obtained because of the short diffusion lengths. Self-assembled monolayers can be studied with several techniques like electrochemistry, surface plasmon resonance, infrared spectroscopy, ellipsometry, X-ray photoelectron spectroscopy and wettability studies. Furthermore, a flexible design of the chemical interface is possible. Sensitivity and selectivity can be obtained by molecular recognition at the monolayer interface. Here, two examples of self-assembled monolayers as the chemical interface in sensors will be described: a sensor with a high selectivity for perchloroethylene and the concept for an electrochemical sensor for the detection of electro-inactive species.

Previously, we have described highly-ordered self-assembled monolayers of resorcin[4]arene (1) and calix[4]arene (2) based tetrasulfides (see Figure 1). In this system, the headgroup is readily available for complexation as it is directed to the outer interface.

The interaction between volatile guests and a receptor monolayer of adsorbate 1a was studied with a Quartz Crystal Microbalance (QCM). QCM's were coated with self-assembled monolayers of resorcin[4]arene 1a. The resonance frequency of the crystal strongly depends on the total mass of the crystal. Complexation in the cavity of the receptor leads to a gain of weight of the crystal and results in a decrease in resonance frequency. A QCM that was coated with the resorcin[4]arene monolayer 1a strongly responded to different perchloroethylene concentrations, whereas the QCM's coated with a reference monolayer of didecylsulfide showed only small responses (see Figure 2). The resorcin[4]arene-coated QCM's were also exposed to different gasses, such as chloroform, carbon tetrachloride, toluene and trichloromethylene. The responses were much smaller for these gasses as compared to perchloroethylene. So, the sequential selectivity for perchloroethylene is high.

Complexation by monolayers of resorcin[4]arene 1a was also studied by Surface Plasmon Resonance (SPR). SPR is a technique where changes in the refractive index near an

interface can be readily detected. The change of the plasmon angle during a surface binding experiment can be shown to be proportional to the amount of material bound to the interface. The change in plasmon angle ($\Delta \alpha$) was determined as a function of the concentration of toluene, tetrachloroethylene, tetrachloromethane, chloroform, dichloromethane, and 1,2-dichloroethane. Changes in the concentration of different vapors resulted in a change of plasmon angle, both for the cavity monolayer and to a much lesser extent for a reference
monolayer of octadecanethiol. A typical experimental response curve is shown in figure 3, where different concentrations of perchloroethylene were subsequently applied to the monolayers. Also with SPR a sequential selectivity for perchloroethylene was observed. An advantage of the SPR measurements over the QCM measurements is the high stability of the signal, so that a more precise measurement was possible. With the current equipment a detection limit of less than 300 ppm for tetrachloroethylene was obtained.

![Figure 3](image)

Figure 3. Typical SPR time response curve for perchloroethylene in contact with monolayers of cavitand 1 (top) and C_{18}SH (bottom).

Currently self-assembled monolayers as the chemical interface in an electrochemical sensor for the detection of electro-inactive species are under investigation. The sensor consists of a gold electrode modified by metallo-receptors. The receptor is designed to have changing electrochemical properties (shift in reduction or oxidation potential) when the detectable species are complexed. Receptors that have electrochemical properties which change upon binding of the guest can be used for the electrochemical detection of electro-inactive species. The sensor is schematically depicted in figure 4. Complexation of the detectable species in the cavity changes the electrochemical properties of the metal ion M (the redox-center). Using this principle, an electrochemical sensor can be built for the detection of in principle electro-inactive species like cations, anions or neutral molecules (e.g. pyridynes, amino acids, sugar molecules) via a permanently present redox-center (a metal ion). Binding of the guest can occur by hydrogen-bonds, electron pairs of the guest or \( \pi-\pi \) interactions. Detection can be accomplished by electrochemical techniques like cyclic voltammetry. Receptor adsorbates, as shown in figure 5, were synthesized and can complex cations.

Self-assembled monolayers of the salophene adsorbates were prepared. Reduction of the Ni- and Cu salophene could not be accomplished because desorption of the monolayer occurred first. The reduction potential of these salphenes are on the borderline of the electro-
Figure 4. Schematic picture of a monolayer of receptor molecules which can be used as a sensor.

\[
\begin{align*}
\text{Au surface} \\
\text{Figure 5. Salophene adsorbates which are used in an electrochemical sensor.}
\end{align*}
\]

chemical stability of self-assembled monolayers. Therefore, also monolayers of the cobalt-salophenes were prepared, which can also be oxidized at a considerably less negative potential. Studies on these type monolayers are performed now.
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Abstract
A result of three studies of the sub-programme Nutrition of STD was the identification of the need for new sensor and measurement technology to obtain the aim: a twenty fold reduction of environmental strain in the year 2040. In Sustainable Land Use, measurement technology has to be able to determine the composition of waste in order to optimise it as the source of nutrients. In Integrated Conversion the measurement technology described focuses on the reduction of herbicides and pesticides by detecting health problems in an early stage. High-Tech Agro-Production describes a closed agricultural production unit. The measurement technology aims at quality assurance. There naturally is a gap between what is feasible at present and what is necessary in 2040. Indications are given on how to bridge that gap.

Introduction
A Dutch interdepartmental research programme Sustainable Technological Development (STD) studies how a more sustainable future can be achieved in the next 50 years. The aim of the programme is to investigate how long term development of new technologies can enable a twenty fold reduction of environmental strain in a number of important societal necessities. The programme is divided into five sub-programmes: Transportation; Housing; Water; Chemistry; Nutrition. The method used is called backcasting: first a desirable future in 2040 is described, next the necessary technological path and critical technologies are identified to achieve that future.

The sub-programme Nutrition, on which we will focus in this paper, studies how the needs of an increasing number of people can be fulfilled in a more sustainable way [1]. In 2040 food should be: tasty but not too expensive; healthy and functional; recognisable and natural; easy and fast to prepare; varied in supply and consumption; and producible without environmental or socio-economic problems. To obtain this situation various problems have to be solved. Four different directions have been identified in which solutions for these problems can be found: Sustainable Land Use [2]; Integrated Conversion [3]; High-Tech Agro-
Production [4]; and Novel Protein Foods [5]. In all these four directions the development of sensor and measurement technologies that can provide specific and reliable information on food production processes, were a critical success factor.

Of three of the four directions: Sustainable Land Use; Integrated Conversion; and High-Tech Agro-Production we will try to identify what measurement technology can contribute to the desired situation, and investigate in which directions this new technology can be found. We will limit ourselves to the specific measurement technology that is most important for the achievement of the system described in each of the directions. However, the technology associated with the other directions will also contribute to its success.

**Sustainable Land Use**

In 2040 the countryside is characterised by multi-functional use of the available land. Apart from the production of food, a new type of agriculture also recycles waste, allows nature to develop, provides possibilities for recreation and supplies us with fresh water. The products but also the wastes are used within the region of production. To combine the food production function in the new land production system with the other functions in a more sustainable way, five critical technologies have been identified at three different scales: the region, the farm and the plot. These technologies are: recirculation and re-use of organic waste; renewable energy sources and energy management; management information systems at farm level; sensor and information technology to manage the logistics of nutrients and to monitor the vitality of the plants; processing of organic wastes [2]. We will focus on the aspects of nutrient logistics and the re-use of wastes; the measurement technology relevant to plant health will be dealt with in the section on Integrated Conversion.

To use the animal and other wastes in sustainable production, waste must have a texture and nutrient content which corresponds to the needs of the plants and the soil. To optimise the waste accordingly, composting processes must be monitored and controlled, the composition of the different types of waste must be measured and the wastes must be mixed. Since it is undesirable to store the waste until the results of off-line analyses are available, sensors need to be developed that can measure in-line the composition in a complex matrix. The problem with the measurement of the components of wastes is that elements may be present in a variety of different chemical compounds. Phosphorus, for instance, can be present in the inorganic form or in various organic molecules. At present specific chemical treatments of the samples are used to bring the element of interest in a well defined chemical state prior to the analysis. These analyses in future may be implemented in microsystems resulting in a micro laboratory [6]. Another solution may be the use of measurement technology based on nuclear or inner electron shell properties, which are not affected by the chemical state the element is in. At the moment this technology (NMR and x-ray fluorescence spectroscopy) is available in laboratories. It will probably be very difficult to use these systems in farm conditions and to make them cheap enough for large scale application.

The need of plants for nutrients depends on soil type and conditions, weather conditions in time and in place, neighbouring land use, etc. To prevent production loss or pollution of the aquatic system it is very important to administer exactly the required amount of nutrients. With radar and other high-frequency electromagnetic techniques from the vehicle dispensing the fertiliser, it may be possible to determine the amount of water and the concentration of ions in the soil remotely. Chemical sensors, like Ion Selective Field Effect Transis-
tors (ISFETs) may be used to measure the concentration of specific types of ions [7]. Finally, sensors may become available that can derive the need for certain chemicals from the plants itself. Possibly in analogy to chlorophyll fluorescence, other probing techniques based on the absorption or scattering of light in certain wavelength bands can be developed that contain this information.

The amount of water available to the plants is also important. Excess water will drain to the ground water, transporting nutrients out of the root zone. A too small amount of water will inhibit the development of the plants. It will be important to continuously monitor the amount of water available to the plants and to control it. This can be done using artificial drainage systems, which prevent drainage to the ground water and allow the re-use of the water and nutrients dissolved; and through efficient water supply systems, in times of drought. The sensors must measure both the water tension, which determines when to take action, and the water content, which determines what action should be taken. These measurement systems must be able to function reliably and reproducibly during one growing season. Such sensor systems are currently under development [8]. Large scale cost-effective application will be possible within the next few years.

Integrated Conversion

The primary aim of the study Integrated Conversion was to find ways to convert nutrients, water and energy into food products in the most efficient way and with as little waste as possible. The study has focused on two systems: the (bio)refinery in which micro-organisms convert raw materials into a wide range of consumer products; and the cultivation boom with which the primary agricultural production can be optimised [3]. Although the (bio)refinery has many aspects of measurement technology, because of the factory set-up of the refinery, we will not go into these aspects here, but will focus on the measurement systems necessary to efficiently operate the cultivation boom.

A cultivation boom is a system that can position tools and measurement systems sufficient close to the plants in an open-field plot. In the study [3] the cultivation boom continuously moves over open-field agricultural production plots which may contain different types of plants [9]. It may move in circles, getting its energy and other supplies from a central pivot [10] or it may move linearly. Because of the fact that the boom moves over well-defined tracks (rails), combined with an accurate position measurement system, its position is well known and, more importantly, well reproducible.

Apart from the plants being supplied with the nutrients and the water required, it is also necessary to monitor the health of the plants. Sensory systems that can detect plagues in an early stage can greatly facilitate controlling and curing them. Depending on the specific plague and the moment of detection different approaches can be chosen. In all cases it is beneficial to detect the plague as soon as possible. Administration of pesticides, natural bio­cides or biological agents can be done locally and, in some cases, other means of control, like removal of the infected plants, mechanical or biological methods, can be used.

Sensors for early plague detection may rely on changes in the colour or disfigurements of certain parts of the plants, changes in the fluorescence behaviour, changes in the metabolism, the presence of specific chemical substances or anti-bodies, etc. Detection based on the colour of leaves and other visible parts of the plant can be done by comparing the spectral information contained in the reflected light from two consecutive passes. Changes in shape of certain parts
of the plants will be detected by systems based on computer vision. If necessary colour information and/or the combination of images taken in different spectral bands can be taken into consideration. The fluorescence behaviour of the plants can be measured during the night. Certain biological molecules, sensitive to specific diseases, are excited with light with the right spectral composition from a bright source. After the source has been switched off, detectors can measure the intensity as a function of time of the light emitted by these molecules when they return to their original state. This technique is already available in the case of chlorophyll fluorescence at close range [11]. In some cases it may also be possible to detect plagues through certain chemical substances being released in the air. Photo-acoustic measurement systems may be able to detect the very low concentrations involved, but have not outgrown the laboratory stage. Plagues caused by insects can also be detected by monitoring the insect density in the air above the plants and, in some cases, from specific noises. If diseases cannot be detected with non-destructive sensors, the tools on the boom may be used to take tissue or soil samples that can be analysed in an autonomous boom-born laboratory.

The detection of weeds, in first instance, will rely on the fact that plants developing at locations where no seed or plant was planted (position reproducibility) is a weed. Because of the relative short period between passes of the boom, weeds developing at these locations can easily be removed mechanically. Weeds can also be detected because they have a different appearance or because they develop differently (more quickly) than the plants of interest.

**High-Tech Agro-Production**

The study High-Tech Agro-Production [4] focuses on a closed production system, for instance a greenhouse, in which high quality fresh vegetables can be produced in close proximity to the consumers in agreement with their demands. The primary production process is plant growth, in which mineral nutrients, light, energy, water and CO₂ are converted into fresh vegetables. To achieve the aim (a twenty fold reduction of the environmental strain) it is necessary to drastically reduce the need for non-renewable energy of present production systems. Consequently one of the starting points was to design a so called High-Tech Agro production system (HTA) that does not use non-renewable energy sources and requires minimal inputs of agro-chemicals (nutrients, herbicides and pesticides). The HTA would obtain its energy, necessary to maintain the optimal growth conditions, predominantly from the sun. Waste produced within the region is the source of the nutrients necessary for the plants. For the control of nutrients the technology described in the section Sustainable Land Use can be used.

Because of the fact that the HTA is a closed system which is difficult to invade by organisms causing them, pests and diseases will be rare. Optimisation of the cultivars for resistance and genetic manipulation will result in plants that are much less susceptible or resistant to plagues and diseases. However, in view of the closed character of the system, which requires recirculation of air and water, and since no chemical substances are allowed to control a plague, timely removal of infected plants is essential to avoid loss of all the plants in the HTA. Therefore it is necessary to have a system that continuously checks the plants for possible diseases and insects. These systems should be able to move through the HTA autonomously. They will be equipped with early plague detection systems based on the technology described in the Integrated Conversion section.
The fruit producing plants growing in the HTA will tend to produce too many leaves. To optimise the photosynthetic process of the average plant, a well-defined leaf area index must be maintained. In practice this means that leaves, at places where there is insufficient light to absorb, must be removed. Apart from leave picking, also other cultivation measures need to be performed in different stages of the development of the plant. All these actions will probably be performed by an autonomous robotic system. Such a system will need different sensors enabling the detection of objects that require handling. These systems will be based on vision systems that are already available.

When the fruits or the other sellable organs have reached the desired development, it is time to harvest. Because harvesting in an HTA will also be done by an autonomous harvesting system, sensors are necessary to determine the position of the product. The moment of harvesting may depend on the demand for a specific quality of the product. Measurement systems must be able to determine the quality of the products non-destructively or with minimal damage before they are harvested. The quality can be derived from the colour and shape of the product, but other parameters like sugar content may be a better parameter. At the moment sugar content of some fruits can be determined with Near InfraRed (NIR) spectroscopy. This technique is already being applied in sorting lines. Finally, when the system handles individual products it can determine a number of parameters of the produce (weight, firmness) that can be used to sort the products more accurately and objectively in different quality categories.

**A possible way to go**

Monitoring requires measurement principles and sensors that produce an output that correlates via a known relationship with the parameter to be measured. The problem with agricultural products and processes is that the parameters to be measured are not well-defined. For instance measuring the ripeness of a fruit can in some fruits be correlated with colour, in others with firmness or sugar content. Also the biological variability introduces problems. No two agricultural products are the same. The measuring principles must be able to cope with this variability. The products very often also are fragile or easy to bruise.

The production processes investigated here take place in living cells in plants. The plants must be in optimal condition to be able to produce to their full potential. To monitor the health of plants different parameters in, on or close to the plant can be measured; the speaking plant approach [12,13]. Sensors for these parameters preferably should not be harmful to the plant itself. It can be expected that the sensors will not be applied to every individual plant. Measurements on a few representative plants in the growing system will be used to monitor the health of all plants. The best results will be obtained if as many parameters as possible are monitored and their information combined.

Finally the environment in which the systems must be able to perform usually is not high-technology friendly or laboratory-like. Sensors, for instance, that determine the composition of manure will have to be able to resist aggressive substances.

These problems may be solved by combining several technologies, some already developed, others presently emerging. Smart sensors, in which sensing elements are combined with micro-electronic circuitry for signal processing and calibration and sensor fusion, combining the outputs of several sensors to get reproducible estimates for certain parameters will be applied. Contactless principles based on the interaction of electromagnetic radiation (light,
microwaves) with the objects to be measured will solve problems with contamination or fragile objects. Microsystems are based on the micro machining technology developed for micro-electronic purposes and based on the same mass production techniques. They are electro-mechanical systems, that combine very small mechanically moving parts like pumps, motors, mirrors etc. with micro-electronics for the control of parts and the signal processing of sensors [6]. Microsystems can provide solutions to measuring principles that require wet chemistry or recalibration of sensing elements. These systems will also allow complex sensors and systems which are small and cost effective. At the moment micro spectrometers and simple micro laboratories are already available. Chemical and biochemical sensors, already available at present, must be improved to have substantial longer life times and better applicability in complex environments [7].

Sensor and measurement technology can make all the previously mentioned future developments possible. However, although the technology partly already exists, most of the sensors still have to be developed or improved to be applicable as suggested here. This will require substantial research in measurement technology and sensor development.
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A SYMMETRICAL TRIAXIAL CAPACITIVE ACCELEROMETER FOR BIOMEDICAL PURPOSES
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ABSTRACT - Triaxial accelerometers are needed in the biomedical field for the monitoring of mobility. A new highly symmetrical inherently triaxial accelerometer has been designed. Its advantages are a small size, a low off-axis sensitivity and an equal sensitivity in all axes. A number of triaxial accelerometers were realized with dimensions $5 \times 5 \times 5 \text{ mm}^3$. They show an off-axis sensitivity of $< 4\% \text{ g/g}$ but unfortunately have an unequal sensitivity in the three axes. A clinical measurement of the movement disorders of Parkinson’s disease patients indicated that the triaxial accelerometer is suited to measure the kind of tremor which appears in this disease.

INTRODUCTION

There is a need for very small triaxial accelerometers in the biomedical field. These sensors can for instance enable the ambulant monitoring of movement disorders of patients suffering from Parkinson’s disease [1]. The most important specifications for biomedical applications are [2]: amplitude range $\pm 5 \text{ g}$, resolution $1 \text{ mg}$, bandwidth 0-50 Hz, off-axis sensitivity $< 5\% \text{ g/g}$, dimensions $< 2\times2\times2 \text{ mm}^3$ and power consumption $< 1 \text{ mW}$.

Up to now, triaxial accelerometers presented in the literature [3,4] have a lack of symmetry and therefore show a large off-axis sensitivity up to $21\%$ [3]. The sensor proposed in this paper has a highly symmetrical configuration which ideally should not have any off-axis sensitivity. Its basic structure consists of a centre mass surrounded by six capacitors.

Using the triaxial accelerometer for clinical purposes can help medical doctors to get insight in the progress of diseases concerning movement disorders like Parkinson’s disease. A characteristic symptom of this disease is a tremor at a certain frequency and amplitude, for the measurement of which a triaxial accelerometer would be very useful.

In this paper the sensor structure, its characterization and an example of a clinical measurement on Parkinson’s disease patients will be described.

THEORY

(a) sensor structure

The basic concept of the total sensor consists of six capacitors with nominal capacitance value $C_0$ [pF] surrounding one centre cubic mass, as shown in figure 1.
When an acceleration is applied, the mass moves with respect to the fixed electrodes and, consequently, the values of the capacitors change. Each pair of opposite capacitors can differentially sense the acceleration in one direction. The total acceleration vector can be composed of the three separately measured accelerations.

The configuration is highly symmetrical and should thus have very little off-axis sensitivity. The highly symmetrical structure can be obtained with a new spring concept, based upon the flexibility and stability of elastomer structures in between the movable and the fixed electrode [2,5]. The dimensions of these structures determine both the nominal capacitance, the damping and the spring constant.

![Cross-sectional (a) 3D and (b) 2D view of the basic structure of the triaxial accelerometer](image)

**Figure 1. Cross-sectional (a) 3D and (b) 2D view of the basic structure of the triaxial accelerometer**

(b) stress-strain relations in a rubberelastic material

When the accelerometer of figure 1 is accelerated in for instance the z-direction, the elastomer structures in the two capacitances who sense this direction will be extended or compressed (CE). The elastomer structures in the four other capacitances will be subjected to a shear stress (S). It can be shown that the resulting spring constant $k_{int}$ [N/m] in one direction (x, y, or z) is [5]:

$$k_{int} = 2.k_{CE} + 4.k_5 = 10.G.A_R/t$$  \hspace{1cm} (1)

with $G$ Shear elastic modulus [N/m²]
$A_R$ area of the elastomer on which the force due to the acceleration is applied [m²]
$t$ thickness of the layer on which the force is applied [m]

(c) output voltage due to an applied acceleration

The capacitance variations $\Delta C$ are measured with a specially designed differential capacitance to voltage converter (CVC) [6] resulting in an output voltage $V_{out}$ due to an applied acceleration $a$

$$V_{out} = H.2\Delta C/C_0 = H.2\Delta t/t = H.2.m.a / (k_{int} \cdot t)$$  \hspace{1cm} (2)

with $H$ amplification factor of the CVC
$m$ seismic mass of the accelerometer [kg]
$a$ acceleration [m/s²]
RESULTS & DISCUSSION
characterization of the triaxial accelerometer

A number of capacitive triaxial accelerometers has been realized with dimensions 5 x 5 x 5 mm³. Each axis is connected to a corresponding differential capacitance to voltage converter with gain factor \( H = 2000 \) [6]. The seismic mass is 220 mg in all devices, the theoretical spring constants are \( k_{\text{tot, A1}} = 63 \times 10^3 \) [N/m], \( k_{\text{tot, A4}} = 18 \times 10^3 \) [N/m] and \( k_{\text{tot, A6}} = 10^5 \) [N/m] and the initial layer thicknesses were designed to be \( t_{\text{A1}} = 16 \mu m \), \( t_{\text{A4}} = 8 \mu m \) and \( t_{\text{A6}} = 10 \mu m \). The results of the calculations using equation (2) are shown in table 1.

<table>
<thead>
<tr>
<th>Device:</th>
<th>A1</th>
<th>A4</th>
<th>A6</th>
<th>Calculated</th>
<th>A1</th>
<th>A4</th>
<th>A6</th>
<th>Measured</th>
<th>A1</th>
<th>A4</th>
<th>A6</th>
<th>Off-axis sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>x-axis:</td>
<td>8.8</td>
<td>62</td>
<td>8.8</td>
<td>8.5</td>
<td>20</td>
<td>7.3</td>
<td>&lt;2%</td>
<td>&lt;4%</td>
<td>&lt;1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>y-axis:</td>
<td>8.8</td>
<td>62</td>
<td>8.8</td>
<td>1.9</td>
<td>38</td>
<td>3.5</td>
<td>-</td>
<td>-</td>
<td>&lt;1%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z-axis:</td>
<td>8.8</td>
<td>62</td>
<td>8.8</td>
<td>2.6</td>
<td>10</td>
<td>8.8</td>
<td>-</td>
<td>-</td>
<td>&lt;2%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The measurement results show that the highly symmetrical triaxial accelerometer is well-functioning, because all devices are able to detect accelerations in three directions with very little cross-talk between the axes. However, in almost all cases the theory predicts a higher sensitivity than that which is measured. This is due to sometimes severe variations in height of the elastomer structures and pre-stressing of some of the elastomer structures due to preparation variances and assembly, respectively. The first problem has been solved, the second will be solved in due time.

pilot test on patients with Parkinson’s disease

Characteristic symptoms of Parkinson’s disease are a certain rigidity or a tremor of the hands at a certain frequency and amplitude. A triaxial accelerometer should be able to measure such symptoms, so a pilot test has been carried out on several Parkinson’s patients.

Figure 2. Z-axis acceleration of two different Parkinson’s disease patients performing a prescribed movement: the patients’ elbow was on a table, they rotated their underarm backward and forward in the horizontal plane, first slowly, then rapidly and finally slowly again; the first curve shows a patient with a visible tremor (with an amplitude density of 22.8 g²/Hz at 4.85 Hz), the second curve shows a patient with a more fluent movement which is the result of using particular drugs.
In clinical practice, four stages of the disease are defined, based on the level of disfunctioning [7]. However, individual characteristics, such as those shown in figure 2, are not taken into account.

The measurement has been done with accelerometer A6 connected to the right wrist of the patient. The measurement results indicate that the triaxial accelerometer is sensitive enough to register the kind of tremor which appears in Parkinson's disease.

When an accelerometer is used, the doctor should be able to determine the mean frequency and amplitude of the tremor of each patient before and after the use of particular drugs. So, for each patient an individual progress report can be made. A portable system, with which a patient can be monitored for 24 hours during normal daily life, has been developed for this purpose.

CONCLUSIONS

A number of prototypes of the symmetrical triaxial accelerometer with outer dimensions of $5 \times 5 \times 5 \text{ mm}^3$ has been designed and realized. The highly symmetrical structure is advantageous with respect to the reduction of off-axis sensitivity: a maximum of 4% was measured.

The overall sensitivity of the realized sensors varies between 1.9 V/g and 38 V/g. The sensitivity of all axes in one device should have been equal due to the symmetrical structure of the sensor. Unfortunately, variations in sensitivity within one device appeared. These are caused by unequal height of the elastomer layers and the presence of pre-stress in the layers.

A test with Parkinson's disease patients has shown the usability of the miniaturized triaxial accelerometer in the registration of movement disorders. Further research is necessary to develop a method which relates the appearing accelerations to the progress of the disease in individual patients.
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A Waveguide Material for Integrated Optical Sensors: Silicon Oxynitride
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Abstract: SiO,N, is a flexible material for making planar waveguide structures for sensors. This material can be deposited with different technologies; PECVD and LPCVD are described. Layer properties of films produced with these technologies are presented. High optical transparency, tunable refractive index and high uniformity are the main characteristics. The layer properties of PECVD films can be improved by annealing. Besides optical loss from scattering also the absorption due to hydrogen is reduced. The development of the application of SiO,N, in devices is shown. Finally the relation between uniformity and device performance is discussed.

Introduction

Silicon oxynitride (SiO,N,) is a flexible material for making planar waveguide structures for sensors. The material is transparent in a wide wavelength range from the UV region up to the near infrared. Therefore it can be applied in the field of integrated optical sensors, which operate mostly in the visible region as well in devices for telecommunication, which operate in bands around 850 nm, 1300 nm and 1550 nm. The thickness of SiO,N, films can be varied from several tenths of nanometers up to several tenths of micrometers without a significant change in other properties like structure and texture, and refractive index. Very important for integrated optic devices is the uniformity in thickness and optical properties over large areas. An adequate uniformity can already be reached and further improvement is expected. The most conspicuous flexibility is the tunable refractive index from 1.46 - 2.0. This offers the device designer another degree of freedom to optimize his device. The most important applications of this freedom are:

- Optimizing the extension of the optical field outside the waveguiding layer
- Optimizing the field strength on the interface of the waveguiding layer
- Match the refractive index with that of another material in the device
- Optimizing the index contrast between waveguiding and gladding layers
- Optimizing the dimensions of the waveguide

Of course the mentioned properties are strongly interconnected. Another degree of freedom is therefore so important. The first two aspects determine how strong a waveguide senses the "outside world". They are very important for sensors, especially chemical sensors. The last two are important for connecting the integrated optics device with other optical components, semiconductor lasers, detectors and fibers.

Another advantage of the flexible refractive index is that within the same technology layers with different refractive indices can be easily combined in a device without compatibility problems that can be expected if different technologies have to be used.

For the shaping of channel waveguides and other structures a well-developed number of wet and dry etching techniques are available. Accurate dimensions and sharp edges can be obtained.

The application of SiO,N, in integrated optic devices started in the mid 80's with the use of Si$_3$N$_4$ waveguides. Shortly afterwards several other groups started with SiO,N, waveguides. In Germany this work was stimulated in the framework of a stimulation program "Mikrosystemtechnik" with a sub-program for integrated optics on silicon. Many of these activities were focused on sensors.

Deposition Technologies

Silicon oxynitride can be deposited with different technologies. Plasma enhanced chemical vapour deposition (PECVD) and low pressure chemical vapour deposition (LPCVD) are the most extensively used technologies. Both technologies have been used for integrated optics devices. The layer growth is based on a chemical reaction between gaseous precursors that are mostly first absorbed on the substrate surface. An overview of the source gases is given in table I. The reaction mostly takes place only if an energy source is available to overcome an activation barrier.

Different types of energy sources used in CVD processes are shown in Table II. We will give a short introduction to both and then we compare them.

**PECV**

In plasma enhanced CVD (PECV) the process gasses are feed through a plasma. Molecules are ionized, dissociated and activated. The resulting species are more reactive than the process gasses and can perform a reaction to SiO$_x$N$_y$. A PECVD reactor is basically a vacuum vessel with two electrodes that are connected to a RF power supply. There are two general used designs (Fig. 1 and 2).
In both reactors the substrates are heated to 300-380 °C. The parallel plate reactor is operated with a RF frequency of 13.56 MHz or about 200 kHz, while the Hot Wall reactor in only operated in the range 50-200 kHz.

A new type of reactor using a high density plasma source, ICP, ECR or microwave, has been used incidentally. These reactors are developed mainly for reactive ion etching (RIE) but may have also advantages in deposition rate, layer composition and uniformity for deposition.

**LPCVD**

In a Low pressure CVD process the energy needed for the reaction is generated by heating the substrate and gas phase to a sufficient high temperature. For SiO,N, deposition temperatures between 800 and 980 °C are used. Special tube ovens with a zone of constant temperature have been developed for these processes (Fig 3).

**Comparison of PECVD and LPCVD**

A parallel plate reactor is typically a single wafer or small batch size reactor, while a PECVD hot wall and a LPCVD reactor can process large batch sizes. There is a large difference in
process temperature between PECVD and LPCVD. The higher temperature in the LPCVD process results in in principle higher quality films, but it appears that these films have also a larger tensile stress, which restricts the layer thickness that can be deposited.

**Silicon Oxynitride Layer Properties**

**PECVD**

The main optical property is the refractive index. As stated in the introduction, this index can be changed by changing the process, e.g. the N₂O flow (fig.4). This change is caused by a change in composition. For low N₂O concentrations the change in index is large. The process reproducibility is doubtful in this region. In fact the process is useful for refractive indices lower than 1.75.

The growth rate increases over the same range from 20 - 35 nm/min. The optical loss of a fabricated waveguide, as deposited, is about 0.5 - 1 dB/cm at a wavelength of 632.8 nm. This loss is mainly bulk and surface scatter loss. A reduction of the loss to < 0.2 dB/cm is obtained after annealing at temperature between 500 - 700 °C. The uniformity of the PECVD process depends on the reactor type and process conditions. Most important is that the electrodes are very well parallel and the reactor is not too strong contaminated. The best results obtained after well aligning and cleaning are presented in table III. The uniformity in a parallel plate reactor is better because the flow to the surface is more directly controlled. Further improvements specially for the parallel plate reactor are expected by improving the reactor design, deposition and cleaning procedures and process optimization.

![Fig. 4. Refractive index as function of the N₂O flow for a parallel plate reactor.](image)

<table>
<thead>
<tr>
<th>Table III. Uniformity of PECVD process for Parallel Plate and Hot Wall reactor. The values are the difference between the maximum and minimum over a square of 50x50 mm on a 3 &quot;wafer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>reactor</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Parallel Plate</td>
</tr>
<tr>
<td>Parallel Plate</td>
</tr>
<tr>
<td>Hot Wall</td>
</tr>
</tbody>
</table>
LPCVD

Also for this process the refractive index can be varied. Two processes, based on either N₂O or O₂ as an oxygen source, have been used (fig. 5 and 6).

Unlike the PECVD process the deposition rate strongly decreases for higher N₂O or O₂ flows. Films grown with both processes have very low losses (< 0.2 dB/cm) in the visible region.

In the IC industry mainly the nitride process is used. Good uniformity is reached in this process because the growth rate is determined by the rate of a surface reaction. Therefore non-uniformity due to variation in transport to different parts of the wafer is a second order effect.

In oxynitride deposition the process is more complicated and position dependent concentration variations occur. Larger non-uniformity then for nitride is found (Table IV). The strongest increase is found in the refractive index variation, while also the thickness uniformity is worse for layers with a refractive index below 1.85.

Table IV. Uniformity of LPCVD process using oxygen. The values are the difference between the maximum and minimum over a square of 50x50 mm or 20x20 mm on a 3" wafer.

<table>
<thead>
<tr>
<th>material</th>
<th>refractive index (n)</th>
<th>n - uniformity (An)</th>
<th>thickness - uniformity (Ad in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50x50</td>
<td>20x20</td>
</tr>
<tr>
<td>Si₃N₄</td>
<td>2.0</td>
<td>&lt;0.0005</td>
<td>&lt;&lt;0.0005</td>
</tr>
<tr>
<td>SiOₓNᵧ</td>
<td>1.82</td>
<td>0.008</td>
<td>0.003</td>
</tr>
<tr>
<td>SiOₓNᵧ</td>
<td>1.7</td>
<td>0.006</td>
<td>0.003</td>
</tr>
</tbody>
</table>
Comparison between PECVD and LPCVD

PECVD and LPCVD appear to be complementary technologies for integrated optics applications. Films with a refractive index below 1.75 can be deposited with PECVD. Better uniformity can be obtained and the process is more suitable for the required higher layer thickness because of the higher deposition rate and lower stress. Films with a higher refractive index than 1.75, especially the nitride, can better be deposited with LPCVD. The better uniformity together with lower scattering losses are the main advantages. Growth rate is not so important because the required thickness is only a few tenths of a micron. The low surface roughness of these thin films is very important to avoid scatter losses.

Hydrogen induced losses

PECVD and LPCVD film contain hydrogen due to the use of hydrogen compound in the deposition process. Reported concentration range from 20-30 at% in PECVD films to 3 at% in LPCVD films. Absorption losses due to the incorporated hydrogen are more important at wavelengths in the near infrared (1300 - 1600 nm), which find more application in telecommunication. The main absorption peaks are at 1380 nm and 1520 nm, both are overtones from vibration absorption's of the Si-OH and N-H bonds. The first occurs only in PECVD SiO₂ while the second is present in all nitrogen containing material. The amount of hydrogen is be determined by infrared spectroscopy that is calibrated with Elastic Recoil Detection (ERD) (fig. 7). The absorption loss in the peak maximum (1520 nm) can be as high as 16 dB/cm. With high temperature annealing (1150 °C) the amount of incorporated hydrogen is reduced to 1 - 2 at%. An example of an absorption loss spectrum is given in figure 8. The peak height and width are reduced, so the residual loss at the important telecommunication wavelength of 1550 nm is < 0.2 dB/cm. Unfortunately the film tensile stress increases such that films with a refractive index above 1.6 cracked. The here presented data are for a PECVD process using a 187.5 kHz plasma generator. For the often used frequency of 13.56 MHz the hydrogen is bonded more to silicon, which causes increased stress and cracking.

![Fig. 7. Hydrogen content of PECVD films as function of the refractive index, as deposited (Δ) and after 700°C (O), 1000°C (I) and 1150°C (V) annealing. If the point is in the gray area the film cracked upon annealing.](image)

![Fig. 8. Loss spectrum of an annealed (1150 °C) waveguide of PECVD SiO₂N, with n=1.6. Residual hydrogen: 2 at%.](image)
Applications
Layer uniformity is for integrated optic devices very important because the mode of propagation of light is directly coupled to the optical properties and layer thickness. Most basic functions are based on the phase of the optical signal. Such a situation is rare in other thin film or electronic devices. The demand is uniformity in propagation constant or effective refractive index of the waveguide. In principle a non-uniformity in thickness can be compensated with a non-uniformity in refractive index. In practice this is hard to realize and uniformity of both thickness and refractive index are needed. Not all functions or devices are as sensitive for non-uniformity. We will discuss first several functions with increasing demands and thereafter look at more complex devices build of functions on different positions on a chip.

Absorption sensor

In this simple type of sensor (fig.9) the decrease in light intensity in a sensing waveguide channel is compared to that in a reference channel. The demands on waveguide uniformity are not very severe. Only intensity is important and no demands on phase are needed.

Fig.9. A schematic absorption sensor.

Mach-Zehnder interferometer.
A Mach Zehnder interferometer is an optical structure in which light is splitted in two branches and recombined. The output is maximal if the light arrives in phase at the point of combining. In figure 10. a general design for an integrated version is shown. The basic idea is that the propagation is changed in one of the branches, e.g. by a sensing element. Both branches are normally not identical and another source of difference e.g. non-uniformity of the effective index off the waveguide is no real problem. In some situations the branches are designed to be identical and the Mach-Zehnder is operated close to the symmetrical situation. As an example we will present the effect of non-uniformity for such a device. For the waveguide structure shown in figure 10. and a branch length of 30 mm and separation of 50 μm the effect of the thickness variation on the phase, the signal level and the sensitivity is presented in table V. The output signal of a Mach-Zehnder varies with the phase as:

\[
\frac{I_{\text{out}}}{I_{\text{in}}} = \cos^2 \frac{\Delta \phi}{2}
\]

in which \(I_{\text{out}}\) and \(I_{\text{in}}\) are the intensities in the input and output and \(\Delta \phi\) the phase difference between the branches.
Table V. Effect of non-uniformity on a Mach-Zehnder interferometer.

<table>
<thead>
<tr>
<th>$\Delta \varphi$ (rad)</th>
<th>$\Delta \left( \frac{I_{\text{out}}}{I_{\text{in}}} \right)$ (%)</th>
<th>$\Delta \left( \frac{I_{\text{out}}}{I_{\text{in}}} \right)$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>0.2 $2\pi$</td>
<td>-</td>
</tr>
<tr>
<td>$0.5$</td>
<td>0.1 $2\pi$</td>
<td>-30</td>
</tr>
<tr>
<td>$0.1$</td>
<td>0.02 $2\pi$</td>
<td>6</td>
</tr>
</tbody>
</table>

Fig. 11. Cross-section of nitride waveguide used in the Mach-Zehnder interferometer.

The phase difference corresponding with the steepest output change is chosen as working point: $\Delta \varphi = \pi/2$. For absolute measurements the change in signal level, $\Delta \left( \frac{I_{\text{out}}}{I_{\text{in}}} \right)$, is important, while for relative measurements the change in sensitivity, $\Delta \left( \frac{I_{\text{out}}}{I_{\text{in}}} \right)$, is important. From table V. it is clear that absolute accuracy is hard to reach even with very uniform layers. Relative accuracy as presented here needs clearly a high uniformity. More general the Mach-Zehnder is not so demanding because when $\Delta \varphi$ is varied over more than $2\pi$ the exact position of the interference fringes is known.

**Gratings**

Gratings are functions with different applications in sensors:
- coupling free space light beam into a waveguide
- coupling light from a waveguide through free space to a detector
- coupling light between two modes in the same or different waveguides

This function can be used to make a wavelength filter because the coupling condition:

$$\Lambda = \frac{\lambda}{\Delta n_{\text{eff}}}$$

with $\Lambda = $ grating period, $\lambda = $ wavelength and

$\Delta n_{\text{eff}} = $ the difference in effective refractive indexes of the modes

If the $\Delta n_{\text{eff}}$ is effected by the sensing layer, the read-out is in terms of a wavelength change. For a small bandwidth filter the length must be as large as possible. One can derive for a non-uniform waveguide the maximum useful length is restricted by the non-uniformity. This results in the following relation for the minimum bandwidth:

$$\Delta \lambda_{\text{FWHM}} = \left( \frac{2 \lambda}{\Delta n_{\text{eff}}} \right)$$

In designing a waveguide structure with two vertical TE modes the sensitivity of $\Delta n_{\text{eff}}$ for
either thickness variations or refractive index variations can be minimized. In table VI, the minimum bandwidths and optimal lengths for both situations are presented.

Table VI: Grating length and bandwidth limited by non-uniformity.

<table>
<thead>
<tr>
<th>n</th>
<th>$\text{SiO}_x\text{N}_y$</th>
<th>Thickness insensitive $\Delta n = 0.001 /\text{cm}$</th>
<th>Refractive index insensitive $\Delta d = 0.2 % /\text{cm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_{\text{max}}$ (mm)</td>
<td>$\Delta \lambda$ (nm)</td>
<td>$L_{\text{max}}$ (mm)</td>
</tr>
<tr>
<td>1.6</td>
<td>2.1</td>
<td>1.9</td>
<td>5.1</td>
</tr>
<tr>
<td>1.7</td>
<td>2.1</td>
<td>1.1</td>
<td>3.6</td>
</tr>
<tr>
<td>1.8</td>
<td>2.1</td>
<td>0.8</td>
<td>2.9</td>
</tr>
<tr>
<td>1.9</td>
<td>2.1</td>
<td>0.6</td>
<td>2.5</td>
</tr>
<tr>
<td>2.0</td>
<td>2.1</td>
<td>0.5</td>
<td>2.3</td>
</tr>
</tbody>
</table>

The bandwidths are acceptable for many applications but this can only be reached for a good uniformity. Even in this case the optimum length is only a few millimeters.

Second Harmonic Generating Device

One way of generating visible light for use in integrated optical waveguide sensors is second harmonic generation (SHG) from cheap diode lasers with a wavelength of about 850 nm. A planar waveguide version of such a device has been realized on the basis of $\text{SiO}_x\text{N}_y$ waveguides covered with non-linear calix[4]arene. In this device the modes at the fundamental wavelength ($\omega$) and the second harmonic wavelength ($2\omega$) must be phase matched very well. To reach a coherence length of 10 mm a $\Delta n_{\text{eff}} < 2 \times 10^{-5}$ is needed for optimal efficiency. In practice this is a very hard to reach demand. Here every increase in uniformity pays off in much better efficiency. For a device with a refractive index of $\text{SiO}_x\text{N}_y$ well matched with that of calix an efficiency of 1% was reached with 500 W input power.

Complex devices

The above considerations are only for a single function. In practice devices will consists of at least some functions. The separation of the functions will be much more than the separations within a function. Often the performance of the same functions on different positions must be the same. Integrated optical components are large, so a complex device will cover a whole wafer or at least a significant part of it. As an example of such a situation we will consider here two Bragg reflector gratings on different positions. The demand is that the bandwidths (0.2 nm) have sufficient overlap. For this type of grating we can derive:
Table VII. Maximum variations for refractive index \((n)\), thickness \((d)\) and channel width \((w)\) for a Si\(_3\)N\(_4\) waveguide resulting in a \(\Delta n_{\text{eff}} = 0.0005\).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter Value</th>
<th>Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>2.0</td>
<td>0.0007</td>
</tr>
<tr>
<td>(d)</td>
<td>120 nm</td>
<td>0.25 nm</td>
</tr>
<tr>
<td>(w)</td>
<td>2.5 (\mu)m</td>
<td>0.5 (\mu)m</td>
</tr>
</tbody>
</table>

\[ \Delta \lambda = 2 \lambda \Delta n_{\text{eff}} \], so for a maximum change in wavelength of 0.2 nm the uniformity in \(n_{\text{eff}}\) must be better than 0.0005. In table VII. the maximum variations in parameters for a Si\(_3\)N\(_4\) waveguide are presented.

Conclusions

SiO\(_x\)N\(_y\) is a flexible material for integrated optical applications. The deposition facilities are well developed for the IC production. It was shown that after some improvements in processing the properties are already very good and that further improvements can be expected. From the device examples it can be concluded that the demands range from very tolerant for variations in thickness and refractive index over the wafer to very hard to completely matched. This is a very fruitful situation in which the technology is already well enough developed to fabricate useful devices and on the other hand there is challenge for further improvement.
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Abstract. This paper describes the use of electro-optically induced phasemodulation in ZnO for optical sensor applications. A Mach-Zehnder interferometer is fabricated with a voltage×length product -corresponding to a phase difference \( \pi \) (at a used wavelength of 632.8 nm)- equivalent to \( \approx 25 \) V×cm for TE-polarized light. The modulation depth is better than \( -10 \) dB. Efficient phasemodulation can be achieved from 1 kHz upto 20 kHz.

I. Introduction.

In the field of integrated optical sensors the Mach-Zehnder interferometer (MZI) shows a very high potential [1,2]. The interferometer geometry is especially suited for detecting the analyte induced optical phasechange, while the Mach-Zehnder configuration is intrinsically balanced resulting in a stable sensorsignal. In figure 1a, the basic layout of the MZI is shown.

![Schematic representation of an integrated Mach-Zehnder interferometer (MZI) for sensor applications (la) and for the phasemodulation experiments described in this paper (lb). The two outputsignals are mutually out of phase (for explanation see text).](image)

The input optical channel is transformed into the two identical branches of the interferometer through a Y-junction, which equally splits the intensity of the incoupled mode. In the 3 dB-coupler, the branches are recombined, yielding two output signals mutually out of phase:

\[ \text{Output 1} = I_0 \sin^2(\Delta \phi) \]  
\[ \text{Output 2} = I_0 \cos^2(\Delta \phi) \]  
\[ (1a) \]  
\[ (1b) \]

Here \( \Delta \phi \) is the optical phase change induced by the analyte to be detected. As this phase change and therefore the sensor response is caused by any external parameter - physical or chemical - causing a variation of the refractive index of (a part of) one of the waveguide branches, the MZI can be applied for a large variety of sensing applications \([2-4]\).

Despite its strong points, the integrated optical MZI is seldomly applied for commercial sensor applications until now. This is probably caused by two major drawbacks. Firstly, there is the general problem of connecting the optical chip via fibers to external parts, e.g. the light source and the detection unit, in an economical way. Secondly, the MZI sensor signal is not easily linearized (see eq. 1), which is essential for exploiting the high sensitivity potentials.

By using ZnO optical waveguides both problems can be overcome. For such IO chips we have developed a simple self-aligning fiber-to-chip coupling scheme, enabling quick and reliable connection of the fiber to the optical chip without losing the high sensor sensitivity. This coupling scheme is essentially based on photolithographically defined V-grooves in the silicon substrate, combined with a sawcut. The sawed ZnO-optical waveguide endface shows small roughness only, so polishing is not needed. Elsewhere we treat this coupling scheme in more detail \([5]\). Furthermore, ZnO allows for electro-optically induced phase modulation, which can be used for linearizing the sensor signal (for instance by applying an ac-phasemodulation of magnitude \( \pi \) in combination with an electronic readout system).

In this paper the modulation principle, the fabrication process and the experimental results obtained with this integrated MZI phasemodulator will be described.

II. Electro-optical phasemodulation.

The modulation principle is based on the electro-optic effect of ZnO. By applying an electric field over a layer of this material, the optical refractive index is changed. Used as an optical waveguide, the corresponding optical phase of the guided mode is changed. The sign of this phase change is depending on the direction of the electric field.

The electro-optical phasemodulation will be demonstrated using a MZI as shown in figure 1b. As 3 dB-coupler a 2×2 MMI, a multimode interference coupler \([6]\), is used. Both interferometer branches are covered with an electrode. The optical phase difference between the two interferometer branches determines the light intensities in (each of) the output channels (eq. 1). The voltage×length product necessary to switch the intensity from output 1 to output 2 is called \( V_\pi \).

III. Device fabrication process.

3.1. Device design.

Thin layers of sputtered ZnO show a polycrystalline structure with the columnar (c-)axis perpendicular to the substrate, while the columns show a random orientation parallel to the substrate. Only an external electrical field component in the vertical direction will therefore result
in a macroscopic refractive index effect. The polarization of the light used will be TE (showing a much lower electrode induced attenuation compared to TM polarized light). The wavelength used is 632.8 nm.

The cross-section of the layer configuration used is shown in figure 2. The top-electrodes cover the channels completely. These top electrodes are 12 µm apart. The voltage can be applied either between the top-and the bottom electrode or between the two top-electrodes (coplanar electrode configuration). The latter configuration is technologically less complicated, but shows a less-effective electrical field distribution. The length of the devices is 4 cm, while electrode lengths of 1 cm, 1½ or 2 cm are chosen.

The reactive indices are given for TE-polarized light at λ = 632.8 nm.

![Figure 2. Cross-section of the waveguide configuration used in the experiments.](image)
![Figure 3. Voltage x length product V_π as a function of frequency.](image)

Attention has been paid to the layer configuration with respect to minimizing the required \( V_\pi \) and the waveguide attenuation, while keeping the channel waveguide single-moded. In practice, this means a maximized ZnO-thickness and a minimized buffer SiO₂-layer thickness. The thickness of the upper SiO₂-layer is a trade-off between a low electrode induced attenuation and a low required \( V_\pi \). An electrode induced attenuation value of 0.5 dB/cm is regarded as acceptable by the authors: the channel attenuation without electrodes is \( \approx 2 \) dB/cm.

3.2. Device fabrication.

The ZnO layer with thickness of 440 nm is sputtered (R.F. planar magnetron sputtering [7]) on top of a thermally oxidized Si-wafer (10 minutes at 1150 °C, resulting in a SiO₂-layer thickness of 520 nm thick). The ridge height of the 4 µm wide channels is 5 nm, and is fabricated through ion beam etching (IBE). The 2×2 MMI-coupler has a width of 45 µm and a length of 4800 µm.

On top of the ZnO-layer a thin (PECVD, Plasma Enhanced Chemical Vapour Deposition) SiO₂ layer (0.35 µm) is grown. The electrodes are made of a sputtered layer of aluminium, with thickness of 200 nm. The bottom electrode is sputtered directly onto the silicon substrate, through selective removal of the thermally oxidized SiO₂ layer in this region.
IV. Experimental results.

The phasemodulation experiments were done at an applied frequency of 2 kHz. The voltage is applied between the top electrode and the bottom electrode. The maximum intensities measured in both output channels differ less than 5%. The modulation depth, being defined as $10 \times \log(\frac{l_{\text{min}}}{l_{\text{max}}})$ dB, is measured, in combination with $V_n$. In table 1 the experimental results are summarized.

<table>
<thead>
<tr>
<th>$V_n$ (volts×cm)</th>
<th>modulation depth (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 ± 4</td>
<td>≤ -10</td>
</tr>
</tbody>
</table>

In figure 3 the $V_n$-voltage is shown as a function of the frequency. The increases at 10 kHz and 1 kHz are due to the RC-time related to the electrodes and the electronic conduction of ZnO, respectively. Using the coplanar electrode configuration increases the electrode related RC-time to 20 kHz, but does not require a larger $V_n$-value. From this figure it follows that the electro-optical phasemodulation is only applicable from (approximately) 1 kHz.

V. Discussion and conclusion.

For linearizing a MZI-sensor the electro-optic phasemodulation in ZnO was investigated for TE-polarised light; outside the frequency interval 1-20 kHz the voltage×length product $V_n$ -i.e. the voltage required for obtaining a $\pi$-phasechange over 1 cm propagation- is equal to $\approx 25$ V×cm. The modulation depth is better than -10 dB. The upper frequency boundary of 20 kHz can be easily increased as it is caused by the RC-time related to the electrodes. Furthermore, 20 kHz is fast enough for most sensing applications.

It can be concluded that the electro-optic effect of ZnO can be successfully applied for obtaining a phasemodulation required for the linearization of a MZI-sensor. The combination with the simple fiber-to-chip connection scheme, which can be applied to the same layer configuration, offers the prospect of a very attractive integrated optical Mach-Zehnder interferometer sensor family.
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Abstract

Several techniques for measurements of voltages up to 20 kV are compared and surface acoustic wave (SAW) based voltage sensors offer the best features to obtain a small and accurate device for use in high-voltage supplies or measuring instruments. The sensing principle of SAW voltage sensors is based on changes in time delay of an SAW delay line, caused by the applied voltage. The calculated sensitivity of a sensor in $128^\circ$ rotated Y-X LiNbO$_3$ amounts to $\Delta f / f \approx 59 \times 10^{-12}$ m/V. Measurements reveal a higher sensitivity of $105 \times 10^{-12}$ m/V which yields a resolution of better than 0.2 V. The design of a complete instrument is also described.

Introduction

The determination of high voltages in the range of 1 kV to 20 kV with a high accuracy and stability ($10^{-5}$ to $10^{-6}$) usually requires costly and bulky resistive or capacitive voltage dividers. These voltage dividers determine a large part of the price and size of the equipment in which they are used, for instance in a high voltage source or in a high voltage measuring instrument. In this paper, we are focusing on a voltage sensor that must provide a reduction in price and size, and that must be able to be used in the feedback system of a high-voltage supply, or in a stand alone high-voltage measuring instrument.

Several techniques are available for the measurement of voltages up to 20 kV, the principal ones being: the electrostatic voltmeter, the sphere gap and the resistive or capacitive divider in combination with a multimeter or oscilloscope [1]. Less common techniques use electro-optic and acoustic voltmeters. Which voltage measurement technique is useful for the sensor depends on several criteria: cost, size, accuracy, resolution, stability and the type of output signal. In the following part, the available techniques are discussed.

The electrostatic voltmeter and the sphere gap are typically used as laboratory equipment for reference measurements. They are rather large, not very accurate, and not able to produce an electric output. They are therefore not suited for use in a power supply or in a measurement system.

Resistive and capacitive dividers are frequently used as voltage dividers in power supplies and measurement systems. They are simple to implement and can be very accurate. However, if an accuracy of $10^{-5}$ is demanded, the dividers become large (e.g. wire wound resistors) or expensive (e.g. thin metal foil resistors cost thousands of guilders).

Electro-optic voltage measurements are based on the change of the optical transmission characteristics (the refractive index) of an electro-optic material when it is subjected to the electric field generated by the voltage. The refractive index of the material is measured by an optical system, which electrically isolates and physically separates the measuring system from the system being measured. This isolation and separation is the major advantage of electro-optic measuring. Electro-optic voltage sensors can be fabricated as bulk and as integrated-optic devices. The bulk optic devices, such as Pockel’s and Kerr cells, can be used for very high voltages (up to several hundreds of kV’s) and can reach an adequate accuracy [2]. However, they use a large electro-optic crystal and need several optical components, like lenses and polarizers which are bulky and expensive. Integrated optic devices, monolithically integrated on a electro-optic crystal (usually LiNbO₃), offer a size reduction and do not need optical components. However, integrated optical devices have linear dynamic ranges of no more than tens of volts, so a voltage divider [3] or a special electrode structure [4] (on a 40 cm long crystal for 20 kV) is still necessary. An extended description of electro-optic voltage measurements can be found in [2,5].

In surface acoustic wave (SAW) based voltage sensors, acoustic waves propagating in a piezoelectric material are modulated by an electric field which is caused by the high voltage. SAW voltage sensors have several attractive features: (1) They are small. (2) They show a linear and sensitive response to the modulating voltage. (3) They have a high input resistance and a low capacitance, and are therefore suited for the direct measurement of a high voltage without the use of a prescaler. (4) They have a frequency signal output, so the signal can directly and accurately be measured using a digital measurement system with no need for an A/D convertor. (5) They are produced using existing IC-technologies. Hence, the production of the sensors is cost-effective and reproducible.

Comparing all these voltage measurement techniques it appears that SAW based voltage sensors are the best choice. In this paper we will describe the theory, the design and measurements of a SAW based voltage sensor: The High Voltage Probe.

**Acoustic Voltage Sensors**

The sensing principle of acoustic voltage sensors is based on the detection of changes in the time delay of a SAW delay line caused by an electric field. If a voltage is applied to two high-voltage electrodes on the delay line, see Figure 1, the resulting electric field causes a strain in the piezoelectric material and a shift in velocity of the acoustic wave. Both effects cause a shift in the time delay.

The delay line is used in an oscillator loop as the frequency-determining element, and the shift in the time delay will therefore result in a shift in the oscillating frequency, according to:

\[
\frac{\Delta f}{f} = \frac{\Delta \tau}{\tau} = - \left( \frac{\Delta l}{l} - \frac{\Delta v}{v} \right) = \gamma E
\]
\( \Delta ff \) is the fractional change in oscillating frequency, \( \Delta \tau / \tau \) is the fractional change in the time delay \( \tau = l/v \), \( l \) is the length of the delay line and \( v \) the SAW velocity. \( E \) is the electric field. The strain in the direction of propagation \( S = (\Delta l / l) \) can be calculated from the piezoelectric equations [6]. For the 128° rotated Y-cut, X propagating (128° YX) LiNbO₃, used in the voltage probe, an electric field normal to the wave propagation direction and no external stress, the strain in the material in the propagation direction, \( S_i \), is given by:

\[
(2) \quad S_i = d_{mn}E_m ; \quad S_i = d_{21}E_2 + d_{31}E_3 = (d_{21}\alpha_2 + d_{31}\alpha_3)E
\]

where \( d_{mn} \) is the piezoelectric tensor, \( d_{21} = -21 \times 10^{-12} \text{ C/N} \), \( d_{31} = -1 \times 10^{-12} \text{ C/N} \) [7], \( \alpha_2 = \cos(128^\circ) \) and \( \alpha_3 = \sin(128^\circ) \). \( S/E \) then equals \( 12 \times 10^{-12} \text{ m/V} \).

The sensitivity of the SAW velocity \( (\Delta v/v) \) in LiNbO₃ to the electric field was calculated by Gafka [8]. He presented a derivation of the constitutive equations for electro-elastic media upon mechanical or electrical bias. Combining these constitutive equations with the equation of motion \( (T = pd^2U/dt^2, D = 0) \), it was found that the sensitivity of the SAW velocity on an external electric field is a linear tensor function of the form:

\[
(3) \quad \frac{\Delta v}{v} = G_{i}E_{i}^{bias}
\]

where \( G_{i} \) is the first order sensitivity tensor with three components. This tensor was calculated for all different planes and directions of SAW propagation in LiNbO₃. For the 128° YX with \( E \) normal to the surface, \( (\Delta v/v)E \) equals \(-47 \times 10^{-12} \text{ m/V} \). A SAW oscillator fabricated on 128° YX LiNbO₃ therefore shows a \( \gamma \) of \(-59 \times 10^{-12} \text{ m/V} \), and because the LiNbO₃ has a thickness of 0.5 mm, the voltage sensitivity of the oscillator results in: \( (\Delta ff)/U = 0.12 \times 10^{-6} \text{ V}^{-1} \) (\( U \) is the applied voltage, max 10 kV, see following chapter). This value is fairly close to the experimental value found by Joshi [6] of \( 0.18 \times 10^{-6} \text{ V}^{-1} \).

**Instrument Design**

The design of a measurement instrument can be divided into two parts: packaging design and sensor design. The package of the sensor has to offer safe input and output terminals and protection against electric breakdown and against external disturbing influences, like humidity, temperature and EM pickup. The type of in- and output of the instrument depends on its final use. If the voltage sensor is to be used in the feedback loop of a power supply, the sensor only needs electrical input and output terminals, so no extra measures have to be taken. If the sensor is to be used in a stand alone instrument, it also needs a display, control buttons and, for instance, a RS-232 connection for computer control. The easiest way to implement all these features is the use of a microcontroller, which will read and control the sensor and will process its information.

Experiments [6] showed that LiNbO₃ can withstand electric fields greater than 20 MV/m without breakdown, so the sensor (thickness 0.5 mm) can withstand voltages up to 10 kV. 20 kV can be reached with a substrate of 1 mm. However, the voltage sensitivity will then be decreased by a factor 2.

Breakdown along the surface of the substrate can occur at much lower field strengths. A (very) safe limit to prevent surface breakdown is 500 V/mm. This means that the package of the sensor must provide a distance between the electrodes of minimal 40 mm.

To protect the sensor from external influences it is placed in a hermetically closed (metallized) container, which, in case of a stand alone instrument, also contains the microcontroller. The temperature sensitivity of the sensor can be greatly reduced by using a dual sensor configuration [6]. In such a configuration, one sensor measures the applied voltage and the other will function as a reference.
The basic layout of the sensor is given in Figure 1. The bias is applied to the bottom electrode while the top electrode is grounded, this to prevent breakdown between the electrode and the IDTs. The typical dimensions of the sensor, the IDTs and the high voltage electrodes are given in Table 1. The sensors are fabricated on a 10×10 mm² 128° YX LiNbO₃ crystal at the DIMES IC factory, using a slightly adapted IC process.

### Table 1. Typical dimensions of SAW voltage probe delay lines

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>path length [mm]</td>
<td>5.8-7.3</td>
</tr>
<tr>
<td>HV electrode length [mm]</td>
<td>1.4-6.3</td>
</tr>
<tr>
<td>number of fingerpairs</td>
<td>15-36</td>
</tr>
<tr>
<td>finger period [μm]</td>
<td>32-96</td>
</tr>
<tr>
<td>aperture [mm]</td>
<td>1</td>
</tr>
</tbody>
</table>

Measurements

Preliminary voltage measurements were performed using 0.5 mm thick SAW delay lines with 22 fingerpair IDTs having a periodicity of 48 μm and a path length (centre-to-centre distance of the IDTs) of approximately 7 mm. These dimensions result in an oscillation frequency of 80.4 MHz and an insertion loss of about 8 dB. A preliminary result can be given: the voltage sensitivity is 0.21×10⁻⁶ V⁻¹ (γ=105×10⁻¹² m/V) and the short term stability is smaller than 1 Hz; this yields an obtainable resolution of better than 0.1 V.

Conclusions

From comparison of different voltage measurement techniques, it appears that acoustic wave based voltage sensors are a very good choice for accurate high-voltage (HV) measurements (up to 20 kV) in HV sources and HV measuring instruments. Preliminary measurements with sensors fabricated on 0.5 mm thick 128° Y-X LiNbO₃ show a voltage sensitivity of 0.21×10⁻⁶ V⁻¹ for measurements up to 10 kV. This yields a resolution of better than 0.1 V. With a 1 mm thick substrate 20 kV measurements are possible. They will have a sensitivity of 0.1×10⁻⁶ V⁻¹, yielding a resolution better than 0.2 V.
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Abstract
A new sensor principle for chemo-optical sensing is proposed and analysed, based on luminescence quenching in a layered structure. A theoretical framework is used to predict the luminescence quenching.

Introduction
In the search for reliable chemo-optical sensors, much work has been done on the development of both the chemo-optical transduction layer and the optical read-out system. The chemo-optical transduction layer converts a change in chemical concentration of a specific compound into a change of an optical property of the layer. That optical property can be a refractive index, an absorption coefficient or the intensity of a luminescent emission. The optical read-out circuit subsequently converts the change of this property into a change of an output light intensity.

Here we will focus onto a specific novel optical read-out principle based on luminescence quenching. Although this luminescence quenching (LUQUEN) sensor uses luminescence, the probing is based on a change in absorption, which will be explained hereafter.

The goal of this paper is to show the possibilities and prospects of this principle. Some comparison is made to other optical sensing principles. In our research we used as an example an ammonia sensing two layer system, the luminescent layer being a polymer layer with Rhodamine incorporated and the quenching layer consisting of the pH-indicator BCP.

Sensing based on luminescence quenching
An excited luminescent molecule can return to the ground state by emission of light, but also by transferring its excitation energy (also called exciton) radiationless to another molecule. The physical origin of this exciton transfer is often an electric dipole-dipole interaction between the excited molecule (donor) and the other molecule (acceptor). It can be calculated that the probability $P$ of this transfer (or transfer rate) is strongly dependent on the distance $R$ between both centres, involved in the transfer:

\[ P = \frac{1}{\tau_0} \left( \frac{R_0}{R} \right)^6 \]

where $\tau_0$ is the luminescent decay time of the luminescent centre, if no transfer occurred. $R_0$ is the critical distance, i.e. the distance for which probability for transfer is equal to the probability for decay. This parameter is mainly dependent on the overlap of the emission spectrum of the donor and the absorption spectrum of the acceptor and it can be experimental determined.

The energy transfer mechanism can be utilised for chemical sensing by applying a receptor which is only acting as an efficient acceptor in complexated state. This means that the emission spectrum of the luminescent centre has to show a large overlap with the absorption spectrum of this complex. As a result the probability of energy transfer becomes high, leading to a change of the luminescence intensity upon adding the chemical.
spectrum of the complexated receptor molecules but a small overlap with the absorption spectrum of the uncomplexed ones. Besides the excited receptors have to return to the ground state radiationless.

The LUQUEN sensor system consists two adjacent layers (see fig. 1), one containing the luminescent centres, the other the receptor molecules. The receptor layer is adjacent to the environment so that complexation with the species to be measured is possible, after which the receptor becomes an exciton acceptor. Then energy transfer from luminescent centre to the receptor causes quenching of the luminescence, and the luminescent intensity decreases. Thus the measured intensity is a measure of the concentration of the species to be measured, the measurand.

The quenching can be enhanced by a second phenomenon: exciton migration along the luminescent centres itself. The closer the excitons are to the boundary between both layers, the larger their chance on being transferred to the acceptors and thus the smaller their lifetime, and the lower their concentration. Due to this concentration gradient the excitons show the tendency to diffuse to the boundary where their chance on being quenched is larger. In this way the region, where exciton behaviour is sensitive to the presence of quenchers in the top layer, is drastically enlarged. The quenching centres can be seen as antennas picking up the energy released by the luminescent centres.

The main factors influencing the quenching are the energy transfer rates between the luminescent centres and between these centres and the acceptors. The important parameters therefore are the critical distances for energy transfer, the real distances between the luminescent centres (for exciton migration), the concentrations and the distances between the luminescent centres and the acceptors. The latter means, that for the quenching induced intensity decrease of the complete system also the thicknesses of the layers are relevant.

**Measurements**

In our model system (see fig. 1 and table 1) we use as a luminescent centre the well known laser dye Rhodamine 6G (Rh6G) embedded in a poly-urethane polymer layer. As a receptor we use the pH indicator BCP, which forms a complex with NH3. The BCP is evaporated onto the Rh6G-polymer layer. In the complexated state only, the absorption spectrum of the BCP molecules overlaps the Rh6G emission spectrum very well, thus forming a acceptor for the Rh6G excitation energy. The Rh6G is excited with a Ar+ laser at a wavelength of 488 nm. The emission is filtered and detected by a photo-multiplier system.

The emission measured is highly dependent on the angle of observation, which is caused by the angle dependence of both the reflection at the interfaces and the interference effects. We measured this angle dependence and also calculated it with a theory based on the Fresnel coefficients. The agreement between measurement is shown in fig. 2 for a bare 1.8μm thick Rh6G-polymer layer. From this it can be shown that the best angle of observation for

---

**QUEN sensor.**

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_0 ) for Rh6G→BCP</td>
<td>4.9 nm</td>
</tr>
<tr>
<td>( R_0 ) for Rh6G→Rh6G</td>
<td>5.5 nm</td>
</tr>
<tr>
<td>thickness Rh6G layer</td>
<td>0.9μm (for fig. 3)</td>
</tr>
<tr>
<td>thickness BCP layer</td>
<td>15 nm (for fig. 3)</td>
</tr>
<tr>
<td>Rh6G concentration</td>
<td>9-10-3 M</td>
</tr>
<tr>
<td>BCP concentration</td>
<td>3.2 M (for fig. 3)</td>
</tr>
</tbody>
</table>

**figure 1. Model layer system for the LU-**

---

In our model system (see fig. 1 and table 1) we use as a luminescent centre the well known laser dye Rhodamine 6G (Rh6G) embedded in a poly-urethane polymer layer. As a receptor we use the pH indicator BCP, which forms a complex with NH3. The BCP is evaporated onto the Rh6G-polymer layer. In the complexated state only, the absorption spectrum of the BCP molecules overlaps the Rh6G emission spectrum very well, thus forming a acceptor for the Rh6G excitation energy. The Rh6G is excited with a Ar+ laser at a wavelength of 488 nm. The emission is filtered and detected by a photo-multiplier system.

The emission measured is highly dependent on the angle of observation, which is caused by the angle dependence of both the reflection at the interfaces and the interference effects. We measured this angle dependence and also calculated it with a theory based on the Fresnel coefficients. The agreement between measurement is shown in fig. 2 for a bare 1.8μm thick Rh6G-polymer layer. From this it can be shown that the best angle of observation for
quenching experiments would be 0°.

![Quenching Experiments](image)

**figure 2** Measured (dots) and calculated (solid line) angle dependence of the luminescent intensity of the Rh6G-polymer layer.

**figure 3** Measured and calculated ratio for the luminescent intensity in basic and acid environment.

Effects of the quenching of the luminescence in basic environment (with NH₃) as a function of the emission angle are presented as the ratio of the intensities in complexated and uncomplexated state, the so called luminescent quantum yield \( \eta \). In this way the effects of interference are neglectable (but not the effects of reflection). It can be concluded that complexation with NH₃ causes a quenching of more than 50%. At higher emission angle there is an additional effect due to the change of the reflection coefficient at the Rh6G-BCP layers interface.

**Calculations**

Above it is shown qualitatively that the LUQUEN principle is feasible for application in chemo-optical sensors. For detailed quantitative analysis however, calculation of the performance as a function of relevant parameters has to be preferred. A thorough theory is developed\(^1\) for the layer set-up as shown in fig. 1. We will not go into detail of these theory, but rather show some results of a model system, to demonstrate the possibilities of the LUMQUEN sensor. To give large quenching the distances between donor and acceptors should be small, therefore the layer with the luminescent centres should be thin. For our calculations we have chosen a thickness of 25 nm for both layers, the \( 10^{-2} \) M Rh6G containing layer and the BCP layer. In fig. 4 the luminescent quantum yield of this system is shown as a function of the fraction of BCP molecules acting as acceptors. The figure shows that already a small fraction can cause quenching, and that this quenching is enlarged by increasing the Rhodamine concentration, due to the exciton migration along the Rhodamine molecules. A further increase of the quenching can be achieved by using a thinner Rh6G layer and a larger concentration. For a Rh6G monolayer supporting a BCP layer of 25 nm thickness, we calculated the quantum yield dependence as given in fig. 5, only taking into account the Rh6G-BCP exciton transfer. The fraction of BCP molecules in basic state can be converted to the equivalent amount of ammonia in the environment by using an appropriate equilibrium equation\(^4\).
We see in fig. 5 that a partial ammonia pressure of $10^{-3}$ mbar (1 ppm) already gives a reasonable quenching. Compared to the NH$_3$ MAC value of $2.5 \times 10^{-2}$ mbar (25 ppm), this means that the sensor would already be usable in practical situations. Further calculations, using a simplified model, however showed that by taking into account the exciton migration along the Rhodamine molecules, now being parallel to the boundary plane only, the sensitivity can be even enlarged by a factor 100.

**Discussion, prospects**

It is shown that the performance of a LUQUEN sensor can be calculated and it appeared that the largest sensitivity can be obtained, using a monolayer of the luminescent material. Calculations show that in general the evanescent field integrated optical absorption sensors show larger sensitivity reading out the chemical induced absorption changes of the BCP layer. Note the words in general! The thinner the luminescent layer, the better the LUQUEN performance, and calculations show that the sensitivity of the mono-layer type exceeds that of the evanescent field sensor. Of course the thinner the luminescent layer, the smaller the intensities. However, even at mono-layer thickness, the intensities are larger than those obtained from the well known luminescence-labelled competitive antigen-antibody sensors. We expect the LUQUEN sensor to be most useful for systems, where in addition to the luminescent layer also the receptor layer has to be monomolecular, e.g. in immunosensors.
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